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Abstract

Traffic engineered Multiprotocol Label Sw tching (MPLS-TE) uses
Resource Reservation Protocol traffic engi neering extensions
(RSVP-TE) as the signaling protocol to establish Label Switched Paths
(LSPs). Although the Resource Reservation Protocol (RSVP) on which
RSVP-TE is built supports the convergence of traffic flows toward a
common destination, this concept has not been exploited in MPLS-TE
whi ch has been limted to point-to-point (P2P) and

poi nt-to-nul tipoint (P2MP) LSPs.

Thi s docunment describes extensions to RSVP-TE procedures and protocol
el ements to support nultipoint-to-point (MP2P) LSPs.
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Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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1. Introduction

The architecture for Miltiprotocol Label Switching (MPLS) is
described in [RFC3031]. The signaling for Label Sw tched Paths (LSPs)
in MPLS traffic engineering (MPLS-TE) networks is achi eved through
specific extensions to the Resource Reservation Protocol (RSVP)
defined in [ RFC3209]. Al though RSVP [ RFC2205] i ncl udes support for
the convergence of traffic flows toward a comon destination, the
traffic engineering (TE) extensions to RSVP (RSVP-TE) do not |everage
this fact, and [ RFC3209] only includes support for point-to-point
(P2P) LSPs.

Addi tional extensions to RSVP-TE have been defined to support
poi nt-to-mul ti point (P2MP) LSPs in [ RFC4875].

Mul ti poi nt-to-point (MP2P) LSP tunnels offer certain benefits in a
core MPLS network. For exanple, they reduce the anmount of LSP state
that protocol inplenentations nmust nmaintain within the network, and
they may sinplify the accounting and prioritization of traffic within
i ndi vi dual routers.

Thi s docunent descfribes how MP2P LSPs may be established using the
protocol elenents and procedures inherent in RSVP and RSVP-TE, and
descri bes new procedures and protocol elenments where necessary.

2. Description of MP2P MPLS-TE LSPs

MP2P MPLS-TE LSPs are transport tunnels within a core MPLS-TE
network. An MP2P MPLS-TE LSP delivers traffic fromnultiple ingress
Label Switching Routers (LSRs) to a single common egress LSR

Identification of the traffic carried by the tunnel with its
originating ingress LSR is obviously not within the scope of the MP2P
LSP since the traffic arriving at the single egress of the MP2P LSP
comes fromnore than one ingress. Thus the MP2P LSP nust be treated
as an edge-to-edge tunnel nuch in the nanner of hierarchical P2P LSPs
described in [ RFC4206] . For example, directed signaling (MPLS-TE or
MPLS using the Label distribution protocol - LDP [ RFC5036]) can be
used to exchange | abel s between egress and ingresses so that traffic
fromeach ingress will use a different |abel on the |abel stack
beneath the | abel used for the MP2P tunnel

At each ingress, the MPLS-TE flow fromingress to egress is perceived
as a single P2P LSP in the forwardi ng plane. But where two LSPs from
different sources to the sane destination pass through a common
transit LSR they may be nerged in the forwarding plane so that there
is just a single downstream LSP. Thus, at the nerge-point LSR there
are two or nore upstream LSP segnents, and just one downstream LSP
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segnent .

LSP nmerging within the network can be carried out in an ad hoc way on
any LSPs that are allowed to be nerged. The judgnent of whether two
LSPs can be nerged i s dependent on

- Are the LSPs to the sanme destination?
- Do the ingresses allow these LSPs to be nerged?

- Are the explicit routes downstream of the merge point consistent
wi th nerging?

- Is the nerge point capable of perforning nerging?
- Is the nerge point willing to perform nergi ng?

- Are the bandwi dth inplications of merging supported by the
downst ream net wor k?

The ad hoc way of MP2P LSP establishnment neans that upstream segnents
of the MP2P tree are added when new i ngress-to-egress LSPs are
signal ed and those ingress-to-egress LSPs coincide with (discover)

ot her existing LSPs to the sanme egress that can be merged according
to the above criteria.

Two nodel s to nanage the bandwi dth of merged LSPs may be consi dered

- The new upstream segnent nmay be spliced into the MP2P LSP and the
addi tional bandwidth required for the traffic fromthe new ingress
can be added to the bandwi dth request for the downstream segment.
This is nost appropriate for MP2P tunnels carrying unassoci at ed
traffic fromthe ingress LSRs.

- The new upstream segnent may be spliced into the MP2P LSP and use
(share) the existing bandwi dth on the downstream segnent. This nay
be appropriate for certain specific applications where individua
i ngresses send data one at a tine (for exanple, voice
conf erenci ng).

Sel ection between these two nodels is critical to gain the benfit of
avoi di ng excess bandwi dth all ocati on where approrpriate (the second
case), but to avoid oversubscription of the downstream segnments in
other uses (the first case). LSP signaling that allows LSP nerging
clearly needs to indicate the type of bandw dth nodel appropriate for
the LSPs that are nerged
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Additionally, two nodels may be considered for how the egress is
notified that merging has taken place at an upstream LSR

- When a new upstream segnent is spliced into an MP2P LSP the new
ingress LSR may be reported to the egress so that it knows all of
the ingress LSRs on the MP2P tree. This mechanismis suitable for
sone uses of the MP2P LSP such as a tunnel where forwarding
adj acenci es (FAs, see [RFC4206]) are managed between the end
poi nt s.

- When a new upstream segnent is spliced into an MP2P LSP no further
downstream signaling is perforned, the egress is not informed of
the addition of a newingress, and the ingress is told that it is
connected to the egress. This nay be particularly suited to
bandwi dth sharing applications.

The conbinati on of these two sets of nbdels gives four options for
signaling MP2P LSPs downstream of a merge point.

2.1 Basic Requirenments

This section lists the basic functional requirenents that the
signaling of MP2P MPLS-TE LSPs nust support.

a. Control of nerging function

The ingress LSR MJUST be able to specify through signaling whether
an LSP may be nerged into an MP2P LSP or not.

b. lIdentification of LSPs that can be nerged.

Transit LSRs that are capable of nmerging LSPs into the MP2P tree
MUST be able to distinguish which LSPs can be nerged and which are
to remain distinct. Further, the transit LSRs MJUST be able to
determne sufficient information fromthe signaled LSPs to apply
policy to determi ne whether nerging is allowed.

c. Resource sharing downstream of merge points
It is arequirenent that the single LSP segnent downstream of a
merge poi nt MJUST have sufficient bandwi dth allocated to support
all traffic fromthe LSP segnents upstream of the nerge point, and
that that traffic MJUST be able to share the bandwi dth on the
downst ream segnent .

d. Explicit route contro

It is a requirement that the ingress LSR MUST be able to contro
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the route of the LSP from source to destination regardl ess of
whet her nerging is performed at a downstream LSR

e. Label allocation

Label allocation MJUST be supported with a single | abel on a nerged
downstream segnent and i ndividual |abels on upstream segments.

f. LSP identification

Each LSP MJUST be uniquely identifiable within the network.

Further, in order to support diagnostics and OAM a single
identifier MJUST be used on the LSP for the whole of its path

bet ween any ingress and the egress. Additionally, a single
identifier SHOULD be used for the MP2P LSP across the whol e of the
LSP tree.

g. Coordination between ingress LSRs

MP2P operati on MJST be possible with mniml or zero coordination
between ingress LSRs. It is not acceptable to require
configuration at each ingress LSR in order to specify which other
ingress LSRs may join the sane MP2P LSP (for exanple, through
identifying a group). It is acceptable to require:

- Specific configuration for an individual LSP that it wll
support MP2P nerging (see requirenment a.)

- Networ k-wi de configuration of identifiers of "classes" of LSP
that may be nerged

This requirement is hard to reconcile with previous requiremnments
and with the assuned use of [RFC2205] and [ RFC3209] procedures.
Furt her discussion is provided in Section 3.

h. ldentification of senders at egress.

It MJUST be possible for the egress LSR to deternine all of the
ingress LSRs attached to the MP2P LSP. This requires that
signaling information fromeach ingress is passed to the egress.

It SHOULD be possible to enable or disable this function using a
signaling control determined by the ingress LSRs. Thus, if the LSP
type is such that the egress does not need to know the
identification of the ingresses (senders) then the ingresses MJST
be able to signal this fact and the nerge-point LSRs SHOULD act
accordingly. The default position, however, is that the

mer ge-point LSRs MUST informthe egress of all senders in the MP2P
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tree.
i. Route recording

It MJUST be possible to record the path foll owed by the MP2P LSP
and pass this information to the end points. The ingress only
requires to know the path fromthe ingress to the egress. The
egress requires to know the path fromeach ingress to the egress.

The route reported to the ingress SHOULD i ndi cate which LSRs on
the route are currently acting as MP2P nerge points.

Sone form of information aggregation techni que SHOULD be used in
reporting the recorded route to the egress so that hops that are
commn in the tree formnultiple ingress LSRs (that is, hops
downstream of the nerge point) SHOULD NOT be repeated in the
informati on present in the signaling nessage (Path nessage).

2.1.1 Non-Requirenents

No ingress is required to know of the existence of other ingresses in
the MP2P LSP.

2.2 Requi renent for new Procedures and Extensions

Section 2.1 sunmarizes the signaling requirenments. Sone of the

requi renents can be net using the merging techni ques of [RFC2205] and
the LSP identification techniques of [ RFC3209], but the other
requirenents (specifically g, h and i) cannot be net using these
techni ques. Thus new procedures and extensions are needed.

The remai nder of this document introduces new procedures and
extensions to support signaling MP2P LSPs, and describes how the
requirenents are net using existing and new signal i ng nechani sns.

3. Procedures for Signaling MP2P MPLS-TE LSPs

The procedures described here are nodel ed on the reservation styles
described in [RFC2205]. Further, many ideas are taken fromthe way
that Fl owSpecs and FilterSpecs may be conbined on Resv nessages in
[ RFC2205] in recognition that the Resv nessage in [ RFC2205] is
creating an MP2P flow tree

Additions are made to allow control of this MP2P behavior on the Path
message. The advantage of this over the [RFC2205] techniques is that
merging is explicitly announced and is the responsibility of the
merge point not of the egress.
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3.1 Ingress LSR Initial P2P LSP Establishnent

The initial LSP is signaled as a normal point-to-point LSP woul d be.
The ingress LSR cannot know whether future upstream segnents will be
merged into this LSP or not.

However, the LSP is flagged by the ingress to say whether MP2P
merging is allowed using a new flag in the LSP_ATTRI BUTES obj ect

[ RFC5420] in the Path nmessage. If this flag is not set or is absent,
the LSP MUST be treated as a nornal P2P LSP and nergi ng MUST NOT be
per f or ned.

If MP2P nerging is allowed by the ingress, the Path nessage MJST al so
include the Style object. The Style object was previously only

all oned on a Resv message, [RFC2205]. The Style object directs the
mergi ng procedure that is perforned at any nerge point as described
in Section 3.3. Note that the presence of the Style object in the
Pat h nessage could be used to infer that nmerging is allowed, but it
is better to use an explicit control (as described in the previous
paragraph) to allow for flexible future use of the Style object.
Therefore, an LSR MJUST NOT assunme that nmerging is allowed fromthe
presence of the Style object on a Path nessage.

The ingress LSR sets all of the fields of the Session and
Sender - Tenpl at e objects as normal [RFC3209] except that the Extended
Tunnel IDin the Session object MIST be set to a well-known val ue
that is common across all LSPs that rmay be merged with this LSP. |f
any arbitrary nerging is allowed then a commopn, network-w de val ue
SHOULD be configured. If different classes of nerging are defined,
then nultiple network-w de val ues SHOULD be defined and confi gured.
The val ue of zero is RECOMMENDED to be used to allow general nerging
with other LSPs. O her non-zero val ues MAY be defined according to
adm nistrative policy for the network to restrict the LSPs that may
be nerged, perhaps according to service or application
classification. It is RECOWENDED that only val ues that do not nmatch
valid I P addresses are used for this function since [ RFC3209]
suggests the use of the sender’s IP address in this field for P2P
LSPs.

O her ingress LSR procedures and encodi ngs are unchanged from
[ RFC3209] .

3.2 Subsequent LSPs Creation
Subsequent LSPs are identical to initial LSPs described in
the previous section. The ingress LSR is not aware whether other LSPs

al ready exist and MP2P nerging will happen. Therefore the ingress LSR
builds its Path nessage as al ready descri bed.
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3.3 Path Processing at Merge Points

The main difference for MP2P LSP support takes place at the nerge
poi nts. Much of the processing depends on the setting of the Style
object carried in the received Path nessages.

3.3.1 Determining that Merging is Al owed

When an LSR receives a Path nessage with the MP2P flag set in the
LSP_ATTRI BUTES obj ect indicating that MP2P nerging is allowed for the
LSP, and if the LSR is capable of supporting MP2P nmerging it perforns
the followi ng checks to deternmine an existing LSP with which to
merge. The order of the checks is inplenentation-specific.

- Search all LSP state for LSPs that are allowed to be nerged (that
is, that were signaled with the MP2P flag set in the LSP_ATTRI BUTES
obj ect).

- Find any LSPs that have a conmon destination set in the Session
obj ect and that have the sane Extended Tunnel ID in the Session
object. Note that the Tunnel ID in the Session object, and the
Sender and LSP ID in the Senter-Tenpl ate object do not formpart of
this check.

- Select those LSPs that have conpatible downstreamexplicit routes.
In this context, an explicit route is conpatible if the path of the
existing LSP satisfies the Explicit Route object (ERO carried in
the new Path nessage.

- Select those LSPs that were signaled with the same val ue of the
Style object. See Section 3.3.2, 3.3.3, and 3.3.4 for further
di scussi on of the processing of the Style object.

- Select those LSPs for which MP2P nerging is allowed according to
policy (possibly using the contents of the Policy object signaled
in the received Path nmessages). This choice MAY incl ude
consi deration of the hardware capabilities of the nerging LSR

- If nore than one LSP is still a candidate for nerging select the
best LSP to nerge with according to policy.

If no merge candidate is found the LSR processes the Path nessage as
normal according to [ RFC3209].

If an LSP is found, nerging proceeds according to the reservation
style carried in the Style object as foll ows.
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3.3.2 Wldcard Filter Style

In [ RFC2205] the Wldcard Filter (W) reservation style allows
sharing between all traffic in the sane session, that is, to the sane
destination.

Just as in [ RFC2205], the WF M2MP LSP may be thought of as a shared

"pi pe", whose "size" is the |largest of the resource requests,

i ndependent of the number of senders using it. In other words, a W

style indicates that resource sharing occurs downstream of the nerge
point and this style is applicable to resource sharing applications

such as voi ce-conf erenci ng.

A merge-point LSR that receives a Path nessage for a second LSP that
uses the WF style and that identifies a nmerge candi date LSP al so
using the WF style carries out the follow ng processing.

- If the new LSP requests bandwi dth |l ess than or equal to the
bandwi dt h already all ocated downstream for the existing LSP, the
mer ge- poi nt i mredi ately generates a Resv for the new LSP, all ocates
a | abel on the new upstream segment, and sends the Resv upstream
foll owi ng normal rules from[RFC3209].

The merge-point LSR installs an entry in the LFIB mappi ng the new
| abel on the new upstreaminterface, to the existing |abel on the
downstreaminterface for the MP2P LSP so that the new LSP is
spliced into the MP2P LSP. That is, there are now nultiple entries
in the LFIB mapping the to the sane | abel on the sane downstream
interface.

No further downstream signaling is perforned.

- If the new LSP requests bandwi dth greater than the bandw dth
al ready all ocated downstream for the existing LSP, the nerge-point
LSR sends a trigger Path nessage downstream for the existing LSP
with a TSpec that requests increased bandwi dth. If a Resv nessage
is later received indicating that the required bandw dth has been
al | ocated, the nmerge-point LSR builds and sends a Resv upstream for
the new LSP segnent only (no new Resv is sent upstreamfor the
previously existing LSP segnents). If the requested bandwidth is
not nade avail abl e, the nerge-point LSR sends a PathErr nessage
upstream on the new LSP segnment just as it would if normal LSP
setup had failed owing to | ack of resources [RFC3209].

In this node of operation, the egress does not become aware when new
ingress LSRs are spliced into the MP2P tree.
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3.3.3 Fixed Filter Style

In [ RFC2205] the Fixed Filter (FF) style inplies distinct
reservations for each flow in the session

For MP2P LSPs this nmeans that common | abels are used on the shared
downstream segnents, but a separate pool of resource is allocated for
each ingress LSR (sender) that shares the MP2P tree

The consequence is that each LSP (that is, each LSP from each

i ngress) nust be signhaled all the way to the egress carrying a
distinct LSP identifier and TSpec. Although a possible approach is to
send a separate Path nmessage for each such LSP (which woul d be the
techni que used in [ RFC2205]) this cannot be done because it would

| eave the choice of MP2P nerging to the egress LSR This situation is
K in [ RFC2205] where all routers are capable of nerging flows, but
is not suitable in MP2P MPLS-TE because the nmerge node needs contro
of whether merging is perforned.

Therefore, the solution is to merge the Path nessages. The Path
message for the first LSP is processed as nornmal (see Section 3.1),
but once nergi ng has been chosen, the inconing Path nmessage for the
second LSP is nerged, and the trigger Path nessage sent downstream
contains information about both senders and both TSpecs.

The mechani smused to achieve this mrrors the information that wll
be carried on the Resv. An <FF sender descriptor list>is used to
provide a list of Sender Tenpl ate objects each of which is
acconpani ed by a TSpec. AdSpec and Record Route objects may al so be
present. The <FF sender descriptor list> MJUST NOT be present unless
the Style object is present and contains the FF setting. However, the
observant reader will note that an <FF sender descriptor list> with
only one elenment is identical to the <sender descriptor> defined in

[ RFC3209] and used for P2P signaling.

Each <sender descriptor> in the <FF sender descriptor> is copied from
the <sender descriptor> on a received Path nmessage. Thus al
informati on fromreceived Path nmessages is conveyed to the egress

LSR

3.3.4 Shared Explicit Style

[ RFC2205] describes the Shared Explicit (SE) style as creating a
single reservation that is shared by sel ected upstream senders.
Unli ke the WF style, the SE style requires that the senders that
share the style are explicitly identified, and so each LSP that is
joined to the MP2P LSP needs to be signaled to the egress.
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The solution is al so nodel ed on the SE signaling used in the Resv
message in [ RFC2205]. An <SE sender descriptor list>is used to
provide a list of Sender Tenpl ate objects that are associated with a
single TSpec. AdSpec and Record Route objects nay al so be present.
The <SE sender descriptor list> MJUST NOT be present unless the Style
object is present and contains the SE setting. However, the observant
reader will note that an <SE sender descriptor list> with only one
element is identical to the <sender descriptor> defined in [ RFC3209]
and used for P2P signaling.

Each Sender Tenplate and any Record Route or AdSpec object in the <SE
sender descriptor>is copied fromthe a received Path nmessage. Thus
all information fromreceived Path nessages is conveyed to the egress
LSR. But the traffic paranmeters in the Sender TSpec object are sunmmed
to ensure that sufficient bandwidth is allocated on the downstream

| eg.

3.3.5 Record Route Processing on Merged Path Messages

The route of an LSP can be recorded in a Record Route object (RRO
included in a Path nessage [ RFC3209]. There is no change to this
procedure upstream of the nmerge point for two LSPs.

Downstream of the nerge point, the Path nessage can include nultiple
RROs: one for each Sender Tenpl ate object. The presence rules for
these RROs is that they exist in the <sender descriptor> for a nerged
LSP in a Path message downstream of the merge point if and only if
the RRO existed in the Path nessage for the LSP upstream of the nerge
poi nt .

Note that continuing to record the route of an LSP in all RRGs in a
Pat h nessage would result in duplicate information that m ght nake
the Path message too | arge for conveni ent processing. To avoid such
duplicate information the following three rules MIST be appli ed:

- When creating a <sender descriptor list> for transmission in a Path
message to a downstream LSR the nerge-point LSR MUST include an RRO
in a <sender descriptor>if there is one in the correspondi ng
<sender descriptor> in the Path nmessage received from upstream

- When creating a <sender descriptor list> for transmission in a Path
message to a downstream LSR, if any <sender descriptor> includes an
RRO t he nerge-point LSR MIST ensure that the first <sender
descriptor> contains an RRO. This MJST be achi eved by appropriate
ordering of <sender descriptor> itens and MJUST NOT be achi eved by
inserting an RROinto a <sender descriptor> that woul d not
ot herwi se include an RRO
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- VWhen adding route record information to a Path nmessage, an LSR MJST
add the information only to the first RROin the Path nmessage.

Thus RROGs in Path nessages start at ingress LSRs and end at
mer ge- poi nt LSRs, except for the first RROin the Path nessage that
ends at the egress LSR

3.4 Path Processi ng Downstream of a Merge Point

No special processing for Path nessages is necessary at an LSR
downstream of a merge-point LSR except for the foll ow ng points.

- RRCs MUST be handl ed as described in the previous section

- Resources SHOULD be checked based on the contents of the Style
obj ect.

3.5 Processing at Egress LSRs

Egress LSRs are responsible for converting TSpec objects on Path
messages i nto Fl owSpec obj ects on Resv nmessages. The rules for doing
this are inherited from [ RFC2205] and [ RFC3209] appl yi ng the
informati on received in Path the nessages including the value set in
the Style object.

3.6 Resv Processing at Merge Points

Resv nessages need careful handling at nerge points. The contents of
the Resv needs to be split and sent upstreamin separate Resv
messages according to the Path nmessages that were received.

The <flow descriptor list> on the Resv is sinply split according to
the <sender descriptors> received on the Path messages. \Were

bandwi dth is shared on downstream |inks, the nerge-point LSR nmakes
appropri ate decisions for how nuch bandwi dth to allocate on the
upstream |l i nks according to the TSpecs received in the Path nmessages.
Where bandwidth is allocated per sender, this is sinply copied from
the received Resv to the outgoing Resvs.

Note that an RRO MJUST NOT be included in a Resv sent upstreamfroma
mer ge- poi nt LSR unl ess an RRO was received in the correspondi ng Path
nessage

3.7 LSP Teardown

When an ingress LSR decides to tear down an LSP it sends a Pat hTear
message. This nessage is propagated as per [RFC3209] until it reaches
a merge-point LSR

Yasukawa [ Page 13]



dr af t - yasukawa- npl s- np2p-r svpt e- 06. t xt Cct ober 2009

- If the PathTear is renmoving the |ast upstream segnent then this is
not really a merge-point LSR and the PathTear MJST be forwarded
toward the egress as nornal .

- If the LSP uses the WF style, the PathTear MJST be term nated at
the merge-point LSR If the result of renoving the associ ated
sender is a reduction in the anount of required resource on the
downstream LSP, the merge-point LSR SHOULD send a trigger Path
message with a new TSpec to request a reduction in the allocated
bandwi dth at downstream LSRs, but MAY retain the downstream
bandwi dt h according to |ocal policy.

- If the LSP uses the FF or SE style, the PathTear MJST be termn nated
at the merge-point LSR and a trigger Path message MJST be sent
downstreamwi th the associ ated <sender descriptor> renoved

3.8 Make- Bef ore-Break Support

Make- bef ore-break is an inportant aspect of MPLS-TE that allows LSPs
to be re-routed in a "hitless" way.

Make- bef ore-break integrates with MP2P MPLS-TE in a very sinple way,
because of the nature of LSP nmerging in MP2P LSP establishnent.
Nevert hel ess, there are several cases to be considered in order to
fully describe the operation of make-before-break. The variables are
whet her resource sharing or incremental resource allocation are in
use for the MP2P LSP, and where the new LSP diverges fromthe old one
inrelation to the first nerge point for the LSP

A future version of this docunent will analyze each of the scenari os.
3.9 Fast Re-Route

Fast Re-Route (FRR) [ RFC4090] provides rapid | ocal protection of LSPs
in the event of a link or node failure. FRR techniques have been
defined for P2P and P2MP LSP

FRR protection of MP2P LSPs will also be beneficial and suitable
techni ques need to be defi ned.

Consi der the network fragnent shown in Figure 1. Suppose there is an
MP2P LSP { ABCGHI J, DEFGHI J} with nerge point at node G Failures
renote fromthe nmerge point are handled as nornmal for FRR since they
i mpact only a single conponent LSP. For exanple, the failure of the
link DE can be protected by an FRR tunnel DWE
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A---B---C-P
\ \ \ s
R WA
Z---G-H--1---J
W\
IN 1T
D--E---F--Q

Figure 1 : Network fragnent to illustrate FRR

But, suppose there is a failure close to the nmerge point such that
the FRR process inpacts the MP2P tree? Consider the follow ng
separate cases

Link BC fails

The protection tunnel is BZG which term nates at the MP2P nerge

poi nt. Wen the protected LSP energes fromthe protection tunnel it
is merged into the MP2P LSP as nornal .

Link BC and link EF fai

The dual failure case causes two protection tunnels BZG and EZG
These tunnels could utilize MP2P techni ques and nerge at node Z,
but there is no significant benefit to this small reduction in LSP
state. In any case, whether MP2P or P2P is used for the protection
tunnel s, at node G the protected LSPs will be merged back into the
MP2P LSP.

Link CG fails

When the Iink CG fails the protection tunnel CPH is used. This
nmeans that original MP2P merge point (G no longer sees traffic
source A, and the end of the protection tunnel (the FRR nmerge point
node H) becones a nerge point for the MP2P LSP

Node G fails

The failure of the MP2P nerge point (G obviously inpacts traffic
fromboth sources A and D. Protection tunnels CPH and FQH can be
used to protect the traffic, and when the end-to-end LSPs energe
fromtheir protection tunnels node H beconmes an MP2P nerge point.

Link GH fails

Simlarly, if the link GH fails (in this topology) the protection
tunnels CPH and FQH will be used even though the failure is
downstream of the MP2P nmerge point. |If, however, there was the
possiblity of building a protection tunnel through another node
(for example, GUH - node Uis not shown on the figure) the whole
MP2P LSP could be protected just as it would be if the link H
failed (see bel ow).
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- Link H fails
In this case the whole MP2P LSP can be protected by single FRR
protection tunnel HSI. Note that |oad bal ancing on across multiple
protection tunnels (HSI and HTI) cannot be achi eved based on the
source of the traffic since all traffic at node H uses the sane
| abel s and node H cannot distinguish the source of the traffic
wi t hout deeper packet inspection. However, if H was an MP2P nerge
point, it would be possible to performthis type of |oad bal anci ng.

4. Protocol Extensions

This section describes the protocol extensions and changes to nessage
encodi ngs required to support the function described in Section 3.

4.1 Allowi ng MP2P LSP Mergi ng

An ingress LSR nmay all ow M2MP LSP nerging by setting the "MP2P Merge
Allowed" flag in the LSP Attributes TLV carried in the LSP_ATTRI BUTES
obj ect [RFC5420] in the Path nessage that it sends for this LSP. The
bit nunber for the "MP2P Merge Allowed" flag is defined in Section 9.

The LSP_ATTRI BUTES object is used rather than the
LSP_REQUI RED ATTRI BUTES obj ect because transit LSRs that do not
support MP2P LSP nerging are not required to take any action

An LSR that recogni zes the LSP_ATTRI BUTES obj ect, but does not
recogni ze the "MP2P Merge Allowed" flag will ignore the flag
according to the processing rules in [ RFC5420], and MJST forward the
flag unnodified in any Path nessage that it sends for this LSP. An
LSR that recogni zes the LSP_ATTRI BUTES obj ect and the "MP2P Merge

Al l oned" flag, but which does not support MP2P LSP nergi ng or does
not wi sh to support MP2P nerging for the signaled LSP MJUST forward
the flag unnodified in any Path nessage that it sends for this LSP

4.2 Message Formats
As described in Section 3, sone changes are required to the existing
RSVP- TE nessage formats. These are shown in the sections that follow
The messages are described using the Backus-Naur Format notation from
[ RFC3209] as defined in [RFC5511].

The followi ng nmessages are not changed by this docunent: PathTear
Resv, ResvTear, ResvErr, ResvConf.

4.2.1 Path Message

The Path nmessage is extended by the optional inclusion of the Style
object. If this object is present the <sender descriptor> is replaced
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by a <sender descriptor list>.

<Path Message> ::= <Common Header> [ <INTEGRITY> ]
<SESSI ON> <RSVP_HOP>
<Tl ME_VALUES>
[ <EXPLICl T_ROUTE> ]
<LABEL_REQUEST>
<SESSI ON_ATTRI BUTE> ]
<LSP_ATTRI BUTES> ]
<PQOLI CY_DATA> ... ]
<sender descri ptor>
| <STYLE> <sender descriptor list>

—r—r—

The new <sender descriptor list>is defined to mrror the Resv
<flow descriptor list> as follows.

<sender descriptor list> ::= <WF sender descriptor list>
| <FF sender descriptor |ist>
| <SE sender descriptor>

<WF sender descriptor list> ::= <sender descriptor>

<FF sender descriptor list> ::= <sender descriptor>
| <FF sender descriptor |ist> <sender descriptor>

<SE sender descriptor list> ::= <sender descriptor>
<SE sender |ist>

<SE sender list> ::= <SENDER_TEMPLATE>
[ <ADSPEC> ]
[ <RECORD_ROUTE> ]
The definition of <sender descriptor> is found in [ RFC3209].
4.2.2 PathErr Message
The Pat hErr message is nodified as foll ows.
<Pat hErr message> ::= <Common Header> [ <INTEGRITY> ]
<SESSI ON> <ERROR_SPEC>
[ <PCOLI CY_DATA> ...]
<sender descri ptor>
| <STYLE> <sender descriptor |ist>]

<sender descriptor> is as defined in [RFC3209] and <sender descri ptor
list>is as defined in the previous section
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5.

Backward Conpatibility

This section exam nes how MP2P support may co-exist with previous
MPLS- TE functi on.

5.1 Legacy LSRs

The presence of the Style object on a Path nmessage will cause a

|l egacy LSR to reject the nessage with a PathErr nmessage containing an
Error Code that indicates that an unsupported object was found.
Therefore, in order to support MP2P LSPs it is necessary that al

LSRs that may lie on the route of an MP2P LSP nust be upgraded to
support the procedures and protocol extensions described in this
docunent .

Where this is not practical, it is possible to consider establish FA
LSPs [ RFC4206] to tunnel past the |egacy LSPs. This would probably
requi re managenent coordi nation

5.2 Support of P2P and P2MP LSPs t hrough an MP2P-enabl ed networ k

7

It is clearly a requirenent that an MPLS-TE network that has been
enabl ed for MP2P MUST continue to support P2P and P2MP TE LSPs.
There is nothing in the procedures and extensions defined in this
docunent that prevents this.

Pat h Conmput ati on Consi derati ons

An issue arises for path conputation for MP2P LSPs. If this
computation is performed on ingress LSRs using the Traffic

Engi neering Database (TED) built frominformation distributed by the
Interior Gateway Protocols (IGPs) then the conputation engine will
not be aware of bandw dth sharing possibilities and will possibly
excl ude opti mal paths assunming that bandwi dth is not available. This
probl em only occurs where bandw dth sharing downstream of the nerge
points is desirable.

In the case of this particular application it may be desirable to
consi der coordinated or centralized path conputation such as m ght be
perfornmed by stateful PCE [ RFC4655].

Manageabi |l ity Consi derations

7.1 M B Modul es

The LSR M B nodul e [ RFC3813] contains full support for many-to-one
associ ations through the cross-connect table. No extensions are
required.
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The MPLS TE M B nodul e [ RFC3812] needs an applicability statenent to
show how a Path message that contains nultiple senders may be mapped
to entries in the MB tables. However, no extensions to those MB
tabl es are required.

7.2 Operations and Managenent

Operati ons and Managenent (OQAM) tools are essential to the successfu
operation of MPLS networks. [RFC4378] provides a framework for QAM i n
MPLS networks, and this is applicable for MP2P MPLS- TE net wor ks.

[ RFCA377] sets out requirements for OAMin MPLS networks, and those
are applicable to MP2P MPLS-TE.

It may be observed that the structure of an LSP in LDP is sinmlar to
that in MP2P MPLS-TE and so many of the sane issues and sol utions

will apply.
8. Security Considerations

MP2P LSPs open up new security concerns not raised in [RFC3209]. In
particular, the WF style is vulnerable to an ingress being joined to
an MP2P LSP without the know edge of the egress LSR and being able to
send data to the egress. The peer-1level (neighbor) authentication
supported by RSVP [ RFC2205] becones nore inportant in this case and
it is RECOWENDED that the WF style only be used in a network where
compl ete security is assuned, or where RSVP security is enabled

bet ween al |l nei ghbors.

The policy features avail able at nerge-point LSRs can al so be used to
enhance the security of MP2P LSPs by applying careful checks,

i ncludi ng security checks before allowi ng an upstream LSP segnent to
be merged into an MP2P LSP. The hop-by-hop security of RSVP may be
assuned to provide guarantees of the identity of each LSP sender, but
greater security can be achi eved by providi ng sender authentication
within the Policy object, and potentially by establishing a security
rel ati onshi p between each ingress LSR and each nerge-point LSR The
latter, however, is a considerable burden in a | arge and wel | - neshed
network; it mght be nore appropriate to utilise a comopn security
aut hentication server such as a policy server.

O herwi se, these extensions raise no security issues that are not
covered [ RFC3209].
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9.

10.

11.

11.

| ANA Consi derati ons

I ANA is requested to assign a bit nunber for use by the "MP2P Merge
Al'lowed" flag in the Attribute Flags TLV carried in the

LSP_ATTRI BUTES obj ect .

Bit number 8 is suggested.

The interpretation of this flag should be tracked by I ANA as foll ows.
- It has neaning in the Attribute Flags TLV on a Path

- It does not have neaning in the Attribute Flags TLV on a Resv

- It does not have neaning in the RRO Attributes Subobject.

See Section 4.1 for a description of the use of this flag.
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