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About the Documentation

• Documentation and Release Notes on page xxxv

• Supported Platforms on page xxxv

• Using the Examples in This Manual on page xxxvi

• Documentation Conventions on page xxxvii

• Documentation Feedback on page xxxix

• Requesting Technical Support on page xl

Documentation and Release Notes

To obtain the most current version of all Juniper Networks
®
technical documentation,

see the product documentation page on the Juniper Networks website at

http://www.juniper.net/techpubs/.

If the information in the latest release notes differs from the information in the

documentation, follow the product Release Notes.

Juniper Networks Books publishes books by Juniper Networks engineers and subject

matter experts. These books go beyond the technical documentation to explore the

nuances of network architecture, deployment, and administration. The current list can

be viewed at http://www.juniper.net/books.

Supported Platforms

For the features described in this document, the following platforms are supported:

• ACX Series

• EX Series

• MSeries

• MXSeries

• PTX Series

• T Series
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Using the Examples in This Manual

If you want to use the examples in this manual, you can use the loadmerge or the load

merge relative command. These commands cause the software to merge the incoming

configuration into the current candidate configuration. The example does not become

active until you commit the candidate configuration.

If the example configuration contains the top level of the hierarchy (or multiple

hierarchies), the example is a full example. In this case, use the loadmerge command.

If the example configuration does not start at the top level of the hierarchy, the example

is a snippet. In this case, use the loadmerge relative command. These procedures are

described in the following sections.

Merging a Full Example

Tomerge a full example, follow these steps:

1. From the HTML or PDF version of the manual, copy a configuration example into a

text file, save the file with a name, and copy the file to a directory on your routing

platform.

For example, copy the following configuration toa file andname the file ex-script.conf.

Copy the ex-script.conf file to the /var/tmp directory on your routing platform.

system {
scripts {
commit {
file ex-script.xsl;

}
}

}
interfaces {
fxp0 {
disable;
unit 0 {
family inet {
address 10.0.0.1/24;

}
}

}
}

2. Merge the contents of the file into your routing platform configuration by issuing the

loadmerge configuration mode command:

[edit]
user@host# loadmerge /var/tmp/ex-script.conf
load complete
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Merging a Snippet

Tomerge a snippet, follow these steps:

1. From the HTML or PDF version of themanual, copy a configuration snippet into a text

file, save the file with a name, and copy the file to a directory on your routing platform.

For example, copy the following snippet to a file and name the file

ex-script-snippet.conf. Copy the ex-script-snippet.conf file to the /var/tmp directory

on your routing platform.

commit {
file ex-script-snippet.xsl; }

2. Move to the hierarchy level that is relevant for this snippet by issuing the following

configuration mode command:

[edit]
user@host# edit system scripts
[edit system scripts]

3. Merge the contents of the file into your routing platform configuration by issuing the

loadmerge relative configuration mode command:

[edit system scripts]
user@host# loadmerge relative /var/tmp/ex-script-snippet.conf
load complete

For more information about the load command, see CLI Explorer.

Documentation Conventions

Table 1 on page xxxviii defines notice icons used in this guide.
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Table 1: Notice Icons

DescriptionMeaningIcon

Indicates important features or instructions.Informational note

Indicates a situation that might result in loss of data or hardware damage.Caution

Alerts you to the risk of personal injury or death.Warning

Alerts you to the risk of personal injury from a laser.Laser warning

Indicates helpful information.Tip

Alerts you to a recommended use or implementation.Best practice

Table 2 on page xxxviii defines the text and syntax conventions used in this guide.

Table 2: Text and Syntax Conventions

ExamplesDescriptionConvention

To enter configuration mode, type the
configure command:

user@host> configure

Represents text that you type.Bold text like this

user@host> show chassis alarms

No alarms currently active

Represents output that appears on the
terminal screen.

Fixed-width text like this

• A policy term is a named structure
that defines match conditions and
actions.

• Junos OS CLI User Guide

• RFC 1997,BGPCommunities Attribute

• Introduces or emphasizes important
new terms.

• Identifies guide names.

• Identifies RFC and Internet draft titles.

Italic text like this

Configure themachine’s domain name:

[edit]
root@# set system domain-name
domain-name

Represents variables (options for which
you substitute a value) in commands or
configuration statements.

Italic text like this
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Table 2: Text and Syntax Conventions (continued)

ExamplesDescriptionConvention

• To configure a stub area, include the
stub statement at the [edit protocols
ospf area area-id] hierarchy level.

• Theconsoleport is labeledCONSOLE.

Represents names of configuration
statements, commands, files, and
directories; configurationhierarchy levels;
or labels on routing platform
components.

Text like this

stub <default-metricmetric>;Encloses optional keywords or variables.< > (angle brackets)

broadcast | multicast

(string1 | string2 | string3)

Indicates a choice between themutually
exclusive keywords or variables on either
side of the symbol. The set of choices is
often enclosed in parentheses for clarity.

| (pipe symbol)

rsvp { # Required for dynamicMPLS onlyIndicates a comment specified on the
same lineas theconfiguration statement
to which it applies.

# (pound sign)

community namemembers [
community-ids ]

Encloses a variable for which you can
substitute one or more values.

[ ] (square brackets)

[edit]
routing-options {
static {
route default {
nexthop address;
retain;

}
}

}

Identifies a level in the configuration
hierarchy.

Indention and braces ( { } )

Identifies a leaf statement at a
configuration hierarchy level.

; (semicolon)

GUI Conventions

• In the Logical Interfaces box, select
All Interfaces.

• To cancel the configuration, click
Cancel.

Representsgraphicaluser interface(GUI)
items you click or select.

Bold text like this

In the configuration editor hierarchy,
select Protocols>Ospf.

Separates levels in a hierarchy of menu
selections.

> (bold right angle bracket)

Documentation Feedback

We encourage you to provide feedback, comments, and suggestions so that we can

improve the documentation. You can provide feedback by using either of the following

methods:

• Online feedback rating system—On any page of the Juniper Networks TechLibrary site

athttp://www.juniper.net/techpubs/index.html, simply click the stars to rate thecontent,

and use the pop-up form to provide us with information about your experience.

Alternately, you can use the online feedback form at

http://www.juniper.net/techpubs/feedback/.
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• E-mail—Sendyourcommentsto techpubs-comments@juniper.net. Includethedocument

or topic name, URL or page number, and software version (if applicable).

Requesting Technical Support

Technical product support is available through the JuniperNetworksTechnicalAssistance

Center (JTAC). If you are a customer with an active J-Care or Partner Support Service

support contract, or are covered under warranty, and need post-sales technical support,

you can access our tools and resources online or open a case with JTAC.

• JTAC policies—For a complete understanding of our JTAC procedures and policies,

review the JTAC User Guide located at

http://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf.

• Product warranties—For product warranty information, visit

http://www.juniper.net/support/warranty/.

• JTAC hours of operation—The JTAC centers have resources available 24 hours a day,

7 days a week, 365 days a year.

Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online

self-service portal called the Customer Support Center (CSC) that provides youwith the

following features:

• Find CSC offerings: http://www.juniper.net/customers/support/

• Search for known bugs: http://www2.juniper.net/kb/

• Find product documentation: http://www.juniper.net/techpubs/

• Find solutions and answer questions using our Knowledge Base: http://kb.juniper.net/

• Download the latest versions of software and review release notes:

http://www.juniper.net/customers/csc/software/

• Search technical bulletins for relevant hardware and software notifications:

http://kb.juniper.net/InfoCenter/

• Join and participate in the Juniper Networks Community Forum:

http://www.juniper.net/company/communities/

• Open a case online in the CSC Case Management tool: http://www.juniper.net/cm/

Toverify serviceentitlementbyproduct serial number, useourSerialNumberEntitlement

(SNE) Tool: https://tools.juniper.net/SerialNumberEntitlementSearch/

Opening a Casewith JTAC

You can open a case with JTAC on theWeb or by telephone.

• Use the Case Management tool in the CSC at http://www.juniper.net/cm/.

• Call 1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).
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For international or direct-dial options in countries without toll-free numbers, see

http://www.juniper.net/support/requesting-support.html.
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PART 1

Overview

• Understanding How Class of Service Manages Congestion and Defines Traffic

Forwarding Behavior on page 3
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CHAPTER 1

Understanding How Class of Service
Manages Congestion and Defines Traffic
Forwarding Behavior

• UnderstandingHowClass of ServiceManages Congestion andControls Service Levels

in the Network on page 3

• How CoS Applies to Packet Flow Across a Network on page 6

• The Junos OS CoS Components Used to Manage Congestion and Control Service

Levels on page 7

• Mapping CoS Component Inputs to Outputs on page 10

• Default Junos OS CoS Settings on page 13

• Packet Flow Through the Junos OS CoS Process Overview on page 15

• Configuring Basic Packet Flow Through the Junos OS CoS Process on page 18

• Example: Classifying All Traffic from a Remote Device by Configuring Fixed

Interface-Based Classification on page 23

• Interface Types That Do Not Support Junos OS CoS on page 29

UnderstandingHowClassofServiceManagesCongestionandControlsService Levels
in the Network

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series
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Usually, IP routers forwardpackets independently andwithoutanycontrol on throughput

or delay. This is known as best-effort service. This service is as good as the network

equipment and links, and the result is satisfactory for many traditional IP applications

emphasizing data delivery, such as e-mail or Web browsing. However, IP applications

suchas real-timevideoandaudio (or voice) require lowerdelay, jitter, and lossparameters

than simple best-effort networks can provide during times of network congestion.

When a network experiences congestion and delay, somepacketsmust be dropped. The

Juniper Networks Junos operating system (Junos OS) class of service (CoS) enables you

to divide traffic into classes and offer various levels of throughput and packet loss when

congestion occurs.

CoS is the assignment of traffic flows to different service levels. Service providers can

use router-based CoS features to define service levels that provide different delay, jitter

(delay variation), and packet loss characteristics to particular applications served by

specific traffic flows.

A router cannot compromise best-effort forwarding performance in order to deliver CoS

features, because this merely trades one problem for another. When CoS features are

enabled, theymust allow routers to better process critical packets as well as best-effort

traffic flows, even during times of congestion. Network throughput is determined by a

combination of available bandwidth and delay. CoS guarantees aminimum bandwidth

dedicated to a service class.

Themain impactofCoSonnetworkdelay is inqueuingdelays,whenpacketsarenormally

queued for output in the order of arrival, regardless of service class. Queuing delays

increase with network congestion and often result in lost packets when queue buffers

overflow. The other two elements of overall network delay, serial transmission delays

determined by link speeds and propagation delays determined bymedia type, are not

determined by CoS settings.

For interfaces that carry IPv4, IPv6, and MPLS traffic, you can configure the Junos OS

CoS features to provide multiple classes of service for different applications. On the

routing device, you can configure multiple forwarding classes for transmitting packets,

define which packets are placed into each output queue, schedule the transmission

service level for each queue, andmanage congestion using a random early detection

(RED) algorithm.

The Junos OS CoS features provide a set of mechanisms that you can use to provide

differentiated services when best-effort traffic delivery is insufficient. In designing CoS

applications, youmust give careful consideration to your service needs, and youmust

thoroughly plan and design your CoS configuration to ensure consistency across all

routing devices in aCoSdomain. Youmust also consider all the routing devices andother

networkingequipment in theCoSdomain toensure interoperability amongall equipment.

CoS Applications

You can configure CoS features tomeet the needs of multiple applications. Because the

components are generic, you can use a single CoS configuration syntax across multiple

routing devices. CoSmechanismsare useful for twobroad classes of applications. These

applications can be referred to as in the box and across the network.
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In-the-box applications use CoSmechanisms to provide special treatment for packets

passing through a single node on the network. You canmonitor the incoming traffic on

each interface, usingCoS toprovidepreferred service to some interfaces (that is, to some

customers) while limiting the service provided to other interfaces. You can also filter

outgoing traffic by the packet’s destination, thus providing preferred service to some

destinations.

Across-the-networkapplicationsuseCoSmechanisms toprovidedifferentiated treatment

to different classes of packets across a set of nodes in a network. In these types of

applications, you typically control the ingress and egress routing devices to a routing

domain and all the routing devices within the domain. You can use the Junos OS CoS

features tomodify packets traveling through the domain to indicate the packet’s priority

across the domain.

Specifically, you modify the CoS code points in packet headers, remapping these bits to

values that correspond to levels of service. When all routing devices in the domain are

configured to associate the precedence bits with specific service levels, packets with the

same code points traveling across the domain receive the same level of service from the

ingress point to the egress point. For CoS to work in this case, the mapping between the

code points and service levelsmust be identical across all routing devices in the domain.

The Junos OS CoS applications support the following range of mechanisms:

• Differentiated Services (DiffServ)—The CoS application supports DiffServ, which uses

a 6-bit differentiated services code point (DSCP) in the differentiated services field of

the IPv4 and IPv6 packet header. For IPv6, DSCP is referred to as traffic class. The

configuration uses DSCP values to determine the forwarding class associated with

each packet. IPv4 traffic can also use the 3-bit IP precedence bits to classify traffic.

• Layer 2 to Layer 3 CoSmapping—The CoS application supports mapping of Layer 2

(IEEE802.1p)packetheaders to routingdevice forwardingclassand loss-priority values.

Layer 2 to Layer 3 CoSmapping involves setting the forwarding class and loss priority

based on information in the Layer 2 header. Output involves mapping the forwarding

class and loss priority to a Layer 2-specific marking. You canmark the Layer 2 and

Layer 3 headers simultaneously.

• MPLS EXP—Supports configuration of mapping of MPLS experimental (EXP) bit

settings to routing device forwarding classes and vice versa.

• VPNouter-labelmarking—Supports settingof outer-label EXPbits, also knownasCoS

bits, based on MPLS EXPmapping.

CoS Standards

Thestandards for JunosOSclassof service (CoS)capabilitiesaredefined in the following

RFCs:

• RFC 2474, Definition of the Differentiated Services Field in the IPv4 and IPv6 Headers

• RFC 2597, Assured Forwarding PHB Group
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• RFC 2598, An Expedited Forwarding PHB

• RFC 2698, A Two Rate Three Color Marker

Related
Documentation

The Junos OS CoS Components Used to Manage Congestion and Control Service

Levels on page 7

•

HowCoS Applies to Packet Flow Across a Network

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

CoS works by examining traffic entering at the edge of your network. The edge routing

devices classify traffic into defined service groups to provide the special treatment of

traffic across the network. For example, voice traffic can be sent across certain links, and

data traffic can use other links. In addition, the data traffic streams can be serviced

differently along the network path to ensure that higher-paying customers receive better

service. As the traffic leaves the network at the far edge, you can reclassify the traffic.

To support CoS, youmust configure each routing device in the network. Generally, each

routing device examines the packets that enter it to determine their CoS settings. These

settings then dictatewhich packets are first transmitted to the next downstream routing

device. In addition, the routing devices at the edges of the network might be required to

alter the CoS settings of the packets that enter the network from the customer or peer

networks.

In Figure 1 on page 6, Router A is receiving traffic from a customer network. As each

packet enters, Router A examines the packet’s current CoS settings and classifies the

traffic into one of the groupings defined by the Internet service provider (ISP). This

definition allows Router A to prioritize its resources for servicing the traffic streams it is

receiving. In addition, Router Amight alter the CoS settings (forwarding class and loss

priority) of the packets to better match the ISP’s traffic groups. When Router B receives

the packets, it examines the CoS settings, determines the appropriate traffic group, and

processes thepacketaccording to thosesettings. It then transmits thepackets toRouterC,

which performs the same actions. Router D also examines the packets and determines

the appropriate group. Because Router D sits at the far end of the network, the ISPmight

decide once again to alter the CoS settings of the packets before Router D transmits

them to the neighboring network.

Figure 1: Packet Flow Across the Network

Related
Documentation

The Junos OS CoS Components Used to Manage Congestion and Control Service

Levels on page 7

•
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TheJunosOSCoSComponentsUsedtoManageCongestionandControlServiceLevels

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Any CoS implementation must work consistently end to end through the network. A

standards-based, vendor-neutral CoS implementation satisfies this requirement best.

Junos OS CoS features interoperate with other vendors’ CoS implementations because

they are based on IETF Differentiated Services (DiffServ) standards. Junos OS CoS

consists of many components that you can combine and tune to provide the level of

services required by customers.

DiffServ specifications establish a six-bit field in the IPv4 and IPv6 packet header to

indicate the service class that should be applied to the packet. The bit values in the

DiffServ field form DiffServ code points (DSCPs) that can be set by the application or a

router on the edge of a DiffServ-enabled network.

Although CoSmethods such as DiffServ specify the position and length of the DSCP in

the packet header, the implementation of the router mechanisms to deliver DiffServ

internally is vendor-specific. CoS functions in Junos OS are configured through a series

of mechanisms that you can configure individually or in combination to define particular

service offerings.

Figure 2 on page 7 shows the components of the Junos OS CoS features, illustrating

the sequence in which they interact.

Figure 2: Packet Flow Through CoS-Configurable Components

You can configure one or more of the following Junos OS CoSmechanisms:

• Classifiers—Packet classification refers to the examination of an incoming packet. This

function associates the packet with a particular CoS servicing level. In Junos OS,

classifiers associate incoming packets with a forwarding class and loss priority and,
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based on the associated forwarding class, assign packets to output queues. Two

general types of classifiers are supported:

• Behavioraggregateclassifiers—Abehavior aggregate (BA) isamethodofclassification

that operates on a packet as it enters the routing device. TheCoS value in the packet

header is examined, and this single field determines the CoS settings applied to the

packet. BA classifiers allow you to set the forwarding class and loss priority of a

packet based on the Differentiated Services code point (DSCP) value, DSCP IPv6

value, IP precedence value, MPLS EXP bits, and IEEE 802.1p value. The default

classifier is based on the IP precedence value.

(You can also configure code-point aliaseswhich assign a name to a pattern of

code-point bits. You can use this name instead of the bit patternwhen you configure

other CoS components, such as classifiers, drop-profile maps, and rewrite rules.)

See “Understanding How Behavior Aggregate Classifiers Prioritize Trusted Traffic”

on page 33 for more information on BA classifiers.

• Multifield traffic classifiers—Amultifield classifier is a secondmethod for classifying

traffic flows.Unlike abehavior aggregate, amultifield classifier canexaminemultiple

fields in the packet. Examples of some fields that amultifield classifier can examine

include the source and destination address of the packet as well as the source and

destination port numbers of the packet. With multifield classifiers, you set the

forwarding class and loss priority of a packet based on firewall filter rules. Multifield

classification is usually done at the edge of the network for packets that do not have

valid or trusted behavior aggregate code points.

See “Overview of Assigning Service Levels to Packets Based on Multiple Packet

Header Fields” on page 91 for more information onmultifield classifiers.

• Forwarding classes—The forwarding classes affect the forwarding, scheduling, and

marking policies applied to packets as they transit a routing device. Known as ordered

aggregates in the DiffServ architecture, the forwarding class plus the loss priority

determine the router’s per-hop behavior (PHB in DiffServ) for CoS. Four categories of

forwardingclassesaresupported:besteffort, assured forwarding, expedited forwarding,

and network control. For most Juniper Networks M Series Multiservice Edge Routers,

four forwarding classes are supported. You can configure up to one each of the four

types of forwarding classes. For M120 and M320Multiservice Edge Routers, Juniper

NetworksMXSeries3DUniversal EdgeRouters, JuniperNetworksTSeriesCoreRouters,

andEXSeries switches, 16 forwardingclassesare supported, soyoucanclassifypackets

more granularly. For example, you can configure multiple classes of expedited

forwarding (EF) traffic: EF, EF1, and EF2.

See “Understanding How Forwarding Classes Assign Classes to Output Queues” on

page 185 for more information on forwarding classes.

• Loss priorities—Loss priorities allow you to set the priority of dropping a packet. Loss

priority affects the scheduling of a packet without affecting the packet’s relative

ordering. You can use the packet loss priority (PLP) bit as part of a congestion control

strategy. You can use the loss priority setting to identify packets that have experienced

congestion. Typically youmark packets exceeding some service level with a high loss

priority. You set loss priority by configuring a classifier or a policer. The loss priority is

used later in the workflow to select one of the drop profiles used by RED.
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See “Managing Congestion by Setting Packet Loss Priority for Different Traffic Flows”

on page 337 for more information on packet loss priorities.

• Forwarding policy options—These options allow you to associate forwarding classes

with next hops. Forwarding policy options also allow you to create classification

overrides, which assign forwarding classes to sets of prefixes.

See “Forwarding Policy Options Overview” on page 202 for more information on

forwarding policy options.

• Transmission schedulingand rate control—Theseparametersprovide youwithavariety

of tools to manage traffic flows:

• Queuing—After a packet is sent to the outgoing interface on a routing device, it is

queued for transmission on the physical media. The amount of time a packet is

queuedon the routingdevice isdeterminedby theavailability of theoutgoingphysical

media as well as the amount of traffic using the interface.

• Schedulers—An individual routing device interface has multiple queues assigned to

store packets. The routing device determines which queue to service based on a

particular method of scheduling. This process often involves a determination of

which typeofpacket shouldbe transmittedbeforeanother. The JunosOSschedulers

allow you to define the priority, bandwidth, delay buffer size, rate control status, and

RED drop profiles to be applied to a particular queue for packet transmission.

See “How Schedulers Define Output Queue Properties” on page 231 for more

information on schedulers.

• Fabric schedulers—For M120, M320, and T Series routers only, fabric schedulers

allow you to identify a packet as high or low priority based on its forwarding class,

and to associate schedulers with the fabric priorities.

• Policers for traffic classes—Policers allow you to limit traffic of a certain class to a

specified bandwidth and burst size. Packets exceeding the policer limits can be

discarded (hard policing), or can be assigned to a different forwarding class, a

different loss priority, or both (soft policing). You define policers with filters that can

be associated with input or output interfaces.

See “Controlling Network Access Using Traffic Policing Overview” on page 109 for

more information on policers.

• Rewrite rules—A rewrite rule sets the appropriate CoS bits in the outgoing packet. This

allows the next downstream routing device to classify the packet into the appropriate

servicegroup.Rewriting, ormarking, outboundpackets is usefulwhen the routingdevice

is at the border of a network andmust alter the CoS values tomeet the policies of the

targeted peer.

Typically, rewrites of the DSCPs on outgoing packets are done once, when packets

enter theDiffServ portionof thenetwork, either because thepackets donot arrive from

the customer with the proper DSCP bit set or because the service provider wants to

verify that the customer has set the DSCP properly. CoS schemes that accept the

DSCP and classify and schedule traffic solely on DSCP value perform behavior

aggregate (BA) DiffServ functions and do not usually rewrite the DSCP. DSCP rewrites

typically occur in multifield (MF) DiffServ scenarios.
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See “Rewriting Packet Headers to Ensure Forwarding Behavior” on page 361 for more

information on rewrite rules.

Related
Documentation

UnderstandingHowClass of ServiceManages Congestion andControls Service Levels

in the Network on page 3

•

Mapping CoS Component Inputs to Outputs

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Some CoS components map one set of values to another set of values. Eachmapping

contains one or more inputs and one or more outputs.

Figure 2 on page 7 shows the components of the Junos OS CoS features, illustrating

the sequence in which they interact.

Figure 3: Packet Flow Through CoS-Configurable Components

TIP: Component mapping enables you to define forwarding classes and
packet loss priorities for various traffic flows and thenmap those forwarding
classes tooutputqueueswithspecific shapingandschedulingcharacteristics.

When you configure a mapping, you set the outputs for a given set of inputs, as shown

in Table 3 on page 11.
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Table 3: CoSMappings—Inputs and Outputs

CommentsOutputsInputs
CoS
Mappings

Themapsets the forwardingclassandPLP for a specific
set of code points.

forwarding-class
loss-priority

code-pointsclassifiers

Themap sets the drop profile for a specific PLP and
protocol type.

drop-profileloss-priority
protocol

drop-profile-map

This map assigns a forwarding class to a specific
scheduler.

schedulerforwarding-classscheduler-maps

Themap sets the code points for a specific forwarding
class and PLP.

code-pointsforwarding-class
loss-priority

rewrite-rules

Following are sample configurations for classifiers, drop-profile maps, scheduler maps,

and rewrite rules.
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In the following classifier sample configuration, packets with EXP bits 000 are assigned

to the data-queue forwarding class with a low loss priority, and packets with EXP bits

001 are assigned to the data-queue forwarding class with a high loss priority.

[edit class-of-service]
classifiers {
exp exp_classifier {
forwarding-class data-queue {
loss-priority low code-points 000;
loss-priority high code-points 001;

}
}

}

See “Configuring Behavior Aggregate Classifiers” on page 48 for more information on

setting the forwarding class and loss priority for a specific set of code-point aliases and

bit patterns

In the following drop-profile map sample configuration, the scheduler includes two

drop-profilemaps, which specify that packets are evaluated by the low-drop drop profile

if they have a low loss priority and are from any protocol. Packets are evaluated by the

high-drop drop profile if they have a high loss priority and are from any protocol.

[edit class-of-service]
schedulers {
best-effort {
drop-profile-map loss-priority low protocol any drop-profile low-drop;
drop-profile-map loss-priority high protocol any drop-profile high-drop;

}
}

See “DeterminingPacketDropBehavior byConfiguringDropProfileMaps forSchedulers”

on page 335 for more information onmapping drop profiles to a scheduler.

In the following scheduler maps configuration sample, each of the default forwarding

classes is mapped to a scheduler specifically designed for that forwarding class.

scheduler-maps {
    basic {
        forwarding-class best-effort scheduler be;
        forwarding-class assured-forwarding scheduler af;
        forwarding-class expedited-forwarding scheduler ef;
        forwarding-class network-control scheduler nc;
    }
}

See“ConfiguringSchedulerMaps”onpage236formore informationonmappingforwarding

classes to schedulers.
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In the following rewrite rule configuration sample, packets in the be forwarding classwith

low loss priority are assigned the EXP bits 000, and packets in the be forwarding class

with high loss priority are assigned the EXP bits 001.

[edit class-of-service]
rewrite-rules {
exp exp-rw {
forwarding-class be {
loss-priority low code-point 000;
loss-priority high code-point 001;

}
}

}

See“ConfiguringRewriteRules”onpage365formore informationonsetting thecode-point

aliasesandbit patterns for specific forwarding classesand losspriorities aspackets leave

the device.

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• Determining Packet Drop Behavior by Configuring Drop Profile Maps for Schedulers

on page 335

• Configuring Scheduler Maps on page 236

• Applying Default Rewrite Rules on page 363

Default Junos OS CoS Settings

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

If you do not configure any CoS settings on your router, the software performs someCoS

functions to ensure that user traffic and protocol packets are forwarded with minimum

delay when the network is experiencing congestion. Some default mappings are

automaticallyapplied toeach logical interface that youconfigure.Otherdefaultmappings,

such as explicit default classifiers and rewrite rules, are in operation only if you explicitly

associate themwith an interface.

You can display default CoS settings by issuing the show class-of-service operational

modecommand.This section includes sampleoutputdisplaying thedefaultCoSsettings.

The sample output is truncated for brevity.

show class-of-service

user@host> show class-of-service

NOTE: Some platforms require an argument after the show class-of-service

command. The argument is to select a portion of the following output to
display.
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Default Forwarding Classes

Forwarding class           Queue
  best-effort                           0
  expedited-forwarding                  1
  assured-forwarding                    2
  network-control                       3

Default Code-Point Aliases

Code point type: dscp
  Alias              Bit pattern
  af11               001010
  af12               001100
...
Code point type: dscp-ipv6
...
Code point type: exp
...
Code point type: ieee-802.1
...
Code point type: inet-precedence
...
Code point type: ieee-802.1ad
...

Default Classifiers

Classifier: dscp-default, Code point type: dscp, Index: 7
...

Classifier: dscp-ipv6-default, Code point type: dscp-ipv6, Index: 8
...

Classifier: exp-default, Code point type: exp, Index: 9
...

Classifier: ieee8021p-default, Code point type: ieee-802.1, Index: 10
...

Classifier: ipprec-default, Code point type: inet-precedence, Index: 11
...

Classifier: ipprec-compatibility, Code point type: inet-precedence, Index: 12
...

Classifier: ieee8021ad-default, Code point type: ieee-802.1ad, Index: 41
...

Default Frame Relay Loss Priority Map

Loss-priority-map: frame-relay-de-default, Code point type: frame-relay-de, Index:
 13
  Code point         Loss priority
  0                  low
  1                  high
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Default Rewrite Rules

Rewrite rule: dscp-default, Code point type: dscp, Index: 24
  Forwarding class                    Loss priority       Code point
  best-effort                         low                 000000
  best-effort                         high                000000
...

Rewrite rule: dscp-ipv6-default, Code point type: dscp-ipv6, Index: 25
...

Rewrite rule: exp-default, Code point type: exp, Index: 26
...

Rewrite rule: ieee8021p-default, Code point type: ieee-802.1, Index: 27
...

Rewrite rule: ipprec-default, Code point type: inet-precedence, Index: 28
...

Rewrite rule: ieee8021ad-default, Code point type: ieee-802.1ad, Index: 42
...

Default Drop Profile

Drop profile: <default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100

Default Schedulers

Scheduler map: <default>, Index: 2

  Scheduler: <default-be>, Forwarding class: best-effort, Index: 17
    Transmit rate: 95 percent, Rate Limit: none, Buffer size: 95 percent, Priority:
 low
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             Any             1    <default-drop-profile>
      High            Any             1    <default-drop-profile>
...

Related
Documentation

Default Forwarding Classes on page 188•

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33

• Managing Congestion Using RED Drop Profiles and Packet Loss Priorities on page 329

• Default Schedulers Overview on page 234

• Forwarding Classes and Fabric Priority Queues on page 213

Packet Flow Through the Junos OS CoS Process Overview

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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Perhaps the best way to understand JunosOSCoS is to examine how a packet is treated

on its way through the CoS process. This topic includes a description of each step and

figures illustrating the process.

The following steps describe the CoS process:

1. A logical interface has one or more classifiers of different types applied to it (at the

[edit class-of-service interfaces] hierarchy level). The types of classifiers are based

on which part of the incoming packet the classifier examines (for example, EXP bits,

IEEE 802.1p bits, or DSCP bits). You can use a translation table to rewrite the values

of these bits on ingress.

NOTE: You can only rewrite the values of these bits on ingress on the
Juniper Networks M40e, M120, M320Multiservice Edge Routers, and T
Series Core Routers with IQE PICs. For more information about rewriting
the values of these bits on ingress, see “Configuring ToS Translation
Tables” on page 672.

2. The classifier assigns the packet to a forwarding class and a loss priority (at the [edit

class-of-service classifiers] hierarchy level).

3. Each forwarding class is assigned to a queue (at the [edit class-of-service

forwarding-classes] hierarchy level).

4. Input (and output) policers meter traffic andmight change the forwarding class and

loss priority if a traffic flow exceeds its service level.

5. The physical or logical interface has a scheduler map applied to it (at the [edit

class-of-service interfaces] hierarchy level).

At the [edit class-of-service interfaces] hierarchy level, the scheduler-map and

rewrite-rules statements affect the outgoing packets, and the classifiers statement

affects the incoming packets.

6. The scheduler defines how traffic is treated in the output queue—for example, the

transmit rate, buffer size, priority, and drop profile (at the [edit class-of-service

schedulers] hierarchy level).

7. The scheduler map assigns a scheduler to each forwarding class (at the [edit

class-of-service scheduler-maps] hierarchy level).

8. The drop-profile defines how aggressively to drop packets that are using a particular

scheduler (at the [edit class-of-service drop-profiles] hierarchy level).

9. The rewrite rule takes effect as the packet leaves a logical interface that has a rewrite

rule configured (at the [edit class-of-service rewrite-rules]hierarchy level). The rewrite

rule writes information to the packet (for example, EXP or DSCP bits) according to

the forwarding class and loss priority of the packet.

Figure 4 on page 17 and Figure 5 on page 17 show the components of the Junos OS CoS

features, illustrating the sequence in which they interact.
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Figure 4: CoS Classifier, Queues, and Scheduler

Figure 5: Packet Flow Through CoS- Configurable Components

Each outer box in Figure 5 on page 17 represents a process component. The components

in the upper row apply to inbound packets, and the components in the lower row apply

to outbound packets. The arrowswith the solid lines point in the direction of packet flow.

Themiddle box (forwarding class and loss priority) represents two data values that can

either be inputs to or outputs of the process components. The arrows with the dotted

lines indicate inputsandoutputs (or settingsandactionsbasedonsettings). For example,

the multifield classifier sets the forwarding class and loss priority of incoming packets.

This means that the forwarding class and loss priority are outputs of the classifier; thus,

the arrow points away from the classifier. The scheduler receives the forwarding class

and loss priority settings, and queues the outgoing packet based on those settings. This

means that the forwarding class and loss priority are inputs to the scheduler; thus, the

arrow points to the scheduler.

Typically, only a combination of some components (not all) is used to define a CoS

service offering.
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Packet FlowWithin Routers Overview

Although the architecture of Juniper Networks routers different in detail, the overall flow

of a packet within the router remains consistent.

When a packet enters a Juniper Networks router, the PIC or other interface type receiving

the packet retrieves it from the network and verifies that the link-layer information is

valid. The packet is then passed to the concentrator device such as a Flexible PIC

Concentrator (FPC), where the data link and network layer information is verified. In

addition, the FPC is responsible for segmenting the packet into 64-byte units called

J-cells. These cells are then written into packet storagememory while a notification cell

is sent to the route lookup engine. The destination address listed in the notification cell

is located in the forwarding table, and the next hop of the packet is written into the result

cell. This result cell is queuedon theappropriateoutboundFPCuntil theoutgoing interface

is ready to transmit the packet. The FPC then reads the J-cells out of memory, re-forms

the original packet, and sends the packet to the outgoing PIC, where it is transmitted

back into the network.

Related
Documentation

Configuring Basic Packet Flow Through the Junos OS CoS Process on page 18•

• Packet Flow on Juniper Networks M Series Multiservice Edge Routers on page 498

• Packet Flow on MX Series 3D Universal Edge Routers on page 508

• Packet Flow on Juniper Networks T Series Core Routers on page 586

Configuring Basic Packet Flow Through the Junos OS CoS Process

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Figure 6 on page 18 and Figure 7 on page 19 show the components of the Junos OS CoS

features, illustrating the sequence in which they interact.

Figure 6: CoS Classifier, Queues, and Scheduler
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Figure 7: Packet Flow Through CoS- Configurable Components

The following configuration demonstrates the packet flow through the CoS process:

• Define Classifiers on page 19

• Apply Classifiers to Incoming Packets on Interfaces on page 20

• Define Policers to Limit Traffic and Control Congestion on page 21

• Define Drop Profiles on page 21

• Assign Each Forwarding Class to a Queue on page 22

• Define Schedulers on page 22

• Define Scheduler Maps on page 22

• Define CoS Header Rewrite Rules on page 23

• Apply Scheduler Maps and Rewrite Rules to Egress Interfaces on page 23

Define Classifiers

If you trust the CoS values in the packet headers, you can use behavior aggregate

classification to map those values to a forwarding class and drop priority. For example:

[edit class-of-service]
classifiers {
exp exp_classifier {
forwarding-class data-queue {
loss-priority low code-points 000;
loss-priority high code-points 001;

}
forwarding-class video-queue {
loss-priority low code-points 010;
loss-priority high code-points 011;

}
forwarding-class voice-queue {
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loss-priority low code-points 100;
loss-priority high code-points 101;

}
forwarding-class nc-queue {
loss-priority low code-points 110;
loss-priority high code-points 111;

}
}

If you do not trust the CoS values in the packet headers, you can use themore complex

multifield classification to map ingress traffic to a forwarding class and drop priority. For

example:

[edit firewall]
family inet {
filter classify {
term sip {
from {
protocol [ udp tcp ];
port 5060;

}
then {
forwarding-class nc-queue;
loss-priority low;
accept;

}
}

}
}

Apply Classifiers to Incoming Packets on Interfaces

You apply behavior aggregate classifiers to logical interfaces at the [edit class-of-service

interfaces] hierarchy level. For example:

[edit class-of-service]
interfaces {
so-* {
unit 0 {
classifiers {
exp exp_classifier;

}
}

}
t3-* {
unit 0 {
classifiers {
exp exp_classifier;

}
}

}
}

You apply multifield classifiers as input filters to logical interfaces at the [edit interfaces]

hierarchy level. For example:
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[edit interfaces]
fe-0/0/2 {
unit 0 {
family inet {
filter {
input classify;

}
address 10.12.0.13/30;

}
}

}

Define Policers to Limit Traffic and Control Congestion

If you need to rate-limit a traffic flow, either by discarding excess traffic (hard policing)

or reassign excess traffic to adifferent forwarding class and/or losspriority (soft policing),

define a policier and apply the policer to a firewall filter for that traffic flow. For example:

[edit firewall]
policer be-lp {
if-exceeding {
bandwidth-limit 10m;
burst-size-limit 62500;

}
then loss-priority high;

}
family inet {
filter be-lp {
term t1 {
from {
protocol tcp;
port 80;

}
then policer be-lp;
then loss-priority low;
then accept;

}
}

}

Define Drop Profiles

Use drop profiles to define the drop probabilities across the range of delay-buffer

occupancy, supporting the random early detection (RED) process.

[edit class-of-service]
drop-profiles {
be-red {
fill-level 20 drop-probability 25;
fill-level 30 drop-probability 50;
fill-level 40 drop-probability 75;
fill-level 50 drop-probability 100;

}
}
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Assign Each Forwarding Class to a Queue

To provide differentiated services to each forwarding class, assign each forwarding class

to it’s own output queue. For example:

[edit class-of-service]
forwarding-classes {
queue 0 data-queue;
queue 1 video-queue;
queue 2 voice-queue;
queue 3 nc-queue;

}

Define Schedulers

Define the scheduler characteristics for each forwarding class. For example:

[edit class-of-service]
schedulers { #
data-scheduler {
transmit-rate percent 50;
buffer-size percent 50;
priority low;
drop-profile-map loss-priority high protocol any drop-profile be-red;

}
video-scheduler {
transmit-rate percent 25;
buffer-size percent 25;
priority strict-high;

}
voice-scheduler {
transmit-rate percent 20;
buffer-size percent 20;
priority high;

}
nc-scheduler {
transmit-rate percent 5;
buffer-size percent 5;
priority high;

}
}

Define Scheduler Maps

Use scheduler maps to map schedulers to forwarding classes. For example:

[edit class-of-service]
scheduler-maps {
sched1 {
forwarding-class data-queue scheduler data-scheduler;
forwarding-class video-queue scheduler video-scheduler;
forwarding-class voice-queue scheduler voice-scheduler;
forwarding-class nc-queue scheduler nc-scheduler;

}
}
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Define CoS Header Rewrite Rules

Use rewrite rules to redefine the CoS bit pattern of outgoing packets. For example:

[edit class-of-service]
rewrite-rules {
inet-precedence inet-rewrite {
forwarding-class data-queue {
loss-priority low code-point 000;
loss-priority high code-point 001;

}
forwarding-class voice-queue {
loss-priority low code-point 010;
loss-priority high code-point 011;

}
forwarding-class video-queue {
loss-priority low code-point 100;
loss-priority high code-point 101;

}
forwarding-class nc-queue {
loss-priority low code-point 110;
loss-priority high code-point 111;

}
}

}

Apply Scheduler Maps and Rewrite Rules to Egress Interfaces

[edit class-of-service]
interfaces {
ge-* {
scheduler-map sched1;
unit * {
rewrite-rules {
inet-precedence inet-rewrite;

}
}

}
}

Related
Documentation

Packet Flow Through the Junos OS CoS Process Overview on page 15•

Example: Classifying All Traffic from a Remote Device by Configuring Fixed
Interface-Based Classification

Supported Platforms MSeries,MXSeries, SRX Series, T Series

This example shows the configuration of fixed classification based on the incoming

interface. Fixed classification can be based on the physical interface (such as an ATM or
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Gigabit Ethernet interface) or a logical interface (such as an Ethernet VLAN, a Frame

Relay DLCI, or an MPLS tunnel).

• Requirements on page 24

• Overview on page 24

• Configuration on page 25

• Verification on page 28

Requirements

To verify this procedure, this example uses a traffic generator. The traffic generator can

be hardware-based or it can be software running on a server or host machine.

The functionality in this procedure is widely supported on devices that run JunosOS. The

example shown here was tested and verified on SRX Series devices running Junos OS

Release 12.1. The SRX devices are configured to run as routers.

TIP: If you are performing tests on SRX devices, youmight need to configure
the devices to run as unsecured routers in your test environment. You would
not typically do this in a production environment.

Overview

A fixed interface classifier is the simplest way to classify all packets from a specific

interface to a forwarding class. This is typically used on edge routers to classify all traffic

from a remote router or server to a certain forwarding class and queue. A fixed interface

classifier simply looks at the ingress interface on which the packet arrives and assigns

all traffic received on that interface to a certain class of service.

The fixed interfaceclassifier cannot set the locally-meaningful packet-loss-priority,which

is used by rewrite rules and drop profiles. The implicit packet-loss-priority is low for all

fixed interface classifiers.

A fixed interface classifier is inadequate for scenarios in which interfaces receive traffic

that belongs to multiple classes of service. However, interface-based classification can

be useful when it is combined with other classification processes. Filtering based on the

inbound interface can improve the granularity of classification, for example, when

combined with filtering based on code point markings. Combining the processes for

interface and code point marking classification allows a single code point marking to

have different meanings, depending on the interface on which the packet is received. If

youwant to combinea fixed interface classifierwith a codepoint classifier, this is in effect

a multifield classifier.

More Granular
Alternative to Fixed
Interface Classifier

In JunosOS, youcancombine interface-basedclassificationandcode-point classification
by using amultifield classifier, as follows:

[edit firewall family inet filter MF_CLASSIFIER term 1]
from {
dscp ef;
interface ge-0/0/0.0;
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}
then forwarding-class Voice;

Classifiers are described in more detail in the following Juniper Networks Learning Byte

video.

Video: Class of Service Basics, Part 2: Classification Learning Byte

Topology

Figure 8 on page 25 shows the sample network.

Figure 8: Fixed-Interface Classifier Scenario

To simulate voice traffic, this example shows TCP packets sent from the host to a

downstream device. On Device R2, a fixed interface classifier routes the packets into the

queue defined for voice traffic.

The classifier is assigned to interface ge-0/0/0 on Device R2. As always, verification of

queue assignment is done on the egress interface, which is ge-0/0/1 on Device R2.

“CLI Quick Configuration” on page 25 shows the configuration for all of the Juniper

Networks devices in Figure 8 on page 25. The section “Step-by-Step Procedure” on

page 26 describes the steps on Device R2.

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Device R1 set interfaces ge-0/0/0 description to-R2
set interfaces ge-0/0/0 unit 0 family inet address 10.30.0.1/30
set interfaces ge-0/0/1 description to-host
set interfaces ge-0/0/1 unit 0 family inet address 172.16.50.2/30
set interfaces lo0 unit 0 family inet address 192.168.0.1/32
set protocols ospf area 0.0.0.0 interface ge-0/0/0.0
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set protocols ospf area 0.0.0.0 interface ge-0/0/1.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive

Device R2 set interfaces ge-0/0/0 unit 0 family inet address 10.30.0.2/30
set interfaces ge-0/0/1 unit 0 family inet address 10.40.0.1/30
set interfaces lo0 unit 0 family inet address 192.168.0.2/32
set protocols ospf area 0.0.0.0 interface ge-0/0/0.0
set protocols ospf area 0.0.0.0 interface ge-0/0/1.0
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set class-of-service forwarding-classes queue 0 BE-data
set class-of-service forwarding-classes queue 1 Premium-data
set class-of-service forwarding-classes queue 2 Voice
set class-of-service forwarding-classes queue 3 NC
set class-of-service interfaces ge-0/0/0 unit 0 forwarding-class Voice

Device R3 set interfaces ge-0/0/0 unit 0 family inet address 10.50.0.1/30
set interfaces ge-0/0/1 unit 0 family inet address 10.40.0.2/30
set interfaces lo0 unit 0 family inet address 192.168.0.3/32
set protocols ospf area 0.0.0.0 interface ge-0/0/0.0
set protocols ospf area 0.0.0.0 interface ge-0/0/1.0
set protocols ospf area 0.0.0.0 interface lo0.0 passive

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To enable the default DSCP behavior aggregate classifier:

1. Configure the device interfaces.

[edit interfaces]
user@R2# set ge-0/0/0 unit 0 family inet address 10.30.0.2/30
user@R2# set ge-0/0/1 unit 0 family inet address 10.40.0.1/30
user@R2# set lo0 unit 0 family inet address 192.168.0.2/32

2. Configure an interior gateway protocol (IGP) or static routes.

[edit protocols ospf area 0.0.0.0]
user@R2# set interface ge-0/0/0.0
user@R2# set interface ge-0/0/1.0
user@R2# set interface lo0.0 passive

3. Configure a set of forwarding classes.

[edit class-of-service forwarding-classes]
user@R2# set queue 0 BE-data
user@R2# set queue 1 Premium-data
user@R2# set queue 2 Voice
user@R2# set queue 3 NC

4. Map all traffic that arrives on ge-0/0/0.0 into the Voice queue.

[edit class-of-service interfaces ge-0/0/0 unit 0]
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user@R2# set forwarding-class Voice

Results Fromconfigurationmode, confirm your configuration by entering the show interfacesand

show class-of-service commands. If the output does not display the intended

configuration, repeat the instructions in this example to correct the configuration.

user@R2# show interfaces
ge-0/0/0 {
unit 0 {
family inet {
address 10.30.0.2/30;

}
}

}
ge-0/0/1 {
unit 0 {
family inet {
address 10.40.0.1/30;

}
}

}
lo0 {
unit 0 {
family inet {
address 192.168.0.2/32;

}
}

}

user@R2# show protocols
ospf {
area 0.0.0.0 {
interface ge-0/0/0.0;
interface ge-0/0/1.0;
interface lo0.0 {
passive;

}
}

}

user@R2# show class-or-service
forwarding-classes {
queue 0 BE-data;
queue 1 Premium-data;
queue 2 Voice;
queue 3 NC;

}
interfaces {
ge-0/0/0 {
unit 0 {
forwarding-class Voice;

}
}

}
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If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

• Verifying a Fixed-Interface Classifier on page 28

Verifying a Fixed-Interface Classifier

Purpose Verify that the fixed interface classifier is enabled on the Device R2’s ingress interface.

Keep in mind that although the classifier operates on incoming packets, you view the

resulting queue assignment on the outgoing (egress) interface.

Action Clear the interface statistics on Device R2’s egress interface.1.

user@R2> clear interface statistics ge-0/0/1

2. Using a packet generator, send TCP packets to a device that is downstream of Device

R2.

This example uses the packet generator hping.

root@host> sudo hping3 10.40.0.2 -c 25 –fast

HPING 10.40.0.2 (eth0 10.40.0.2): NO FLAGS are set, 40 headers + 0 data bytes
len=46 ip=10.40.0.2 ttl=62 id=8619 sport=0 flags=RA seq=0 win=0 rtt=1.9 ms
len=46 ip=10.40.0.2 ttl=62 id=8620 sport=0 flags=RA seq=1 win=0 rtt=2.8 ms
len=46 ip=10.40.0.2 ttl=62 id=8621 sport=0 flags=RA seq=2 win=0 rtt=1.9 ms
len=46 ip=10.40.0.2 ttl=62 id=8623 sport=0 flags=RA seq=3 win=0 rtt=1.8 ms
len=46 ip=10.40.0.2 ttl=62 id=8624 sport=0 flags=RA seq=4 win=0 rtt=7.1 ms
len=46 ip=10.40.0.2 ttl=62 id=8625 sport=0 flags=RA seq=5 win=0 rtt=1.8 ms
len=46 ip=10.40.0.2 ttl=62 id=8626 sport=0 flags=RA seq=6 win=0 rtt=1.8 ms
len=46 ip=10.40.0.2 ttl=62 id=8627 sport=0 flags=RA seq=7 win=0 rtt=1.9 ms
len=46 ip=10.40.0.2 ttl=62 id=8628 sport=0 flags=RA seq=8 win=0 rtt=2.0 ms
len=46 ip=10.40.0.2 ttl=62 id=8634 sport=0 flags=RA seq=9 win=0 rtt=7.4 ms
len=46 ip=10.40.0.2 ttl=62 id=8635 sport=0 flags=RA seq=10 win=0 rtt=1.8 ms
len=46 ip=10.40.0.2 ttl=62 id=8636 sport=0 flags=RA seq=11 win=0 rtt=2.0 ms
len=46 ip=10.40.0.2 ttl=62 id=8637 sport=0 flags=RA seq=12 win=0 rtt=7.8 ms
len=46 ip=10.40.0.2 ttl=62 id=8639 sport=0 flags=RA seq=13 win=0 rtt=7.0 ms
len=46 ip=10.40.0.2 ttl=62 id=8640 sport=0 flags=RA seq=14 win=0 rtt=1.8 ms
len=46 ip=10.40.0.2 ttl=62 id=8641 sport=0 flags=RA seq=15 win=0 rtt=7.2 ms
len=46 ip=10.40.0.2 ttl=62 id=8642 sport=0 flags=RA seq=16 win=0 rtt=2.1 ms
len=46 ip=10.40.0.2 ttl=62 id=8643 sport=0 flags=RA seq=17 win=0 rtt=2.0 ms
len=46 ip=10.40.0.2 ttl=62 id=8644 sport=0 flags=RA seq=18 win=0 rtt=7.3 ms
len=46 ip=10.40.0.2 ttl=62 id=8645 sport=0 flags=RA seq=19 win=0 rtt=1.7 ms
len=46 ip=10.40.0.2 ttl=62 id=8646 sport=0 flags=RA seq=20 win=0 rtt=7.1 ms
len=46 ip=10.40.0.2 ttl=62 id=8647 sport=0 flags=RA seq=21 win=0 rtt=2.0 ms
len=46 ip=10.40.0.2 ttl=62 id=8648 sport=0 flags=RA seq=22 win=0 rtt=1.7 ms
len=46 ip=10.40.0.2 ttl=62 id=8649 sport=0 flags=RA seq=23 win=0 rtt=1.8 ms
len=46 ip=10.40.0.2 ttl=62 id=8651 sport=0 flags=RA seq=24 win=0 rtt=1.8 ms

3. On Device R2, verify that the Voice queue is incrementing.

user@R2> show interfaces extensive ge-0/0/1 | find "queue counters"
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  Queue counters:       Queued packets  Transmitted packets      Dropped packets

    0 BE-data                        0                    0                  
  0
    1 Premium-data                   0                    0                  
  0
    2 Voice                         25                   25                  
  0
    3 NC                             3                    3                  
  0
  Queue number:         Mapped forwarding classes
    0                   BE-data     
    1                   Premium-data
    2                   Voice       
    3                   NC          
...

Meaning The output shows that the Voice queue has incremented by 25 packets after sending 25

packets through the ge-0/0/0 interface on Device R2.

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• Default Aliases for CoS Value Bit Patterns Overview on page 43

• Managing Congestion Using RED Drop Profiles and Packet Loss Priorities on page 329

Interface Types That Do Not Support Junos OS CoS

Supported Platforms MSeries,MXSeries, PTX Series, T Series

For original Channelized OC12 PICs, limited CoS functionality is supported. For more

information, contact Juniper Networks customer support.

The standard Junos OS CoS hierarchy is not supported on ATM interfaces. ATM has

traffic-shaping capabilities that would override CoS, because ATM traffic shaping is

performed at the ATM layer and CoS is performed at the IP layer. For more information

aboutATMtraffic shapingandATMCoScomponents, see the JunosOSNetwork Interfaces

Library for Routing Devices.

NOTE: Transmission scheduling is not supported on 8-port, 12-port, and
48-port Fast Ethernet PICs.

You can configure CoS on all interfaces, except the following:

• cau4—Channelized STM1 IQ interface (configured on the Channelized STM1 IQ PIC).

• coc1—Channelized OC1 IQ interface (configured on the Channelized OC12 IQ PIC).

• coc12—Channelized OC12 IQ interface (configured on the Channelized OC12 IQ PIC).

• cstm-1—Channelized STM1 IQ interface (configured on the Channelized STM1 IQ PIC).
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• ct1—Channelized T1 IQ interface (configured on the Channelized DS3 IQ PIC or

Channelized OC12 IQ PIC).

• ct3—Channelized T3 IQ interface (configured on the Channelized DS3 IQ PIC or

Channelized OC12 IQ PIC).

• ce1—ChannelizedE1 IQ interface(configuredontheChannelizedE1 IQPICorChannelized

STM1 IQ PIC).

• dsc—Discard interface.

• fxp—Management and internal Ethernet interfaces.

• lo—Loopback interface. This interface is internally generated.

• pe—Encapsulates packets destined for the rendezvous point router. This interface is

present on the first-hop router.

• pd—De-encapsulates packets at the rendezvous point. This interface is present on the

rendezvous point.

• vt—Virtual loopback tunnel interface.

NOTE: For channelized interfaces, you can configure CoSon channels, but
not at the controller level.

Related
Documentation

• CoS on ATM Interfaces Overview on page 763
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PART 2

Configuring Class of Service

• Assigning Service Levels with Behavior Aggregate Classifiers on page 33

• Assigning Service Levels with Multifield Classifiers on page 91

• Controlling Network Access with Traffic Policing on page 109

• Defining Forwarding Behavior with Forwarding Classes on page 185

• Defining Output Queue Properties with Schedulers on page 231

• Controlling Bandwidth with Scheduler Rates on page 251

• Setting Transmission Order with Scheduler Priorities and Hierarchical

Scheduling on page 305

• Controlling Congestion with Scheduler RED Drop Profiles and Buffers on page 329

• Altering Outgoing Packet Headers Using Rewrite Rules on page 361

• Altering Class of Service Values in Packets Exiting the Network Using IPv6

DiffServ on page 441
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CHAPTER 2

Assigning Service Levels with Behavior
Aggregate Classifiers

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33

• Default IP Precedence Classifier on page 37

• Default DSCP and DSCP IPv6 Classifiers on page 39

• Default MPLS EXP Classifier on page 40

• Default IEEE 802.1p Classifier on page 41

• Default IEEE 802.1ad Classifier on page 42

• Default Aliases for CoS Value Bit Patterns Overview on page 43

• Defining Aliases for CoS Value Bit Patterns on page 46

• Configuring Behavior Aggregate Classifiers on page 48

• Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51

• Example: Configuring and Applying a Default DSCP Behavior Aggregate

Classifier on page 55

• Example: Configuring Behavior Aggregate Classifiers on page 62

• Understanding DSCP Classification for VPLS on page 71

• Example: Configuring DSCP Classification for VPLS on page 73

• Configuring Class of Service for MPLS LSPs on page 75

• Applying DSCP Classifiers to MPLS Traffic on page 79

• Applying MPLS EXP Classifiers to Routing Instances on page 83

• Applying MPLS EXP Classifiers for Explicit-Null Labels on page 88

Understanding HowBehavior Aggregate Classifiers Prioritize Trusted Traffic

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

33Copyright © 2017, Juniper Networks, Inc.

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/acx-series/
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ex-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


The idea behind class of service (CoS) is that packets are not treated identically by the

routers or switches on the network. In order to selectively apply service classes to specific

packets, the packets of interest must be classified in some fashion.

The simplest way to classify a packet is to use behavior aggregate (BA) classification,

also called the CoS value in this document. The DSCP, DSCP IPv6, or IP precedence bits

of the IP header convey the behavior aggregate class information. The informationmight

also be found in the MPLS EXP bits, IEEE 802.1ad, or IEEE 802.1p CoS bits.

NOTE: Supportwasadded for filtering onDifferentiatedServicesCodePoint
(DSCP) and forwarding class for Routing Engine sourced packets, including
IS-IS packets encapsulated in generic routing encapsulation (GRE).
Subsequently, when upgrading from a previous version of Junos OSwhere
you have both a class of service (CoS) and firewall filter, and both include
DSCP or forwarding class filter actions, the criteria in the firewall filter
automatically takesprecedenceover theCoSsettings.Thesame is truewhen
creatingnewconfigurations; that is,where thesamesettingsexist, the firewall
filter takes precedence over the CoS, regardless of which was created first.

BA classification is useful if the traffic comes from a trusted source and the CoS value

in the packet header is trusted. If the traffic is untrusted, multifield classifiers (see

“OverviewofAssigningServiceLevels toPacketsBasedonMultiplePacketHeader Fields”

on page 91) are used to classify packets based onmultiple packet fields. It is common

tousemultifield classifiers to classify traffic at the ingress of anetwork, rewrite thepacket

headers (see “Rewriting Packet Headers to Ensure Forwarding Behavior” on page 361),

then use the more efficient BA classification for transversing the network.

The BA classifier maps a CoS value in the packet header to a forwarding class and loss

priority. The forwarding class determines the output queue. The loss priority is used by

schedulers in conjunction with the random early discard (RED) algorithm to control

packet discard during periods of congestion.

Figure 9 on page 34 provides a high-level illustration of how a classifier works.

Figure 9: How a ClassifierWorks

The types of BA classifiers are based on which part of the incoming packet the classifier

examines:
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• DSCP, DSCP IPv6, or IP precedence—IP packet classification (Layer 3 headers)

• MPLS EXP—MPLS packet classification (Layer 2 headers)

• IEEE 802.1p—Packet classification (Layer 2 headers)

• IEEE 802.1ad—Packet classification for IEEE 802.1ad formats (including DEI bit)

Unlikemultifield classifiers (which are discussed in “OverviewofAssigningService Levels

to Packets Based onMultiple Packet Header Fields” on page 91), BA classifiers are based

on fixed-length fields, whichmakes them computationallymore efficient thanmultifield

classifiers. For this reason, core devices are normally configured to perform BA

classification, because of the higher traffic volumes they handle.

In most cases, you need to rewrite a givenmarker (IP precedence, DSCP, IEEE 802.1p,

IEEE 802.1ad, or MPLS EXP settings) at the ingress node to accommodate BA

classification by core and egress devices. For more information about rewrite markers,

see “Rewriting Packet Headers to Ensure Forwarding Behavior” on page 361.

NOTE: If youapplyan IEEE802.1 classifier toa logical interface, this classifier
takes precedence and is not compatible with any other classifier type.
Classifiers for IP (DSCP or IP precedence) andMPLS (EXP) can coexist on a
logical interface if the hardware requirements aremet.

For Juniper NetworksMSeriesMultiservice Edge Routers, four classes can forward traffic

independently. For M320Multiservice Edge Routers, T Series Core Routers, MX Series

3D Universal Edge Routers, and PTX Series Packet Transport Routers, eight classes can

forward traffic independently. If you carry more classes of traffic than the device can

forward independently, youmust configure the additional classes to be aggregated into

one of the available classes. You use the BA classifier to configure class aggregation.
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NOTE: For a specified interface, you can configure both amultifield classifier
and a BA classifier without conflicts. Because the classifiers are applied in
sequential order if they are both either protocol specific or protocol
independent, the BA classifier followed by themultifield classifier, any BA
classification result is overridden by amultifield classifier if they conflict.

In the case that a protocol-specific BA classifier and aprotocol-independent
firewall filter are both configured together, the protocol-independent filter
is processedbefore the protocol-specific BA classifier, regardless or protocol
family. firewall family any filter is protocol independent and will be always

processed before protocol-specific BA classifiers.

Fixed classification is protocol independent as well, hence, it is executed
before any firewall filter.

Formore information aboutmultifield classifiers, see “OverviewofAssigning
ServiceLevels toPacketsBasedonMultiplePacketHeaderFields”onpage91.
For more information about protocol-independent filters, seeGuidelines for
Configuring Firewall Filters. For more information about fixed classification,
see “Applying Forwarding Classes to Interfaces” on page 210.

If you do nothing to configure or assign classifiers, Junos OS automatically assigns an

implicit default IP precedence classifier to all logical interfaces thatmaps IP precedence

code points to best-effort and network-control forwarding classes (mapped to queue 0

and queue 3 on routing devices, respectively). The default Junos OS CoS policy reserves

5percent of availablebandwidth fornetwork-control traffic and95percent forbest-effort

traffic. Junos OS provides a range of default BA classifiers that you can apply to logical

interfaces and that map various CoS values to assured-forwarding and

expedited-forwarding forwarding classesaswell as to thebest-effortandnetwork-control

forwarding classes. You can also define custom BA classifiers that map any CoS value

to any classifier you define.

NOTE: The default Junos OS CoS policy, 95 percent of the bandwidth for
queue0and5percent forqueue3on routingdevices(see“DefaultSchedulers
Overview” on page 234), is in effect regardless of any customBA classifier or
forwarding class definitions, until you configure a custom scheduler (see
“Configuring Schedulers” on page 235).

If youenable theMPLSprotocol family ona logical interface, adefaultMPLSEXPclassifier

is automatically applied to that logical interface. This default EXP classifier (see “Default

MPLS EXP Classifier” on page 40)maps the eight possible EXP code point values into a

combination of the four default forwarding classes and loss priority values to be directly

compatible with the default EXP rewrite rule (see “Rewriting MPLS and IPv4 Packet

Headers” on page 376).

Other default classifiers (such as those for IEEE 802.1p bits and DSCP) require that you

explicitly associate a default classification table with a logical interface. When you
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explicitly associate a default classifier with a logical interface, you are in effect overriding

the implicit default classifier with an explicit default classifier.

NOTE: Only the IEEE802.1p classifier is supported in Layer 2-only interfaces.
Youmust explicitly apply this classifier to the interface as shown in “Default
IEEE 802.1p Classifier” on page 41.

NOTE: Although several CoS valuesmap to the expedited-forwarding (ef)

and assured-forwarding (af) classes, by default no resources are assigned

to these forwarding classes. All af classes other than af1x aremapped to

best-effort, because RFC 2597, Assured Forwarding PHB Group, prohibits a
node from aggregating classes.

Youcanapply IEEE802.1p classifiers to interfaces thatarepart ofVPLS routing instances.

Release History Table DescriptionRelease

Supportwasadded for filteringonDifferentiatedServicesCodePoint (DSCP)
and forwarding class for Routing Engine sourced packets, including IS-IS
packets encapsulated in generic routing encapsulation (GRE).

13.3R7

Related
Documentation

Default IP Precedence Classifier on page 37•

• Default DSCP and DSCP IPv6 Classifiers on page 39

• Default MPLS EXP Classifier on page 40

• Default IEEE 802.1p Classifier on page 41

• Default IEEE 802.1ad Classifier on page 42

• Configuring Behavior Aggregate Classifiers on page 48

• Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51

• Overview of Assigning Service Levels to Packets Based on Multiple Packet Header

Fields on page 91

• Rewriting Packet Headers to Ensure Forwarding Behavior on page 361

Default IP Precedence Classifier

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

By default, all logical interfaces are automatically assigned an implicit IP precedence

classifier called ipprec-compatibility. The ipprec-compatibility IP precedence classifier

maps IPprecedencebits to forwardingclassesandpacket losspriorities (PLPs), as shown

in Table 4 on page 38.
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Table 4: Default IP Precedence (ipprec-compatibility) Classifier

Loss PriorityForwarding ClassIP Precedence Bits

lowbest-effort000

highbest-effort001

lowbest-effort010

highbest-effort011

lowbest-effort100

highbest-effort101

lownetwork-control110

highnetwork-control111

The other default IP precedence classifier (called ipprec-default) overrides the

ipprec-compatibility classifier when you explicitly associate it with a logical interface. To

do this, include thedefault statementat the [editclass-of-service interfaces interface-name

unit logical-unit-number classifiers inet-precedence] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number classifiers
inet-precedence]

default;

Table 5 on page 38 shows the forwarding class and PLP that are assigned to the IP

precedence bits when you apply the default IP precedence classifier.

Table 5: Default IP Precedence (ipprec-default) Classifier

PLPForwarding ClassIP Precedence Bits

lowbest-effort000

lowassured-forwarding001

lowbest-effort010

lowbest-effort011

lowbest-effort100

lowexpedited-forwarding101

lownetwork-control110

highnetwork-control111
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Related
Documentation

Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51•

Default DSCP and DSCP IPv6 Classifiers

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Toenable thedefaultDiffServ codepoint (DSCP)classifier, include thedefault statement

at the [edit class-of-service interfaces interface-name unit unit-number classifiers dscp]

hierarchy level.

To enable the default DSCP IPv6 classifier, include the default statement at the [edit

class-of-service interfaces interface-nameunitunit-numberclassifiersdscp-ipv6]hierarchy

level.

NOTE: If you deactivate or delete the dscp-ipv6 statement from the

configuration, the default IPv6 classifier is not activated on theM5,M10,M7i,
M10i, M20, M40, M40e, andM160 routing platforms. As a workaround,
explicitly specify the default option to the dscp-ipv6 statement.

Table 6 on page 39 shows the forwarding class and packet loss priority (PLP) that are

assigned to each well-known DSCPwhen you apply the explicit default DSCP or DSCP

IPv6 classifier.

Table 6: Default DSCP and DSCP IPv6 Classifiers

PLPForwarding Class
DSCP and DSCP IPv6 Code
Point

lowbest-effort000000

lowassured-forwarding001010

highassured-forwarding001100

highassured-forwarding001110

lowexpedited-forwarding101110

lownetwork-control110000

lownetwork-control111000

lowbest-effortall other code points

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• Default Aliases for CoS Value Bit Patterns Overview on page 43
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• Changing the Default Queuing and Marking of Host Outbound Traffic on page 220

• classifiers (Logical Interface) on page 977

Default MPLS EXP Classifier

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Multiprotocol Label Switching (MPLS) class of service (CoS) works in conjunction with

the routing device’s general CoS functionality.

When IP traffic enters a label-switched path (LSP) tunnel, the ingress routing device

marks all packets with a class-of-service (CoS) value, which is used to place the traffic

into a transmission queue. On the routing device, each physical interface has up to eight

transmission queues. The CoS value is encoded as part of theMPLS header and remains

in the packets until the MPLS header is removed when the packets exit from the egress

routing device. The routing devices within the LSP utilize the CoS value set at the ingress

routing device. The CoS value is encoded bymeans of the CoS bits (also known as the

EXP or experimental bits).

If you do not configure any CoS features, the default general CoS settings are used. For

MPLS class of service, youmight want to prioritize how the transmission queues are

serviced by configuring weighted round-robin, and to configure congestion avoidance

using random early detection (RED).

For all PICs except PICsmounted on Juniper NetworksMSeriesMultiservice Edge Router

standard (nonenhanced) FPCs, if you enable the MPLS protocol family on a logical

interface, thedefaultMPLSEXPclassifier is automatically applied to that logical interface.

Table 7 on page 40 lists the default MPLS classifier mapping of EXP bits to forwarding

classes and loss priorities..

Table 7: Default MPLS EXP Classification

Loss PriorityForwarding ClassMPLS EXP Bits

lowbest-effort000

highbest-effort001

lowexpedited-forwarding010

highexpedited-forwarding011

lowassured-forwarding100

highassured-forwarding101

lownetwork-control110

highnetwork-control111
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Related
Documentation

Configuring Class of Service for MPLS LSPs on page 75•

• Default Aliases for CoS Value Bit Patterns Overview on page 43

• code-point-aliases on page 982

Default IEEE 802.1p Classifier

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Table 8 on page 41 shows the forwarding class and PLP that are assigned to each

IEEE 802.1p CoS value when you apply the explicit default IEEE 802.1p classifier. To do

this, include the default statement at the [edit class-of-service interfaces interface-name

unit logical-unit-number classifiers ieee-802.1] hierarchy level:

NOTE: Only the IEEE 802.1p classifier is supported in Layer 2 interfaces. You
must explicitly apply this classifier as shown.

[edit class-of-service interfaces interface-name unit logical-unit-number classifiers
ieee-802.1]

default;

Table 8: Default IEEE 802.1p Classifier

PLPForwarding Class
IEEE 802.1p CoS
Value

lowbest-effort000

highbest-effort001

lowexpedited-forwarding010

highexpedited-forwarding011

lowassured-forwarding100

highassured-forwarding101

lownetwork-control110

highnetwork-control111

Related
Documentation

Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51•

• Default IEEE 802.1ad Classifier on page 42
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Default IEEE 802.1ad Classifier

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Table 9 on page 42 shows the forwarding class and packet loss priority (PLP) that are

assigned toeach IEEE802.1adCoSvaluewhenyouapply theexplicit default IEEE802.1ad

classifier. The table is very similar to the IEEE 802.1p default table, but the loss priority is

determined by the DEI bit. To apply the default table, include the default statement at

the [edit class-of-service interfaces interface-name unit logical-unit-number classifiers

ieee-802.1] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number classifiers
ieee-802.1ad]

default;

Table 9: Default IEEE 802.1ad Classifier

PLPForwarding ClassIEEE 802.1ad CoS Value

lowbest- effort0000

highbest-effort0001

lowbest- effort0010

highbest-effort0011

lowexpedited-forwarding0100

highexpedited-forwarding0101

lowexpedited-forwarding0110

highexpedited-forwarding0111

lowassured-forwarding1000

highassured-forwarding1001

lowassured-forwarding1010

highassured-forwarding1011

lownetwork-control1100

highnetwork-control1101

lownetwork-control1110

highnetwork-control1111

Copyright © 2017, Juniper Networks, Inc.42

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ex-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


Related
Documentation

Configuring and Applying IEEE 802.1ad Classifiers on page 479•

Default Aliases for CoS Value Bit Patterns Overview

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Behavior aggregate (BA) classifiers use class-of-service (CoS) values—such as

Differentiated Services code points (DSCPs), DSCP IPv6, IP precedence, IEEE 802.1, and

MPLS experimental (EXP) bits—to associate incoming packets with a particular CoS

servicing level (forwarding class and packet loss priority (PLP)). You can assign a

meaningful name or alias to the CoS values and use this alias instead of bits when

configuring CoS components. These aliases are not part of the specifications but are

well known through usage. For example, the alias for DSCP 101110 is widely accepted as

ef (expedited forwarding).

NOTE: CoS value aliasesmust begin with a letter and can be up to
64 characters long.

Whenyoudefineclassifiers, youcan refer to themarkersbyaliasnames.Youcanconfigure

user-defined classifiers in terms of alias names. If the value of an alias changes, it alters

the behavior of any classifier that references it.

Table 10 on page 43 shows the default mappings between the CoS values and standard

aliases.

Table 10: Default CoS Value Aliases

CoS ValueDefault CoS Value Alias

DSCP and DSCP IPv6 CoS Aliases and CoS Values

101110ef

001010af11

001100af12

001110af13

010010af21

010100af22

010110af23

011010af31

011100af32
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Table 10: Default CoS Value Aliases (continued)

CoS ValueDefault CoS Value Alias

011110af33

100010af41

100100af42

100110af43

000000be

001000cs1

010000cs2

011000cs3

100000cs4

101000cs5

110000nc1/cs6

111000nc2/cs7

MPLS EXP CoS Aliases and CoS Values

000be

001be1

010ef

011ef1

100af11

101af12

110nc1/cs6

111nc2/cs7

IEEE 802.1 CoS Aliases and CoS Values

000be

001be1

Copyright © 2017, Juniper Networks, Inc.44

Class of Service Feature Guide for Routing Devices



Table 10: Default CoS Value Aliases (continued)

CoS ValueDefault CoS Value Alias

010ef

011ef1

100af11

101af12

110nc1/cs6

111nc2/cs7

IEEE 802.1ad CoS Aliases and CoS Values

0000be

0001be-dei

0010be1

0011be1-dei

0100ef

0101ef-dei

0110ef1

0111ef1-dei

1000af11

1001af11-dei

1010af12

1011af12-dei

1100nc1

1101nc1-dei

1110nc2

1111nc2-dei

Legacy IP Precedence CoS Aliases and CoS Values
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Table 10: Default CoS Value Aliases (continued)

CoS ValueDefault CoS Value Alias

000be

001be1

010ef

011ef1

100af11

101af12

110nc1/cs6

111nc2/cs7

Related
Documentation

Defining Aliases for CoS Value Bit Patterns on page 46•

• Default IP Precedence Classifier on page 37

• Default DSCP and DSCP IPv6 Classifiers on page 39

• Default MPLS EXP Classifier on page 40

• Default IEEE 802.1p Classifier on page 41

• Default IEEE 802.1ad Classifier on page 42

• code-point-aliases on page 982

Defining Aliases for CoS Value Bit Patterns

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

To define a CoS value alias, include the code-point-aliases statement at the [edit

class-of-service] hierarchy level:

[edit class-of-service]
code-point-aliases {
(dscp | dscp-ipv6 | exp | ieee-802.1 | ieee-802.1ad | inet-precedence) {
alias-name bit-pattern;

}
}

The CoSmarker types are as follows:

• dscp—Differentiated Services code point aliases for IPv4 packets.

• dscp-ipv6—Differentiated Services code point aliases for IPv6 packets.
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• exp—Layer 2 CoS values for MPLS packets.

• ieee-802.1—Layer 2 IEEE 802.1 CoS values.

• ieee-802.1—Layer 2 IEEE 802.1ad (DEI) CoS values.

• inet-precedence—IP precedence for IPv4 packets. IP precedencemapping requires

only the first three bits of the DSCP field.

For example, youmight configure the following aliases:

[edit class-of-service]
code-point-aliases {
dscp {
my1 110001;
my2 101110;
be 000001;
cs7 110000;

}
}

To specify this configuration:

1. Specify the code-point-alias type as DSCP:

[edit]
user@host# edit class-of-service code-point-aliases dscp

2. Specify the alias names and DSCP 6-bit pattern.

[edit class-of-service code-point-aliases dscp]
user@host# setmy1 110001
user@host# setmy2 101110
user@host# set be 000001
user@host# set cs7 110000

This configuration produces the following mapping:

user@host> show class-of-service code-point-aliases dscp
Code point type: dscp

Alias              Bit pattern

ef/my2             101110

af11               001010

af12               001100

af13               001110

af21               010010

af22               010100

af23               010110

af31               011010

af32               011100

af33               011110
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af41               100010

af42               100100

af43               100110

be                 000001

cs1                001000

cs2                010000

cs3                011000

cs4                100000

cs5                101000

nc1/cs6/cs7        110000

nc2                111000

my1                110001

The following notes explain certain results in the mapping:

• my1 110001:

• 110001 was not mapped to anything before, andmy1 is a new alias.

• Nothing in the default mapping table is changed by this statement.

• my2 101110:

• 101110 is nowmapped tomy2 as well as ef.

• be 000001:

• be is nowmapped to 000001.

• The old value of be, 000000, is not associated with any alias. Packets with this

DSCP value are nowmapped to the default forwarding class.

• cs7 110000:

• cs7 is nowmapped to 110000, as well as nc1 and cs6.

• The old value of cs7, 111000, is still mapped to nc2.

Related
Documentation

Default Aliases for CoS Value Bit Patterns Overview on page 43•

• Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51

Configuring Behavior Aggregate Classifiers

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

You can override the default IP precedence classifier (ipprec-compatibility) by defining

a custom behavior aggregate (BA) classifier and applying it to a logical interface or by

applying one of the other default BA classifiers to a logical interface.
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The BA classifiers map sets the forwarding class and packet loss priority (PLP) for a

specific set of code-point aliases or bit patterns. The inputs of the map are CoS values

aliases or bit patterns. The outputs of themap are the forwarding class and the PLP. For

more information about how CoSmaps work, see “Mapping CoS Component Inputs to

Outputs” on page 10.

The classifiers work as follows:

• dscp—Handles incoming IPv4 packets.

• dscp-ipv6—Handles incoming IPv6 packets.

• exp—Handles MPLS packets using Layer 2 headers.

• ieee-802.1—Handles Layer 2 CoS.

• ieee-802.1ad—Handles IEEE 802.1ad formats (including DEI bit).

• inet-precedence—Handles incoming IPv4 packets. IP precedencemapping requires

only the upper three bits of the DSCP field.

A classifier takes a specified Cos value as either the literal bit pattern or as a defined alias

and attempts tomatch it to the type of packet arriving on the interface. If the information

in thepacket’s headermatches the specifiedpattern, thepacket is sent to theappropriate

queue, defined by the forwarding class associated with the classifier.

NOTE: OnMSeries, MX Series, and T Series routers, and EX Series switches
that do not have tricolormarking enabled, the loss priority can be configured
only by setting the PLPwithin amultifield classifier. This setting can then be
used by the appropriate drop profile map and rewrite rule. For more
information, see “Managing Congestion by Setting Packet Loss Priority for
Different Traffic Flows” on page 337.

Use the following configuration statements to define new classifiers for all CoS value

types:

[edit class-of-service]
classifiers {
(dscp | dscp-ipv6 | exp | ieee-802.1 | ieee-802.1ad | inet-precedence) classifier-name {
import [classifier-name | default];
forwarding-class class-name {
loss-priority level code-points [ aliases ] [ bit-patterns ];

}
}

}

To define a new classifier for all CoS value types:

1. Specify the type and name of the new classifier. For example, to create a new DSCP

type classifier called class1:

[edit]
user@host# edit class-of-service classifiers dscp class1
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2. (Optional) Specify the forwarding class associated with the classifier.

[edit class-of-service classifiers dscp class1]
user@host# edit forwarding-class class-name

3. (Optional) Specify the packet loss priority (PLP) value and for a specific set of

code-point aliases and bit patterns.

[edit class-of-service classifiers dscp class1 forwarding-class best-effort]
user@host# set loss-priority level code-points [ aliases ] [ bit-patterns]

When tricolor marking is enabled, four classifier PLP designations are supported: low,

medium-low,medium-high, and high. For example, in the following configuration, the

assured-forwarding forwarding class andmedium-low PLP are assigned to all packets

entering the interface with the 101110 CoS value:

1. Map the assured-forwarding forwarding class andmedium-low PLP to the CoS value

of 101110.

[edit class-of-service classifiers dscp class1]
user@host# set forwarding-class assured forwarding loss-priority medium-low
code-points 101110

2. Verify the configuration.

[edit class-of-service classifiers dscp class1]
user@host# show

forwarding-class assured-forwarding {
    loss-priority medium-low code-points 101110;
}

To use this classifier, you must configure the settings for the assured-forwarding

forwarding class at the [edit class-of-service forwarding-classes queue queue-number

assured-forwarding] hierarchy level. For more information, see “Understanding How

Forwarding Classes Assign Classes to Output Queues” on page 185.

Youcanuseany table, including thedefault, in thedefinitionofanewclassifier by including

the import statement. The imported classifier is used as a template and is not modified.

Whenever you commit a configuration that assigns a new class-name and loss-priority

value to a CoS value alias or bit pattern, it replaces that entry in the imported classifier

template. As a result, you must explicitly specify every CoS value in every designation

that requires modification. For instance, to import the default DSCP classifier:

1. Specify the type and name of the new classifier. For example, to create a new DSCP

type classifier called class1:

[edit]
user@host# edit class-of-service classifiers dscp class1

2. Specify the default DSCP classifier.

[edit class-of-service classifiers dscp class1]
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user@host# set import default

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51

• Enabling Tricolor Marking and Limitations of Three-Color Policers on page 163

Applying Behavior Aggregate Classifiers to Logical Interfaces

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

This topic describeshowtoapplybehavior aggregate (BA) classifiers to logical interfaces.

When you apply BA classifiers to a logical interface, you can use interface wildcards for

the interface-name and logical-unit-number.

Formost PICs, if you apply an IEEE802.1 classifier to a logical interface, you cannot apply

non-IEEE classifiers to other logical interfaces on the same physical interface. This

restriction does not apply to Gigabit Ethernet IQ2 PICs.

Thereare some restrictionsonapplyingmultipleBAclassifiers toa single logical interface.

Table 11 on page 51 shows the supported combinations. In this table, the OSE PICs refer

to the 10-port 10-Gigabit OSE PICs.

Table 11: Logical Interface Classifier Combinations

Other M
Series with
Enhanced
FPCs

Other M
Series with
Regular
FPCs

Other PICs
onM320,
MX Series,
T Series
routers and
on EX
Series
SwitchesOSE PICs

Gigabit
Ethernet
IQ2 PICsClassifier Combinations

NoNoNoNoNodscp and inet-precedence

NoNoYesYesYesdscp-ipv6 and (dscp | inet-precedence)

NoNoNoYesYesexp and ieee 802.1

YesNoNoYesYesieee 802.1 and (dscp | dscp-ipv6 | exp |
inet-precedence)

YesNoYesYesYesexp and (dscp | dscp-ipv6 | inet-precedence)

ForGigabitEthernet IQ2and 10-port 10-GigabitOversubscribedEthernet (OSE) interfaces,

family-specific classifiers take precedence over IEEE 802.1p BA classifiers. For example,

if you configure a logical interface to use both anMPLSEXPand an IEEE802.1p classifier,

the EXP classifier takes precedence. MPLS-labeled packets are evaluated by the EXP

classifier, and all other packets are evaluated by the IEEE 802.1p classifier. The same is
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true about other classifiers when combined with IEEE 802.1p classifiers on the same

logical interface.

NOTE: For an interface on anM Series FPC, you can apply only the default
exp classifier. For an enhanced FPC, you can create a new exp classifier and

apply it to an interface.

OnMX960,MX480,MX240,MX80,M120, andM320 routers andEXSeries switcheswith

EnhancedType III FPCsonly, youcanconfigureuser-definedDSCP-basedBAclassification

for MPLS interfaces (this feature is not available for IQE PICs or onMXSeries routers and

EXSeries switcheswhen ingressqueuing isused)orVPLSorLayer3VPNrouting instances

(LSI interfaces). The DSCP-based classification for MPLS packets for Layer 2 VPNs is

not supported.

NOTE: If you do not apply a DSCP classifier, the default EXP classifier is
applied to MPLS traffic. At times youmight need tomaintain the original
classifier of the incoming packet, where you neither want to configure a
custom classifier for the interface nor accept the default classifier, which
would override the original classifier. In that case, on MX Series devices only,
you can apply the no-default option for the interface. For example:

[edit class-of-service]
interfaces interface-name unit unit-number {
classifiers {
no-default;

}
}

You can apply DSCP classification for MPLS traffic in the following usage scenarios:

• In a Layer 3 VPN using a label-switched interface (LSI) routing instance.

• Supported on the M120, M320, MX960, MX480, MX240, and MX80 routers.

• DSCP classifier applied under [edit class-of-service routing-instances] on the egress

provider edge (PE) router.

• In VPLS using an LSI routing instance.

• Supported on the M120, M320, MX960, MX480, MX240, and MX80 routers.

• DSCP classifier applied under [edit class-of-service routing-instances] on the egress

PE router.

• In a Layer 3 VPN using a virtual tunnel (VT) routing instance.

• Supported on the M120, M320, MX960, MX480, MX240, and MX80 routers.

• DSCP classifier applied under [edit class-of-service interfaces] on the core-facing

interface on the egress PE router.
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• In VPLS using the VT routing instance.

• MPLS forwarding.

• Supported on the M120, M320, MX960, MX480, MX240, and MX80 routers (not

supported on IQE and MXwhen ingress queuing is enabled).

• DSCP classifier applied under [edit class-of-service interfaces] on the ingress

core-facing interface on the provider (P) or egress PE router.

MPLS forwarding when the label stacking is greater than 2 is not supported.

You can apply BA classifiers to a routing instance or a logical interface, depending on

where you want to classify the packets:

• To classify MPLS packets on the routing instance at the egress PE, include the dscp or

dscp-ipv6 statements at the [edit class-of-service routing-instances

routing-instance-name classifiers] hierarchy level. For details, see “Applying MPLS EXP

Classifiers to Routing Instances” on page 83.

• To classify MPLS packets at the core-facing interface, apply the classifier at the [edit

class-of-service interface interface-name unit unit-name classifiers (dscp | dscp-ipv6)

classifier-name family mpls] hierarchy level. The following procedure describes this

method.

In the followingexample, youdefineaDSCPclassifier for IPv4nameddscp-ipv4-classifier

and a corresponding IPv6 DSCP classifier for the fc-af11-class forwarding class. You then

apply the IPv4 classifier to MPLS traffic and the IPv6 classifier to Internet traffic on

interface ge-2/0/3.0 or apply the same classifier to bothMPLS and IP traffic on interface

ge-2/2/0. This example shows both of these methods.

1. Define the IPv4 classifier.

[edit]
user@host# edit class-of-service
user@host# set classifiers dscp dscp-ipv4-classifier forwarding-class fc-af11-class
loss-priority low code-points 000100

2. Define the IPv6 classifier.

[edit class-of-service]
user@host#setclassifiersdscp-ipv6dscp-ipv6-classifier forwarding-classfc-af11-class
loss-priority low code-points af11

3. (Optional) Apply the IPv4 classifier to MPLS traffic and the IPv6 classifier to Internet

traffic on interface ge-2/0/3.0.

[edit class-of-service]
user@host# set interfacesge-2/0/3unit0 classifiers dscpdscp-ipv4-classifier family
mpls

user@host# set interfaces ge-2/0/3 unit 0 classifiers dscp-ipv6 dscp-ipv6-classifier
family inet

4. Confirm the configuration.
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[edit class-of-service]
user@host# show

classifiers {
    dscp dscp-ipv4-classifier {
        forwarding-class fc-af11-class {
            loss-priority low code-points 000100;
        }
    }
    dscp-ipv6 dscp-ipv6-classifer {
        forwarding-class fc-af11-class {
            loss-priority low code-points af11;
        }
    }
}
interfaces {
    ge-2/0/3 {
        unit 0 {
            classifiers {
                dscp dscp-ipv4-classifier {
                    family mpls;
                }
                dscp-ipv6 dscp-ipv6-classifier {
                    family inet;
                }
            }
        }
    }
}

5. (Optional) Apply the same classifier, named dscp-mpls-and-inet, to both MPLS and

IP traffic on interface ge-2/2/0.

[edit class-of-service]
user@host#set interfacesge-2/2/0unit0classifiersdscpdscp-mpls-and-inet family
[mpls inet]

6. Confirm the configuration.

[edit class-of-services interface ge-2/2/0]
user@host# show

unit 0 {
            classifiers {
                dscp dscp-mpls-and-inet {
                    family [ mpls inet ];
                }
            }
        }

NOTE: This is not a complete configuration.
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NOTE: You can apply DSCP and DSCP IPv6 classifiers to explicit null MPLS
packets. The familympls statementworks the sameonboth explicit null and

non-null MPLS labels.

Related
Documentation

Applying DSCP Classifiers to MPLS Traffic on page 79•

Example: Configuring and Applying a Default DSCP Behavior Aggregate Classifier

Supported Platforms MSeries,MXSeries, T Series

A Junos OS classifier identifies and separates traffic flows and provides the means to

prioritize traffic later in the class-of-service (CoS) process.

A behavior aggregate (BA) classifier performs this function by associating well-known

CoS values with forwarding classes and loss priorities. To enable a default classifier, you

simply apply it to your device interfaces. If a default classifier is not applied toan interface,

it does not take effect.

Junos OS provides multiple default BA classifier types, which you can combine and

supplement with custom BA classifiers as needed to achieve your overall traffic

classification goals. This example shows how to apply the default (BA) DiffServ code

point (DSCP) classifier and verify its functionality.

• Requirements on page 55

• Overview on page 55

• Configuration on page 59

• Verification on page 60

Requirements

To verify this procedure, this example uses a traffic generator. The traffic generator can

be hardware-based or it can be software running on a server or host machine. If you do

not have access to a traffic generator, you can use extended ping for verification. This

approach is shown as well.

The functionality in this procedure is widely supported on devices that run JunosOS. The

example shown here was tested and verified on MX Series routers running Junos OS

Release 10.4.

Overview

The basis of Junos OS CoS is traffic differentiation. Assigning traffic to different classes

of service provides the necessary differentiation. From the point of view of a router, the

class of service assigned to a packet defines how the router behaves toward the packet.

The concept of traffic differentiation is present in every CoS tool, and as a result, classes

of servicearepresentacross theentireCoSdesign.Aclassifier hasone input, the incoming
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packet, and it hasNpossibleoutputs,whereN is thenumberofpossible classesof service

into which the packet can be classified.

BA classification is used when the traffic coming into your device already has trusted

CoS values in the packet header. For example, the default DSCP BA classifier specifies

that packets coming in with code points 000000 are assigned to the best-effort

forwarding class and given a loss priority of low.

A forwarding class and loss priority are assigned by default to each well-known DSCP.

To view this, run the show class-of-service classifier command.

user@host> show class-of-service classifier type dscp

Classifier: dscp-default, Code point type: dscp, Index: 7
  Code point         Forwarding class                    Loss priority
000000             best-effort                         low

  000001             best-effort                         low         
  000010             best-effort                         low         
  000011             best-effort                         low         
  000100             best-effort                         low         
  000101             best-effort                         low         
  000110             best-effort                         low         
  000111             best-effort                         low         
  001000             best-effort                         low         
  001001             best-effort                         low         
  001010             assured-forwarding                  low         
  001011             best-effort                         low         
  001100             assured-forwarding                  high        
  001101             best-effort                         low         
  001110             assured-forwarding                  high        
  001111             best-effort                         low         
  010000             best-effort                         low         
  010001             best-effort                         low         
  010010             best-effort                         low         
  010011             best-effort                         low         
  010100             best-effort                         low         
  010101             best-effort                         low         
  010110             best-effort                         low         
  010111             best-effort                         low         
  011000             best-effort                         low         
  011001             best-effort                         low         
  011010             best-effort                         low         
  011011             best-effort                         low         
  011100             best-effort                         low         
  011101             best-effort                         low         
  011110             best-effort                         low         
  011111             best-effort                         low         
  100000             best-effort                         low         
  100001             best-effort                         low         
  100010             best-effort                         low         
  100011             best-effort                         low         
  100100             best-effort                         low         
  100101             best-effort                         low         
  100110             best-effort                         low         
  100111             best-effort                         low         
  101000             best-effort                         low         
  101001             best-effort                         low         
  101010             best-effort                         low         
  101011             best-effort                         low         
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  101100             best-effort                         low         
  101101             best-effort                         low         
  101110             expedited-forwarding                low         
  101111             best-effort                         low         
  110000             network-control                     low         
  110001             best-effort                         low         
  110010             best-effort                         low         
  110011             best-effort                         low         
  110100             best-effort                         low         
  110101             best-effort                         low         
  110110             best-effort                         low         
  110111             best-effort                         low         
  111000             network-control                     low         
  111001             best-effort                         low         
  111010             best-effort                         low         
  111011             best-effort                         low         
  111100             best-effort                         low         
  111101             best-effort                         low         
  111110             best-effort                         low         
  111111             best-effort                         low 

The forwarding class determines the output queue. By default, all best-effort traffic uses

queue 0.

To view the queues that are associated, by default, with each forwarding class, use the

show class-of-service forwarding-class command. (For clarity, some of the output is

excluded.)

user@host> show class-of-service forwarding-class

Forwarding class                       ID      Queue  
  best-effort                           0       0          
  expedited-forwarding                  1       1          
  assured-forwarding                    2       2          
  network-control                       3       3          

The losspriority is usedby schedulers in conjunctionwith the randomearly discard (RED)

algorithm to control packet discard during periods of congestion. When you are thinking

about loss priorities, keep inmind that unless you configure them, they have nomeaning.

The default drop behavior is to wait until the queue is 100 percent full and then begin

dropping packets indiscriminately. When the queue dips below 100 percent full, packets

stop dropping.

The default drop behavior is shown in the show class-of-service drop-profile command.

user@host> show class-of-service drop-profile

Drop profile: <default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100

Tocreatemeanings for the various losspriorities, youmust configure customdropprofiles.

For example, youmight define the low loss priority tomean a 10 percent drop probability

when the queue is 75 percent full and a 40 percent drop probability when the queue fill

level is 95 percent. Youmight define the high loss priority to mean a 50 percent drop
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probability when the fill level is 25 percent and a 90 percent drop probability when the

fill level is 50 percent. Custom drop profiles are not included in this example, but are

mentioned here for clarity because classifiers assign loss priorities. It is important to

understand that these assignments are meaningless until you create drop profiles.

The default classifier operation is shown in Figure 10 on page 58. The figure shows two

IPv4packets enteringan interfaceandbeingclassifiedaccording to theDSCPcodepoints

in the packet headers.

Figure 10: Behavior Aggregate Classifier with TwoQueues

Classifiers are described in more detail in the following Juniper Networks Learning Byte

video.

Video: Class of Service Basics, Part 2: Classification Learning Byte

Topology

Figure 11 on page 58 shows the sample network.

Figure 11: Behavior Aggregate Classifier Scenario

It is important to apply your class-of-service configuration across the topology, instead

of applying it to a single device. Furthermore, even though classification takes effect on

incoming interfaces, you shouldapplyBAclassifiers toall coreandcore-facing interfaces.

This is because a single interface can be either incoming or outgoing, depending on the

direction of the traffic. For example, as traffic flows from Host 1 to Host 2, the incoming

interfaces are ge-1/0/7 on Device R2 and ge-2/0/6 on Device R3. As traffic flows in the

other direction, from Host 2 to Host R1, the incoming interfaces are ge-1/0/3 on Device

R2 and ge-1/0/7 on Device R1.
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TheBAclassifier is notapplied toge-1/0/1 onDeviceR1or ge-2/0/5onDeviceR3, because

these interfaces are not core facing. Generally, at the edge-facing interfaces, you would

use amultifield classifier, not a BA classifier.

“CLI Quick Configuration” on page 59 shows the configuration for all of the Juniper

Networks devices in Figure 11 on page 58. The section “Step-by-Step Procedure” on

page 59 describes the steps on Device R2.

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Device R1 set interfaces ge-1/0/1 unit 0 family inet address 172.16.50.2/30
set interfaces ge-1/0/7 unit 0 family inet address 10.30.0.1/30
set class-of-service interfaces ge-1/0/9 unit 0 classifiers dscp default

Device R2 set interfaces ge-1/0/3 unit 0 family inet address 10.40.0.1/30
set interfaces ge-1/0/7 unit 0 family inet address 10.30.0.2/30
set class-of-service interfaces ge-1/0/3 unit 0 classifiers dscp default
set class-of-service interfaces ge-1/0/7 unit 0 classifiers dscp default

Device R3 set interfaces ge-2/0/5 unit 0 family inet address 172.16.70.2/30
set interfaces ge-2/0/6 unit 0 family inet address 10.40.0.2/30

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To enable the default DSCP behavior aggregate classifier:

1. Configure the device interfaces.

[edit interfaces]
user@R2# set ge-1/0/3 unit 0 family inet address 10.40.0.1/30
user@R2# set ge-1/0/7 unit 0 family inet address 10.30.0.2/30

2. Enable the default DSCP classifier on the interfaces.

[edit class-of-service interfaces]
user@R2# set ge-1/0/3 unit 0 classifiers dscp default
user@R2# set ge-1/0/7 unit 0 classifiers dscp default

Results Fromconfigurationmode, confirm your configuration by entering the show interfacesand

show class-of-service commands. If the output does not display the intended

configuration, repeat the instructions in this example to correct the configuration.

user@R2# show interfaces
ge-1/0/3 {
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unit 0 {
family inet {
address 10.40.0.1/30;

}
}

}
ge-1/0/7 {
unit 0 {
family inet {
address 10.30.0.2/30;

}
}

}

user@R2# show class-or-service
interfaces {
ge-1/0/3 {
unit 0 {
classifiers {
dscp default;

}
}

}
ge-1/0/7 {
unit 0 {
classifiers {
dscp default;

}
}

}
}

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

Verifying Behavior Aggregate Classifiers

Purpose Verify that the default behavior aggregate classifier is enabled on the device interfaces.

Keep in mind that although the classifier operates on incoming packets, you view the

resulting queue assignment on the outgoing interface.

Action Clear the interface statistics on Device R2.1.

user@R2> clear interface statistics ge-1/0/3

2. Using extended ping fromDevice R1 or a packet generator running on a host or server,

send packets with the code point set to 001010.

Both methods are shown here. The packet generator used is hping.
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• When you are using extended ping to set the DSCP code points in the IPv4 packet

header, the type-of-service (ToS) decimal value (in this case, 40) is required in the

tos option of the ping command.

• When you are using hping to set the DSCP code points in the IPv4 packet header,

the ToS hex value (in this case, 28) is required in the --tos option of the hping

command.

If your binary-to-hex or binary-to-decimal conversion skills are rusty, you can use an

online calculator, such as

http://www.mathsisfun.com/binary-decimal-hexadecimal-converter.html .

NOTE: When you convert a binary DSCP code point value, be sure to add
two extra zeros at the end. So instead of 001010, use 00101000. These 0
values (the 7th and 8th bits) are reserved and ignored, but if you do not
include them in the conversion, your hex and decimal values will be
incorrect.

user@R1> ping 172.16.70.1 tos 40 rapid count 25

PING 172.16.70.1 (172.16.70.1): 56 data bytes
!!!!!!!!!!!!!!!!!!!!!!!!!
--- 172.16.70.1 ping statistics ---
25 packets transmitted, 25 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.430/0.477/0.847/0.079 ms

root@host1> hping 172.16.70.1 --tos 28 -c 25

HPING 172.16.70.1 (eth1 172.16.70.1): NO FLAGS are set, 40 headers + 0 data 
bytes
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=0 win=0 rtt=0.3 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=1 win=0 rtt=0.6 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=2 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=3 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=4 win=0 rtt=0.6 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=5 win=0 rtt=0.3 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=6 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=7 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=8 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=9 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=10 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=11 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=12 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=13 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=14 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=15 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=16 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=17 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=18 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=19 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=20 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=21 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=22 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=23 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=24 win=0 rtt=0.4 ms
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3. On Device R2, verify that queue 2 is incrementing.

Code point 001010 is associated with assured-forwarding, which uses queue 2 by

default.

user@R2> show interfaces extensive ge-1/0/3 | find "queue counters"

Queue counters:     Queued packets  Transmitted packets      Dropped packets
    0                   0               0                       0
    1                   0               0                       0

2                   50              25                      0
    3                   3               3                       0
  Queue number:         Mapped forwarding classes
    0                   best-effort
    1                   expedited-forwarding
    2                   assured-forwarding
    3                   network-control

Meaning The output shows that queue 2 has incremented by 50packets after sending 50packets

through the router.

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• Managing Congestion by Setting Packet Loss Priority for Different Traffic Flows on

page 337

Example: Configuring Behavior Aggregate Classifiers

Supported Platforms SRX Series, vSRX

This example shows how to configure behavior aggregate classifiers for a device to

determine forwarding treatment of packets.

• Requirements on page 62

• Overview on page 62

• Configuration on page 63

• Verification on page 66

Requirements

Before you begin, determine the forwarding class and PLP that are assigned by default

to eachwell-knownDSCP that youwant to configure for thebehavior aggregate classifier.

See Default Behavior Aggregate Classification.

Overview

You configure behavior aggregate classifiers to classify packets that contain valid DSCPs

toappropriatequeues.Onceconfigured, youmustapply thebehavior aggregateclassifier

to the correct interfaces. You can override the default IP precedence classifier by defining
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a classifier and applying it to a logical interface. To define new classifiers for all code

point types, include the classifiers statement at the [edit class-of-service]hierarchy level.

In this example, you set the DSCP behavior aggregate classifier to ba-classifier as the

default DSCPmap. You set a best-effort forwarding class as be-class, an expedited

forwarding class as ef-class, an assured forwarding class as af-class, and a network

control forwarding class as nc-class. Finally, you apply the behavior aggregate classifier

to an interface called ge-0/0/0.

Table 12 on page 63 shows how the behavior aggregate classifier assigns loss priorities,

to incoming packets in the four forwarding classes.

Table 12: Sample ba-classifier Loss Priority Assignments

ba-classifier AssignmentsFor CoS Traffic Type
mf-classifier Forwarding
Class

High-priority code point: 000001Best-effort trafficbe-class

High-priority code point: 101111Expedited forwarding trafficef-class

High-priority code point: 001100Assured forwarding trafficaf-class

High-priority code point: 110001Network control trafficnc-class

Topology

Figure 12 on page 63 shows the sample network.

Figure 12: Behavior Aggregate Classifier Scenario

“CLI Quick Configuration” on page 63 shows the configuration for all of the Juniper

Networks devices in Figure 12 on page 63.

The section “Step-by-Step Procedure” on page 64 describes the steps on Device R2.

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, copy and paste the commands into the CLI at the [edit] hierarchy level,

and then enter commit from the configuration mode.

set class-of-service classifiers dscp ba-classifier import default
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set class-of-service classifiers dscp ba-classifier forwarding-class be-class loss-priority
high code-points 000001

set class-of-service classifiers dscp ba-classifier forwarding-class ef-class loss-priority
high code-points 101111

set class-of-service classifiers dscp ba-classifier forwarding-class af-class loss-priority
high code-points 001100

set class-of-service classifiers dscp ba-classifier forwarding-class nc-class loss-priority
high code-points 110001

set class-of-service interfaces ge-0/0/0 unit 0 classifiers dscp ba-classifier

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To configure behavior aggregate classifiers for a device:

1. Configure the class of service.

[edit]
user@host# edit class-of-service

2. Configure behavior aggregate classifiers for DiffServ CoS.

[edit class-of-service]
user@host# edit classifiers dscp ba-classifier
user@host# set import default

3. Configure a best-effort forwarding class classifier.

[edit class-of-service classifiers dscp ba-classifier]
user@host# set forwarding-class be-class loss-priority high code-points 000001

4. Configure an expedited forwarding class classifier.

[edit class-of-service classifiers dscp ba-classifier]
user@host# set forwarding-class ef-class loss-priority high code-points 101111

5. Configure an assured forwarding class classifier.

[edit class-of-service classifiers dscp ba-classifier]
user@host# set forwarding-class af-class loss-priority high code-points 001100

6. Configure a network control forwarding class classifier.

[edit class-of-service classifiers dscp ba-classifier]
user@host# set forwarding-class nc-class loss-priority high code-points 110001

7. Apply the behavior aggregate classifier to an interface.

[edit]
user@host# set class-of-service interfaces ge-0/0/0 unit 0 classifiers dscp
ba-classifier
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NOTE: You can use interface wildcards for interface-name and

logical-unit-number.

Results Fromconfigurationmode, confirmyour configurationbyentering the showclass-of-service

command. If the output does not display the intended configuration, repeat the

configuration instructions in this example to correct it.

[edit]
user@host# show class-of-service
classifiers {
dscp ba-classifier {
import default;
forwarding-class be-class {
loss-priority high code-points 000001;

}
forwarding-class ef-class {
loss-priority high code-points 101111;

}
forwarding-class af-class {
loss-priority high code-points 001100;

}
forwarding-class nc-class {
loss-priority high code-points 110001;

}
}
forwarding-classes {
class BE-data queue-num0;
class Premium-data queue-num 1;
class Voice queue-num 2;
class NC queue-num 3;

}
interfaces {
ge-0/0/0 {
unit 0 {
classifiers {
dscp ba-classifier;

}
}

}
ge-1/0/9 {
unit 0 {
classifiers {
dscp v4-ba-classifier;

}
ge-1/0/9 {
unit 0 {
classifiers {
dscp v4-ba-classifier;

}
ge-1/0/9 {
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unit 0 {
classifiers {
dscp v4-ba-classifier;

}
}

}
}

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

• Verifying the Code-Point Aliases on page 66

• Verifying the DSCP Classifier on page 67

• Verifying the Forwarding Classes and Output Queues on page 68

• Verifying That the Classifier Is Applied to the Interfaces on page 69

• Verifying Behavior Aggregate Classifiers on page 69

Verifying the Code-Point Aliases

Purpose Make sure that the code-point aliases are configured as expected.

Action On Device R2, run the show class-of-service code-point-aliases dscp command.

user@R2> show class-of-service code-point-aliases dscp

Code point type: dscp
  Alias              Bit pattern
  af11               001010         
  af12               001100         
  af13               001110         
  af21               010010         
  af22               010100         
  af23               010110         
  af31               011010         
  af32               011100         
  af33               011110         
  af41               100010         
  af42               100100         
  af43               100110         
  be                 000000         
be1                000001

  cs1                001000         
  cs2                010000         
  cs3                011000         
  cs4                100000         
  cs5                101000         
  cs6                110000         
  cs7                111000         
  ef                 101110         
ef1                101111

  nc1                110000         

Copyright © 2017, Juniper Networks, Inc.66

Class of Service Feature Guide for Routing Devices



  nc2                111000         

Meaning The code-point aliases are configured as expected. Notice that the custom aliases that

you configure are added to the default code-point aliases.

Verifying the DSCP Classifier

Purpose Make sure that the DSCP classifier is configured as expected.

Action On Device R2, run the show class-of-service classifiers name v4-ba-classifier command.

user@R2> show class-of-service classifiers name v4-ba-classifier

Classifier: v4-ba-classifier, Code point type: dscp, Index: 10755
  Code point         Forwarding class                    Loss priority
  000000             BE-data                             high        
  000001             BE-data                             low         
  000010             BE-data                             low         
  000011             BE-data                             low         
  000100             BE-data                             low         
  000101             BE-data                             low         
  000110             BE-data                             low         
  000111             BE-data                             low         
  001000             BE-data                             low         
  001001             BE-data                             low         
  001010             Voice                               low         
  001011             BE-data                             low         
  001100             Voice                               high        
  001101             BE-data                             low         
  001110             Voice                               high        
  001111             BE-data                             low         
  010000             BE-data                             low         
  010001             BE-data                             low         
  010010             BE-data                             low         
  010011             BE-data                             low         
  010100             BE-data                             low         
  010101             BE-data                             low         
  010110             BE-data                             low         
  010111             BE-data                             low         
  011000             BE-data                             low         
  011001             BE-data                             low         
  011010             BE-data                             low         
  011011             BE-data                             low         
  011100             BE-data                             low         
  011101             BE-data                             low         
  011110             BE-data                             low         
  011111             BE-data                             low         
  100000             BE-data                             low         
  100001             BE-data                             low         
  100010             BE-data                             low         
  100011             BE-data                             low         
  100100             BE-data                             low         
  100101             BE-data                             low         
  100110             BE-data                             low         
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  100111             BE-data                             low         
  101000             BE-data                             low         
  101001             BE-data                             low         
  101010             BE-data                             low         
  101011             BE-data                             low         
  101100             BE-data                             low         
  101101             BE-data                             low         
  101110             Premium-data                        high        
  101111             Premium-data                        low         
  110000             NC                                  low         
  110001             BE-data                             low         
  110010             BE-data                             low         
  110011             BE-data                             low         
  110100             BE-data                             low         
  110101             BE-data                             low         
  110110             BE-data                             low         
  110111             BE-data                             low         
  111000             NC                                  low         
  111001             BE-data                             low         
  111010             BE-data                             low         
  111011             BE-data                             low         
  111100             BE-data                             low         
  111101             BE-data                             low         
  111110             BE-data                             low         
  111111             BE-data                             low         

Meaning Notice that the default classifier is incorporated into the customer classifier. If you were

to remove the import default statement from the custom classifier, the custom classifier

would look like this:

user@R2> show class-of-service classifier name v4-ba-classifier
Classifier: v4-ba-classifier, Code point type: dscp, Index: 10755
  Code point         Forwarding class                    Loss priority
  000000             BE-data                             high        
  000001             BE-data                             low         
  101110             Premium-data                        high        
  101111             Premium-data                        low   

Verifying the Forwarding Classes and Output Queues

Purpose Make sure that the forwarding classes are configured as expected.

Action On Device R2, run the show class-of-service forwarding-class command.

user@R2> show class-of-service forwarding-class

Forwarding class                       ID      Queue  Restricted queue  Fabric 
priority  Policing priority   SPU priority
  BE-data                               0       0          0             low    
            normal            low    
  Premium-data                          1       1          1             low    
            normal            low    
  Voice                                 2       2          2             low    
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            normal            low    
  NC                                    3       3          3             low    
            normal            low 

Meaning The forwarding classes are configured as expected.

Verifying That the Classifier Is Applied to the Interfaces

Purpose Make sure that the classifier is applied to the correct interfaces.

Action On Device R2, run the show class-of-service interface command.

user@R2> show class-of-service interface ge-1/0/3

Physical interface: ge-1/0/3, Index: 144
Queues supported: 8, Queues in use: 4
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled

  Logical interface: ge-1/0/3.0, Index: 333
Object                  Name                   Type                    Index
Classifier              v4-ba-classifier       dscp                    10755

user@R2> show class-of-service interface ge-1/0/9

Physical interface: ge-1/0/9, Index: 150
Queues supported: 8, Queues in use: 4
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled

  Logical interface: ge-1/0/9.0, Index: 332
Object                  Name                   Type                    Index
Classifier              v4-ba-classifier       dscp                    10755

Meaning The interfaces are configured as expected.

Verifying Behavior Aggregate Classifiers

Purpose Verify that the behavior aggregate classifiers were configured properly on the device.

Action From configuration mode, enter the show class-of-service command.

When you are using hping to set the DSCP code points in the IPv4 packet header, the

type-of-service (ToS) hex value (in this case, BC) is required in the --tos option of the

hping command.

If your binary-to-hex or binary-to-decimal conversion skills are rusty, you can use an

online calculator, such as

http://www.mathsisfun.com/binary-decimal-hexadecimal-converter.html .
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NOTE: Whenyou convert a binaryDSCPcodepoint value, be sure to add two
extra zeros at the end. So instead of 101111, use 10111100. These 0 values (the
7th and 8th bits) are reserved and ignored, but if you do not include them in
the conversion, your hex and decimal values will be incorrect.

Extended Ping Sent fromDevice R1

user@R1> ping 172.16.70.1 tos 188 rapid count 25

PING 172.16.70.1 (172.16.70.1): 56 data bytes
!!!!!!!!!!!!!!!!!!!!!!!!!
--- 172.16.70.1 ping statistics ---
25 packets transmitted, 25 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.404/0.483/1.395/0.207 ms

hping Sent fromHost 1

root@host1> hping 172.16.70.1 --tos BC -c 25

HPING 172.16.70.1 (eth1 172.16.70.1): NO FLAGS are set, 40 headers + 0 data bytes
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=0 win=0 rtt=0.3 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=1 win=0 rtt=0.6 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=2 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=3 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=4 win=0 rtt=0.6 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=5 win=0 rtt=0.3 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=6 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=7 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=8 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=9 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=10 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=11 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=12 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=13 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=14 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=15 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=16 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=17 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=18 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=19 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=20 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=21 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=22 win=0 rtt=0.4 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=23 win=0 rtt=0.5 ms
len=46 ip=172.16.70.1 ttl=61 DF id=0 sport=0 flags=RA seq=24 win=0 rtt=0.4 ms

OnDevice R2, Verify that Queue 2 is Incrementing.

Code point 101111 is associated with Premium-data, which uses queue 1.

user@R2> show interfaces extensive ge-1/0/3 | find "queue counters"

Queue counters:   Queued packets   Transmitted packets   Dropped packets
  0                            0                     0                 0
  1                           50                    50                 0
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  2                            0                     0                 0
  3                           42                    42                 0
  Queue number:         Mapped forwarding classes
    0                   BE-data
    1                   Premium-data
    2                   Voice
    3                   NC
...

Meaning The output shows that queue 1 has incremented by 50 packets after sending 50 packets

through the router.

Related
Documentation

Interfaces Feature Guide for Security Devices•

• Classification Overview

• Sample Behavior Aggregate Classification

• Understanding Packet Loss Priorities

Understanding DSCP Classification for VPLS

Supported Platforms EX Series,MSeries,MXSeries, T Series

YoucanperformDifferentiatedServicesCodePoint (DSCP)classification for IPv4packets

onEthernet interfaces thatarepartofavirtualprivateLANservice (VPLS) routing instance

on the ingress provider edge (PE) router. This is supported on the M320 router with

Enhanced type III FPC and the M120 router. On the ATM II IQ PIC, the

ether-vpls-over-atm-llc encapsulation statement is required. On the Intelligent Queuing

2 (IQ2) or Intelligent Queuing 2 Enhanced (IQ2E) PICs, the vlan-vpls encapsulation

statement is required. DSCP for IPv6 and Internet precedence for IPv6 are not supported.

In order to perform DSCP classification for IPv4 packets on Ethernet interfaces that are

part of a VPLS routing instance on the ingress PE router, you must make sure of the

following:

• The correct encapsulation statement based on PIC type is configured for the interface.

• The DSCP classifier is defined (default is allowed) at the [edit class-of-service

classifiers] hierarchy level.

• The defined DSCP classifier is applied to the interface.

• The interface is included in the VPLS routing instance on the ingress of the PE router.

A VPLS routing instance with the no-tunnel-services option configured has a default

MPLS EXP classifier applied to the label-switched interface for all VPLS packets coming

from the remote VPLS PE. This default classifier is modifiable only on MX Series routers.

OnTSeries, when no-tunnel-services option is configured, the customclassifier for VPLS

instances is not supported.
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NOTE: With no-tunnel-services configured, a custom classifier for VPLS

routing instancesonTSeriesandLMNRbasedFPCforM320 isnotsupported.
When a wild card configuration or explicit routing instances are configured
for VPLSonCoSCLI, the customclassifier binding results in default classifier
binding on Packet Forwarding Engine (PFE).

For example, on routing devices with eight queues (Juniper Networks M120 and M320

Multiservice Edge Routers, MX Series 3D Universal Edge Routers, and T Series Core

Routers), thedefault classificationapplied tono-tunnel-servicesVPLSpacketsare shown

in Table 13 on page 72.

Table 13: Default VPLS Classifiers

Forwarding Class/QueueMPLS Label EXP Bits

0000

1001

2010

3011

4100

5101

6110

7111

NOTE: Forwardingclass toqueuenumbermapping isnotalwaysone-to-one.
Forwarding classes and queues are only the samewhen default
forwarding-class-to-queuemapping is in effect. Formore information about
configuring forwarding class and queues, see “Configuring a Custom
Forwarding Class for Each Queue” on page 191.

OnMX Series routers, VPLS filters and policers act on a Layer 2 frame that includes the

media access control (MAC) header (after any VLAN rewrite or other rules are applied),

but does not include the cyclical redundancy check (CRC) field.

NOTE: OnMX Series routers, if you apply a counter in a firewall for egress
MPLS or VPLS packets with the EXP bits set to 0, the counter will not tally
these packets.
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Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

Example: Configuring DSCP Classification for VPLS

Supported Platforms EX Series,MSeries,MXSeries, T Series

This example shows how to configure a DSCP classifier for a virtual private LAN service

(VPLS).

• Requirements on page 73

• Overview on page 73

• Configuration on page 73

Requirements

This example uses the following hardware and software components:

• AnM Series Multiservice Edge Router (M120 and M320 only), MX Series 3D Universal

Edge Router, or T Series Core Router (TX Matrix and TXMatrix Plus only) with an ATM

interface.

• Junos OS Release 10.4 or later.

Overview

In this example, you configure a DSCP classifier dscp_vpls on ATM interface at-4/1/1with

ether-vpls-over-atm-llc encapsulation. The classifier dscp_vpls is applied to the interface

and the interface is listed in the VPLS routing instance vpls1 on the ingress PE router.

Configuration

CLI Quick
Configuration

To quickly configure the DSCP classifier for a virtual private LAN service (VPLS), copy

the following commands to a text file, remove any line breaks, and then paste the

commands into the CLI.

user@host# set interfaces at-4/1/1 mtu 9192
user@host# set interfaces at-4/1/1 atm-options vpi 10
user@host# set interfaces at-4/1/1 unit 0 encapsulation ether-vpls-over-atm-llc
user@host# set interfaces at-4/1/1 unit 0 vci 10.128
user@host# set interfaces at-4/1/1 unit 0 family vpls
user@host# set class-of-service classifiers dscp dscp_vpls forwarding-class
expedited-forwarding loss-priority low code-points 000010

user@host# set interfaces at-4/1/1 unit 0 classifiers dscp dscp_vpls
user@host# set routing-instances vpls1 instance-type vpls
user@host# set routing-instances vpls1 interface at-4/1/1.0
user@host# set routing-instances vpls1 route-distinguisher 10.255.245.51:1
user@host# set routing-instances vpls1 vrf-target target:1234:1
user@host# set routing-instances vpls1 protocols vpls site-range 10
user@host# set routing-instances vpls1 protocols vpls no-tunnel-services
user@host# set routing-instances vpls1 protocols vpls site vpls-1-site-1 site-identifier 1

73Copyright © 2017, Juniper Networks, Inc.

Chapter 2: Assigning Service Levels with Behavior Aggregate Classifiers

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ex-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


Configuring the DSCP Classifier for a Virtual Private LAN Service (VPLS)

Step-by-Step
Procedure

The following example requires that you navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To configure the DSCP classifier for a virtual private LAN service (VPLS:

1. Configure the ATM interface at-4/1/1.0 and the encapsulation as

ether-vpls-over-atm-llc.

[edit interfaces]
user@host# set at-4/1/1 mtu 9192
user@host# set at-4/1/1 atm-options vpi 10
user@host# set at-4/1/1 unit 0 encapsulation ether-vpls-over-atm-llc
user@host# set at-4/1/1 unit 0 vci 10.128
user@host# set at-4/1/1 unit 0 family vpls

2. Configure the DSCP classifier dscp_vpls.

[edit class-of-service]
user@host# set classifiers dscp dscp_vpls forwarding-class expedited-forwarding
loss-priority low code-points 000010

3. Apply the classifier dscp_vpls to the ATM interface at-4/1/1.0.

[edit interfaces]
user@host# set at-4/1/1 unit 0 classifiers dscp dscp_vpls

4. Include the ATM interface virtual circuit at-4/1/1.0 as part of the routing instance

vpls1 configuration.

user@host# set routing-instances vpls1 instance-type vpls
user@host# set routing-instances vpls1 interface at-4/1/1.0
user@host# set routing-instances vpls1 route-distinguisher 10.255.245.51:1
user@host# set routing-instances vpls1 vrf-target target:1234:1
user@host# set routing-instances vpls1 protocols vpls site-range 10
user@host# set routing-instances vpls1 protocols vpls no-tunnel-services
user@host#set routing-instancesvpls1protocolsvplssitevpls-1-site-1 site-identifier
1

Results

From configuration mode, confirm your configuration by entering the show interfaces,

show class-of-service, and show routing-instances commands. If the output does not

display the intended configuration, repeat the instructions in this example to correct the

configuration.

user@host# show interfaces at-4/1/1

mtu 9192;
atm-options {
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    vpi 10;
}
unit 0 {
     classifiers {
       dscp dscp_vpls;
}    
     encapsulation ether-vpls-over-atm-llc;
     vci 10.128;
     family vpls;
}

user@host# show class-of-service

classifiers {
    dscp dscp_vpls {
        forwarding-class expedited-forwarding {
            loss-priority low code-points 000010;
        }
    }
}

user@host# show routing-instances

vpls1 {
    instance-type vpls;
    interface at-4/1/1.0;
    route-distinguisher 10.255.245.51:1;
    vrf-target target:1234:1;
    protocols {
        vpls {
            site-range 10;
            no-tunnel-services;
            site vpls-1-site-1 {
                site-identifier 1;
            }
        }
    }
}

Related
Documentation

Understanding DSCP Classification for VPLS on page 71•

Configuring Class of Service for MPLS LSPs

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

The following sections provide an overview of MPLS class of service (CoS) and describe

how to configure the MPLS CoS value:

• Class of Service for MPLS Overview on page 76

• Configuring the MPLS CoS Values on page 76

• Rewriting IEEE 802.1p Packet Headers with the MPLS CoS Value on page 78

75Copyright © 2017, Juniper Networks, Inc.

Chapter 2: Assigning Service Levels with Behavior Aggregate Classifiers

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/acx-series/
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ex-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


Class of Service for MPLSOverview

When IP traffic enters an LSP tunnel, the ingress router marks all packets with a CoS

value, which is used to place the traffic into a transmission priority queue. On the router,

for SDH/SONET and T3 interfaces, each interface has four transmit queues. The CoS

value is encoded as part of the MPLS header and remains in the packets until the MPLS

header is removed when the packets exit from the egress router. The routers within the

LSP utilize the CoS value set at the ingress router. The CoS value is encoded bymeans

of the CoS bits (also known as the EXP or experimental bits). For more information, see

MPLS Label Allocation.

MPLS class of service works in conjunction with the router’s general CoS functionality.

If you do not configure any CoS features, the default general CoS settings are used. For

MPLS class of service, youmight want to prioritize how the transmit queues are serviced

byconfiguringweighted round-robin, and toconfigurecongestionavoidanceusing random

early detection (RED)..

Configuring theMPLS CoS Values

When traffic enters an LSP tunnel, theCoS value in theMPLSheader is set in oneof three

ways:

• The number of the output queue into which the packet was buffered and the packet

loss priority (PLP) bit are written into the MPLS header and are used as the packet’s

CoS value. This behavior is the default, and no configuration is required. “DefaultMPLS

EXP Classifier” on page 40 explains the default MPLS CoS values, and summarizes

how the CoS values are treated.

• You set a fixed CoS value on all packets entering the LSP tunnel. A fixed CoS value

means that all packets entering the LSP receive the same class of service.

• You set an MPLS EXP rewrite rule to override the default behavior.

To set a fixed CoS value on all packets entering the LSP, include the class-of-service

statement:

class-of-service cos-value;

You can include this statement at the following hierarchy levels:

• [edit protocolsmpls]

• [edit protocolsmpls label-switched-path path-name]

• [edit protocolsmpls label-switched-path path-name primary path-name]

• [edit protocolsmpls label-switched-path path-name secondary path-name]

• [edit protocols rsvp interface interface-name link-protection]

• [edit protocols rsvp interface interface-name link-protection bypass destination]

• [edit logical-systems logical-system-name protocolsmpls]

• [edit logical-systems logical-system-name protocolsmpls label-switched-path

path-name]
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• [edit logical-systems logical-system-nameprotocolsmpls label-switched-pathpath-name

primary path-name]

• [edit logical-systems logical-system-nameprotocolsmpls label-switched-pathpath-name

secondary path-name]

• [edit logical-systems logical-system-name protocols rsvp interface interface-name

link-protection ]

• [edit logical-systems logical-system-name protocols rsvp interface interface-name

link-protection bypass destination]

The CoS value set using the class-of-service statement at the [edit protocolsmpls]

hierarchy level supersedes the CoS value set at the [edit class-of-service] hierarchy level

for an interface. Effectively, the CoS value configured for an LSP overrides the CoS value

set for an interface.

Theclass-of-service statementat the [editprotocolsmpls label-switched-path]hierarchy

level assigns an initial EXP value for the MPLS shim header of packets in the LSP. This

value is initializedat the ingress routingdeviceonly andoverrides the rewrite configuration

established for that forwarding class. However, the CoS processing (weighted round

robin [WRR] and RED) of packets entering the ingress routing device is not changed by

theclass-of-service statementonanMPLSLSP.Classification is still basedon thebehavior

aggregate (BA) classifier at the [edit class-of-service] hierarchy level or the multifield

classifier at the [edit firewall] hierarchy level.

BEST PRACTICE: We recommend configuring all routing devices along the
LSP to have the same input classifier for EXP, and, if a rewrite rule is
configured, all routing devices should have the same rewrite configuration.
Otherwise, traffic at the next LSRmight be classified into a different
forwarding class, resulting in a different EXP value being written to the EXP
header.

The CoS value can be a decimal number from 0 through 7. This number corresponds to

a3-bit binary number. Thehigh-order 2 bits of theCoSvalue selectwhich transmit queue

to use on the outbound interface card.

The low-order bit of the CoS value is treated as the PLP bit and is used to select the RED

drop profile to use on the output queue. If the low-order bit is 0, the non-PLP drop profile

is used, and if the low-order bit is 1, the PLP drop profile is used. It is generally expected

that RED will more aggressively drop packets that have the PLP bit set. For more

information about RED and drop profiles, see “Managing Congestion Using RED Drop

Profiles and Packet Loss Priorities” on page 329.

NOTE: Configuring the PLP drop profile to drop packets more aggressively
(for example, setting the CoS value from 6 to 7) decreases the likelihood of
traffic getting through.
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Table 14onpage78summarizeshowMPLSCoSvaluescorrespond to the transmitqueue

and PLP bit. Note that in MPLS, the mapping between the CoS bit value and the output

queue is hard-coded. You cannot configure the mapping for MPLS; you can configure it

only for IPv4 traffic flows, asdescribed in “UnderstandingHowForwardingClassesAssign

Classes to Output Queues” on page 185.

Table 14: MPLS CoS Values

PLP BitTransmit QueueBitsMPLS CoS Value

Not set00000

Set00011

Not set10102

Set10113

Not set21004

Set21015

Not set31106

Set31117

Because the CoS value is part of the MPLS header, the value is associated with the

packets only as they travel through the LSP tunnel. The value is not copied back to the

IP header when the packets exit from the LSP tunnel.

To configure class of service (CoS) for Multiprotocol Label Switching (MPLS) packets

in a label-switched path (LSP):

1. Specify the CoS value

If you do not specify a CoS value, the IP precedence bits from the packet’s IP header

are used as the packet’s CoS value.

Rewriting IEEE 802.1p Packet Headers with theMPLS CoS Value

For Ethernet interfaces installed on a T Series router or an M320 router with a peer

connection to an M Series router or a T Series router, you can rewrite both MPLS CoS

and IEEE 802.1p values to a configured value (the MPLS CoS values are also known as

the EXP or experimental bits). Rewriting these values allows you to pass the configured

value to the Layer 2 VLAN path. To rewrite both the MPLS CoS and IEEE 802.1p values,

youmust include the EXP and IEEE 802.1p rewrite rules in the class of service interface

configuration. The EXP rewrite table is applied when you configure the IEEE 802.1p and

EXP rewrite rules.

For information about how to configure the EXP and IEEE 802.1p rewrite rules, see

“Rewriting Packet Headers to Ensure Forwarding Behavior” on page 361.
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Related
Documentation

Default MPLS EXP Classifier on page 40•

Applying DSCP Classifiers to MPLS Traffic

Supported Platforms ACX Series,MSeries,MXSeries, T Series

OnMX960,MX480,MX240,MX80,M120, andM320 routerswithEnhancedType III FPCs

andEXSeries switchesonly, youcanconfigureuser-definedDSCP-basedBAclassification

for MPLS interfaces or VPLS/L3VPN routing instances (LSI interfaces).

NOTE: You cannot configure user-defined DSCP-based BA classification for
MPLS interfaces on IQE PICs or on MX Series routers or EX Series switches
when ingress queuing is used.

The following examples show how you can apply DSCP classifiers for MPLS traffic on

core-facing interfacesandVPLS/L3VPNrouting instances.Theseclassifiersareapplicable

on egress PE routers for VPLS and L3VPN cases. For plain interfaces (not VPLS/L3VPN

(LSI) interfaces), theseclassifiersareapplicableonPandegressPE routersoncore-facing

interfaces.

• Applying a DSCP Classifier to MPLS Packets on a Core-facing Interface on page 79

• Applying a DSCP Classifier to MPLS Traffic for L3VPN/VPLS on page 81

Applying a DSCP Classifier to MPLS Packets on a Core-facing Interface

The following procedure requires that you navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

The following example:

a. Configures core-facing interface ge-5/3/1.0 for protocol families IPv4, IPv6, and

International Organization for Standardization Open Systems Interconnection (ISO

OSI)

b. Configures the DSCP classifier dscp11.

c. Apply the DSCP classifier to the logical interface for the MPLS family.

To configure and apply a DSCP classifier to MPLS packets on a core-facing interface:

1. Configure the core-facing interface and associated logical interfaces.

[edit interfaces ge-5/3/1 unit 0]
user@host # set family inet address 10.1.1.1/24
user@host # set family iso
user@host # set family inet6 address 2001:db8::1/64
user@host # set family mpls

2. Configure the DSCP classifier.
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[edit class-of-service classifiers dscp dscp11]
user@host# set forwarding-class expedited-forwarding loss-priority lowcode-points
[ef cs5]

user@host # set forwarding-class assured-forwarding loss-priority low code-points
[af21 af31 af41 cs4]

user@host # set forwarding-class assured-forwarding loss-priority high code-points
[af23 af33 af43 cs2 af22 af32 af42 cs3]

user@host # set forwarding-class best-effort loss-priority low code-points [af11 cs1
af12]

user@host # set forwarding-class best-effort loss-priority high code-points af13
user@host # set forwarding-class network-control loss-priority low code-points [cs6
cs7]

3. Apply the classifier to the logical interface for the MPLS family.

NOTE: You cannot configuremore than one classifier per family.

[edit class-of-service interfaces ge-5/3/1 unit 0]
user@host # set classifiers dscp dscp11 family mpls

4. Confirm the configuration.

[edit interfaces ge-5/3/1 unit 0]
user@host# show

family inet {
    address 10.1.1.1/24;
}
family iso;
family inet6 {
    address 2001:db8::1/64;
}
family mpls;

[edit class-of-service classifiers dscp dscp11]
user@host# show

forwarding-class expedited-forwarding {
    loss-priority low code-points [ ef cs5 ];
}
forwarding-class assured-forwarding {
    loss-priority low code-points [ af21 af31 af41 cs4 ];
    loss-priority high code-points [ af23 af33 af43 cs2 af22 af32 af42 cs3 ];
}
forwarding-class best-effort {
    loss-priority low code-points [ af11 cs1 af12 ];
    loss-priority high code-points af13;
}
forwarding-class network-control {
    loss-priority low code-points [ cs6 cs7 ];
}

[edit class-of-service interfaces ge-5/3/1 unit 0]
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user@host# show

classifiers {
    dscp dscp11 {
        family mpls;
    }
}

5. Save the configuration.

[edit]
user@host# commit

Applying a DSCP Classifier to MPLS Traffic for L3VPN/VPLS

The following procedure requires that you navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

The following example:

a. Configures routing instances of type either vrf or vpls.

b. Configures the DSCP classifier.

c. Attaches the classifier to the routing instance.

To configure and apply a DSCP classifier to MPLS traffic for L3VPN/VPLS:

1. Configure routing instances of type either vrf or vpls.

[edit routing-instances vpls1]
user@host# set instance-type vpls
user@host# set interface ge-2/2/2.0
user@host# set route-distinguisher 10.255.245.51:1
user@host# set vrf-target target:1234:1
user@host# set protocols vpls site-range 10
user@host# set protocols vpls no-tunnel-services
user@host# set protocols vpls site vpls-1-site-1 site-identifier 1

2. Configure the DSCP classifier.

[edit class-of-service classifiers dscp dscp11]
user@host# set forwarding-class expedited-forwarding loss-priority lowcode-points
[ef cs5]

user@host # set forwarding-class assured-forwarding loss-priority low code-points
[af21 af31 af41 cs4]

user@host # set forwarding-class assured-forwarding loss-priority high code-points
[af23 af33 af43 cs2 af22 af32 af42 cs3]

user@host # set forwarding-class best-effort loss-priority low code-points [af11 cs1
af12]

user@host # set forwarding-class best-effort loss-priority high code-points af13
user@host # set forwarding-class network-control loss-priority low code-points [cs6
cs7]
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3. Attach the classifier to the routing instance.

[edit class-of-service routing-instances vpls1]
user@host # set classifiers dscp dscp11

NOTE: Youcannotconfiguremorethanoneclassifierper routing instance.

4. Confirm the configuration.

[edit routing-instances vpls1]
user@host# show

instance-type vpls;
interface ge-2/2/2.0; ## customer facing interface
route-distinguisher 10.255.245.51:1;
vrf-target target:1234:1;
protocols {
    vpls {
        site-range 10;
        no-tunnel-services;
        site vpls-1-site-1 {
            site-identifier 1;
        }
    }
}

[edit class-of-service]
user@host# show

classifiers {
    dscp dscp11 {
        forwarding-class expedited-forwarding {
            loss-priority low code-points [ ef cs5 ];
        }
        forwarding-class assured-forwarding {
            loss-priority low code-points [ af21 af31 af41 cs4 ];
            loss-priority high code-points [ af23 af33 af43 cs2 af22 af32 af42
 cs3 ];
        }
        forwarding-class best-effort {
            loss-priority low code-points [ af11 cs1 af12 ];
            loss-priority high code-points af13;
        }
        forwarding-class network-control {
            loss-priority low code-points [ cs6 cs7 ];
        }
    }
}
routing-instances {
    vpls1 {
        classifiers {
            dscp dscp11;
        }
    }
}
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5. Save the configuration.

[edit]
user@host# commit

Related
Documentation

Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51•

ApplyingMPLS EXP Classifiers to Routing Instances

Supported Platforms EX Series,MSeries,MXSeries, T Series

This topic shows how to apply MPLS EXP classifiers to routing instances.

WhenyouenableVRF table labelsandyoudonotexplicitly applyaclassifier configuration

to the routing instance, the defaultMPLSEXP classifier is applied to the routing instance.

For detailed informationaboutVRF table labels, see the JunosOSVPNsLibrary forRouting

Devices.

The default MPLS EXP classification table contents are shown in Table 15 on page 83.

Table 15: Default MPLS EXP Classifier

Loss PriorityForwarding ClassMPLS EXP Bits

lowbest-effort000

highbest-effort001

lowexpedited-forwarding010

highexpedited-forwarding011

lowassured-forwarding100

highassured-forwarding101

lownetwork-control110

highnetwork-control111
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NOTE: Attimesyoumightneedtomaintain theoriginalclassifier—forexample
withbridgedomains,where youneitherwant to configure a customclassifier
for the routing instancenoraccept thedefault classifier,whichwouldoverride
the original classifier. Starting with Junos OS Release 16.1, on MX Series
devices only, you canmaintain the original MPLS EXP classifier. To do so,
apply the no-default option for the routing instance. For example:

[edit class-of-service]
routing-instances routing-instance-name {
classifiers {
no-default;

}
}

This topic describes:

• ConfiguringandApplyingCustomMPLSEXPClassifiers toRouting Instancesonpage84

• Applying Global Classifiers andWildcard Routing Instances on page 85

• Applying Global MPLS EXP Classifiers to Routing Instances on page 86

• Applying Classifiers by UsingWildcard Routing Instances on page 87

• Verifying the Classifiers Associated with Routing Instances on page 88

Configuring and Applying CustomMPLS EXP Classifiers to Routing Instances

NOTE: The following caveats apply to customMPLS EXP classifiers for
routing instances:

• An enhanced FPC is required.

• Logical systems are not supported.

For PICs that are installed on enhanced FPCs, you can override the default MPLS EXP

classifier and apply a custom classifier to a routing instance.

The following procedure requires that you navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To apply a custom classifier to a routing instance:

1. Filter traffic based on the IP header.

[edit]
user@host# edit routing-instances routing-instance-name
user@host# set vrf-table-label

2. Configure the customMPLS EXP classifier.

[edit]
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user@host# edit class-of-service
user@host#setclassifiersexpclassifier-name importclassifier-name forwarding-class
class-name loss-priority level code-points [ aliases ] [ bit-patterns]

user@host# set forwarding-classes queue queue-number class-name priority (high |
low)

3. Apply the customMPLS EXP classifier to the routing instance..

[edit class-of-service routing-instances routing-instance-name classifiers]
user@host# set exp classifier-name;

4. Commit and confirm your configuration.

[edit]
user@host# show class-of-service routing-instances

Applying Global Classifiers andWildcard Routing Instances

To apply a classifier to all routing instances:

• Specify that the MPLS EXP classifier is for all routing instances.

[edit class-of-service ]
user@host# set routing-instances all classifiers exp classifier-name

For routing instances associated with specific classifiers, the global configuration is

ignored.

To use a wildcard to apply a classifier to all routing instances:

• Include an asterisk (*) in the name of the routing instance.

[edit]]
user@host# edit class-of-service routing-instances routing-instance-name*
user@host# set classifiers exp classifier-name

Thewildcard configuration follows the longest match. If there is a specific configuration,

it is given precedence over the wildcard configuration.

NOTE: Wildcards and the all keyword are supported at the [edit

class-of-service routing-instances] hierarchy level but not at the [edit

routing-instances] hierarchy level.

If you configure a routing instance at the [edit routing-instances] hierarchy

level with, for example, the name vpn*, Junos OS treats vpn* as a valid and

distinct routing instance name. If you then try to apply a classifier to the vpn*

routing instanceat the [edit class-of-service routing-instances]hierarchy level,

the JunosOS treats the vpn* routing instance nameas awildcard, and all the

routing instances that start with vpn and do not have a specific classifier

applied receive theclassifierassociatedwithvpn*. This samebehaviorapplies

with the all keyword.
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Applying Global MPLS EXP Classifiers to Routing Instances

This example shows how to apply a global classifier to all routing instances and then

override the global classifier for a specific routing instance. In this example, there are

three routing instances: vpn1, vpn2, and vpn3, each with VRF table label enabled. The

classifier exp-classifier-global is applied to vpn1 and vpn2 (that is, all but vpn3, which is

listed separately). The classifier exp-classifier-3 is applied to vpn3.

The following procedure requires that you navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To configure a global classifier for all routing instances and override the global classifier

for a specific routing instance:

1. Enable the VRF table label for all three routing instances.

[edit routing-instances]
user@host#
user@host# set vpn1 vrf-table-label
user@host# set vpn2 vrf-table-label
user@host# set vpn3 vrf-table-label

2. Apply the EXP classifier exp-classifier-global to all routing instances.

[edit class-of-service routing-instances]
user@host# set all classifiers exp exp-classifier-global

3. Apply the EXP classifier exp-classifier-3 to only the routing-instance vpn3.

[edit class-of-service routing-instances]
user@host# set vpn3 classifiers exp exp-classifier-3

4. Confirm your configuration.

[edit routing-instances]
user@host# show

vpn1 {
vrf-table-label;
}
vpn2 {
vrf-table-label;
}
vpn3 {
vrf-table-label;
}
[edit class-of-service routing-instances]

[edit class-of-service routing-instances]
user@host# show

all {
classifiers {
exp exp-classifier-global;
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}
}
vpn3 {
classifiers {
exp exp-classifier-3;
}
}

Applying Classifiers by UsingWildcard Routing Instances

Configure a wildcard routing instance and override the wildcard with a specific routing

instance. In this example, there are three routing instances: vpn-red, vpn-yellow, and

vpn-green, eachwithVRF table label enabled. The classifier exp-class-wildcard is applied

to vpn-yellow and vpn-green. The classifier exp-class-red is applied to vpn-red.

The following procedure requires that you navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To configure awildcard routing instance and override thewildcardwith a specific routing

instance:

1. Enable the VRF table label for all three routing instances.

[edit routing-instances]
user@host#
user@host# set vpn-red vrf-table-label
user@host# set vpn-yellow vrf-table-label
user@host# set vpn-green vrf-table-label

2. Apply theEXPclassifierexp-class-wildcard toall routing instancesbyusingawildcard.

[edit class-of-service routing-instances]
user@host# set vpn* classifiers exp exp-class-wildcard

3. Apply the EXP classifier exp-class-red to only the routing-instance vpn-red.

[edit class-of-service routing-instances]
user@host# set vpn-red classifiers exp exp-class-red

4. Commit and confirm your configuration.

[edit routing-instances]
user@host# show

vpn-red {
vrf-table-label;
}
vpn-yellow {
vrf-table-label;
}
vpn-green {
vrf-table-label;
}
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[edit class-of-service routing-instances]
user@host# show

vpn* {
classifiers {
exp exp-class-wildcard;
}
}
vpn-red {
classifiers {
exp exp-class-red;
}
}

Verifying the Classifiers Associatedwith Routing Instances

Purpose Display the MPLS EXP classifiers associated with two routing instances:

Action To verify the MPLS EXP classifiers associated with two routing instances, enter the

following Junos OS CLI operational mode command:

user@host> show class-of-service routing-instances
  Routing Instance : vpn1
    Object            Name                   Type                    Index
    Classifier        exp-default            exp                         8

  Routing Instance : vpn2
    Object            Name                   Type                    Index
    Classifier        class2                 exp                     57507

Release History Table DescriptionRelease

Starting with Junos OS Release 16.1, on MX Series devices only, you can
maintain the original MPLS EXP classifier.

16.1

Related
Documentation

Configuring Behavior Aggregate Classifiers on page 48•

• Default MPLS EXP Classifier on page 40

• Applying MPLS EXP Classifiers for Explicit-Null Labels on page 88

ApplyingMPLS EXP Classifiers for Explicit-Null Labels

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series
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When you configure MPLS explicit-null labels, label 0 is advertised to the egress router

of an LSP. When label 0 is advertised, the egress router (instead of the penultimate

router) removes the label. Ultimate-hop popping ensures that any packets traversing an

MPLS network include a label. For more information about explicit-null labels and

ultimate-hop popping, see theMPLS Applications Feature Guide.

On M320 and T Series routers, when you configure MPLS explicit-null labels with an

MPLS EXP classifier, the MPLS EXP classifier can be different from an IPv4 or IPv6

classifier configuredon the same logical interface. In otherwords, you canapply separate

classifiers for MPLS EXP, IPv4, and IPv6 packets per logical interface. To combine an

EXP classifier with a distinct IPv6 classifier, the PICmust bemounted on an Enhanced

FPC.

NOTE: For M Series routers, MPLS explicit-null labels with MPLS EXP
classification are supported if you set the same classifier for EXP and IPv4
traffic, or EXP and IPv6 traffic.

For more information about how IPv4 and IPv6 packet classification is
handled, see “Applying Behavior Aggregate Classifiers to Logical Interfaces”
on page 51.

To configure an MPLS EXP classifier for explicit-null labels:

1. Create the MPLS EXP classifier.

[edit]
user@host# edit class-of-service classifiers exp classifier-name

2. Specify the name of a predefined classifier to include in this configuration.

[edit class-of-service classifiers exp classifier-name]
user@host# set import classifier-name

3. Define a classification of code point aliases for the classifier.

[edit class-of-service classifiers exp classifier-name]
user@host# set forwarding-class class-name loss-priority level code-points value

To apply the MPLS EXP classifier to the logical interface:

1. Specify the physical and logical interface names on which you want to apply the

classifier.

[edit]
user@host# edit class-of-service interfaces interface-name unit logical-unit-number

2. Specify the classifier type and name you want to apply to the interface.

[edit class-of-service classifiers interfaces interface-name ]
user@host# set classifiers exp classifier-name
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Related
Documentation

• Configuring Behavior Aggregate Classifiers on page 48

• Default MPLS EXP Classifier on page 40

• Applying MPLS EXP Classifiers to Routing Instances on page 83
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CHAPTER 3

Assigning Service Levels with Multifield
Classifiers

• Overview of Assigning Service Levels to Packets Based on Multiple Packet Header

Fields on page 91

• Configuring Multifield Classifiers on page 92

• Using Multifield Classifiers to Set Packet Loss Priority on page 95

• Example:ConfiguringandApplyingaFirewall Filter for aMultifieldClassifier onpage96

• Example: Classifying Packets Based on Their Destination Address on page 102

• Example: Configuring and Verifying a Complex Multifield Filter on page 104

Overview of Assigning Service Levels to Packets Based onMultiple Packet Header
Fields

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Behavior aggregate (BA) classification (see “Understanding How Behavior Aggregate

Classifiers Prioritize Trusted Traffic” on page 33), where packets are classified based on

their QoSmarkings, is the most common way to assign service levels because it is

straightforwardandbasedonawell-established, fixed-lengthheader fields,whichmakes

them computationally more efficient. However, sometimes BA classification does not

provide sufficient granularity, or the QoSmarkings in the packet headers cannot be

trusted. In such situations, multifield classifiers can be used. Amultifield classifier is a

method of classifying traffic flows based onmultiple packet header fields. Devices that

sit at the edge of a network usually classify packets based onmultiple packet header

fields. Multifield classification is normally performed at the network edge because of the

general lack of DiffServ code point (DSCP) or IP precedence support in end-user

applications.

In an edge router, a multifield classifier provides the filtering functionality that scans

through a variety of packet header fields to determine the forwarding class for a packet.

Typically, a classifier performsmatching operations on the selected fields against a

configured value. Amultifield classifier can examinemultiple fields in the packet header:

destination address, source address, IP protocol, source port, destination port, andDSCP

value. Multifield classifiers are used when a simple BA classifier is insufficient to classify

a packet.
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Figure 13 on page 92 provides a high-level illustration of how a classifier works.

Figure 13: How a ClassifierWorks

In Junos OS, you configure a multifield classifier with a firewall filter and its associated

match conditions. This enables you to use any filter match criteria to locate packets that

require classification. FromaCoSperspective,multifield classifiers (or firewall filter rules)

provide the following services:

• Classify packets toa forwarding classand losspriority. The forwarding classdetermines

theoutputqueue. The losspriority is usedby schedulers in conjunctionwith the random

early discard (RED) algorithm to control packet discard during periods of congestion.

• Police traffic to a specific bandwidth and burst size. Packets exceeding the policer

limits canbediscarded, or canbeassigned toadifferent forwarding class, to adifferent

loss priority, or to both.

NOTE: Youpolice traffic on input to conform to establishedCoSparameters,
setting losshandlingand forwardingclassassignmentsasneeded.You shape
traffic on output tomake sure that router resources, especially bandwidth,
are distributed fairly. However, input policing and output shaping are two
different CoS processes, each with their own configuration statements.

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• Configuring Multifield Classifiers on page 92

ConfiguringMultifield Classifiers

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

This topic describes how you configure multifield classifiers.

Multifield classifiers classify packets to a forwarding class and loss priority based on the

filter match criteria. Multifield classification is usually done at the edge of the network

for packets that do not have valid or trusted behavior aggregate code points.
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If you configure both a behavior aggregate (BA) classifier and amultifield classifier, BA

classification isperformed first; thenmultifield classification isperformed. If theyconflict,

any BA classification result is overridden by the multifield classifier.

NOTE: For a specified interface, you can configure both amultifield classifier
and a BA classifier without conflicts. Because the classifiers are always
applied in sequential order, the BA classifier followed by themultifield
classifier, any BA classification result is overridden by amultifield classifier
if they conflict.

To activate (apply) a multifield classifier, you must configure it on a logical interface.

There is no restriction on the number of multifield classifiers you can configure.

NOTE: ForMXSeries routersandEXSeriesswitches, if youconfigurea firewall
filter with a DSCP action or traffic-class action on a DPC, the commit does
not fail, but a warning displays and an entry is made in the syslog.

For an L2TP LNS onMX Series routers, you can attach firewall for static LNS
sessionsbyconfiguring theseat logical interfacesdirectlyon the inlineservices
device (si-fpc/pic/port). RADIUS-configured firewall attachments are not

supported.

You configure multifield classifiers by:

1. Defining the filter—Configure either a firewall filter or a simple filter. Simple filters
filter IPv4 traffic (family inet) only. Firewall filters enable you to filter additional protocol

families andmore complex filters. The following sections describe both procedures.

2. Applying the filter—Activate the filter by configuring on a logical interface as an input
filter.

To configure a firewall filter:

1. Under the firewall statement, specify the protocol family for which you want to filter

traffic and specify a name for the filter.

edit
user@host# edit firewall family family-name filter filter-name

2. Specify the term name andmatch criteria you want to look for in incoming packets.

[edit firewall family family-name filter filter-name]
user@host# set term term-name frommatch-conditions

3. Specify the action you want to take when a packet matches the conditions.

[edit firewall family family-name filter filter-name]
user@host# set term term-name then actions

For multifield classifiers, you can perform the following actions:
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• Set the value of the DSCP field of incoming packets.

user@host# set term term-name then dscp code-point

• Set the forwarding class of incoming packets. The forwarding class determines the

output queue.

user@host# set term term-name then forwarding-class class-name

• Set the loss priority of incoming packets. The loss priority is used by schedulers in

conjunctionwith the randomearlydiscard (RED)algorithmtocontrol packetdiscard

during periods of congestion.

user@host# set term term-name then loss-priority (high | low | medium-high |
medium-low)

To configure a simple filter:

1. Specify a name for the simple filter.

[edit firewall family family-name]
user@host# edit simple-filter filter-name

2. Specify the term name andmatch criteria you want to look for in incoming packets.

[edit firewall family family-name simple-filter filter-name]
user@host# set term term-name frommatch-conditions

3. Specify the action you want to take when a packet matches the conditions.

[edit firewall family family-name simple-filter filter-name]
user@host# set term term-name then actions

For multifield classifiers, you can perform the following actions for a simple filter:

• Set the forwarding-class of incoming packets.

• Set theloss-priority of incoming packets.

To apply the firewall filter to the appropriate logical interfaces as an input filter.

1. Specify thephysical and logical interfaceonwhich youwant to apply the firewall filter.

edit
user@host# edit interfaces interface-name unit unit-number

2. Specify the protocol family for the firewall filter.

[edit interfaces interface-name unit unit-number]
user@host# set family family-name

3. Specify the names of the firewall filters to apply to received packets.

[edit interfaces interface-name unit unit-number]
user@host# set filter input filter-name

Repeat this step for the family protocol filter and the simple filter.
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4. Save your configuration.

[edit]
user@host# commit

Related
Documentation

Overview of Assigning Service Levels to Packets Based on Multiple Packet Header

Fields on page 91

•

• Configuring a Simple Filter on page 761

• Guidelines for Applying Standard Firewall Filters

• Using Multifield Classifiers to Set Packet Loss Priority on page 95

UsingMultifield Classifiers to Set Packet Loss Priority

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

This topic describes how to use and configuremultifield classifiers to set the loss priority

of incoming or outgoing packets.

Multifield classifiers take action on incoming or outgoing packets, depending onwhether

the firewall rule is applied as an input filter or an output filter. When tricolor marking

(TCM) is enabled, Juniper Networks M320Multiservice Edge Routers and T Series Core

Routers support four multifield classifier packet loss priority (PLP) designations: low,

medium-low,medium-high, and high.

To configure the PLP for a multifield classifier, include the loss-priority statement in a

policer or firewall filter that you configure at the at the [edit firewall] hierarchy level:

The inputs (match conditions) for amultifield classifier are one ormore of the six packet

header fields: destination address, source address, IP protocol, source port, destination

port, and DSCP. The outputs for a multifield classifier are the forwarding class and the

loss priority (PLP). A multifield classifier sets the forwarding class and the PLP for each

packetenteringor exiting the interfacewithaspecificdestinationaddress, sourceaddress,

IP protocol, source port, destination port, or DSCP.

In the following sample procedure, the forwarding class expedited-forwarding and PLP

medium-high are assigned to all IPv4 packets with the 10.1.1.0/24 or 10.1.2.0/24 source

address.

To use the classifier in this sample procedure, youmust configure the settings for the

expedited-forwarding forwarding class at the [edit class-of-service forwarding-classes

queue queue-number expedited-forwarding] hierarchy level. For more information, see

“UnderstandingHowForwardingClassesAssignClasses toOutputQueues” onpage 185.

1. Under the firewall statement, specify the protocol family as IPv4 (inet) and specify a

name for the filter.

edit
user@host# edit firewall family inet filter classify-customers
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2. Specify the term name andmatch criteria you want to look for in incoming packets.

[edit firewall family inet filter classify-customers]
user@host# set term isp1-customers from source-address 10.1.1.0/24
user@host# set term isp1-customers from source-address 10.1.2.0/24

3. Specify the action you want to take when a packet matches the conditions.

[edit firewall family inet filter classify-customers]
user@host# set term isp1-customers then loss-prioritymedium-high
user@host# set term isp1-customers then forwarding-classmedium-high

4. Verify your configuration.

[edit firewall]
user@host# show

 filter classify-customers {
        term isp1-customers {
            from {
                source-address {
                    10.1.1.0/24;
                    10.1.2.0/24;
                }
            }
            then {
                loss-priority medium-low;
                forwarding-class assured-forwarding;
            }
        }
    }

5. Save your configuration.

[edit firewall]
user@host# commit

Related
Documentation

Configuring Multifield Classifiers on page 92•

• Overview of Assigning Service Levels to Packets Based on Multiple Packet Header

Fields on page 91

Example: Configuring and Applying a Firewall Filter for a Multifield Classifier

Supported Platforms MSeries,MXSeries, SRX Series, T Series

This example shows how to configure a firewall filter to classify traffic using amultifield

classifier. The classifier detects packets of interest to class of service (CoS) as they arrive

on an interface. Multifield classifiers are used when a simple behavior aggregate (BA)

classifier is insufficient to classify a packet, when peering routers do not have CoS bits

marked, or the peering router’s marking is untrusted.

• Requirements on page 97

• Overview on page 97
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• Configuration on page 98

• Verification on page 101

Requirements

To verify this procedure, this example uses a traffic generator. The traffic generator can

be hardware-based or it can be software running on a server or host machine.

The functionality in this procedure is widely supported on devices that run JunosOS. The

example shown here was tested and verified on MX Series routers running Junos OS

Release 10.4.

Overview

Aclassifier is a software operation that inspects a packet as it enters the router or switch.

The packet header contents are examined, and this examination determines how the

packet is treated when the network becomes too busy to handle all of the packets and

you want your devices to drop packets intelligently, instead of dropping packets

indiscriminately.Onecommonway todetectpacketsof interest is by sourceport number.

The TCP port numbers 80 and 12345 are used in this example, butmany othermatching

criteria for packet detection are available to multifield classifiers, using firewall filter

match conditions. The configuration in this example specifies that TCP packets with

source port 80 are classified into the BE-data forwarding class and queue number 0.

TCP packets with source port 12345 are classified into the Premium-data forwarding

class and queue number 1.

Multifield classifiers are typically used at the network edge as packets enter an

autonomous system (AS).

In this example, you configure the firewall filter mf-classifier and specify some custom

forwarding classes on Device R1. In specifying the custom forwarding classes, you also

associate each class with a queue.

The classifier operation is shown in Figure 14 on page 97.

Figure 14: Multifield Classifier Based on TCP Source Ports

Youapply themultifield classifier’s firewall filter asan input filter oneachcustomer-facing

or host-facing interface thatneeds the filter. The incoming interface is ge-1/0/0onDevice

R1. The classification and queue assignment is verified on the outgoing interface. The

outgoing interface is Device R1’s ge-1/0/2 interface.
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Topology

Figure 15 on page 98 shows the sample network.

Figure 15: Multifield Classifier Scenario

“CLI Quick Configuration” on page 98 shows the configuration for all of the Juniper

Networks devices in Figure 15 on page 98.

The section “Step-by-Step Procedure” on page 99 describes the steps on Device R1.

Classifiers are described in more detail in the following Juniper Networks Learning Byte

video.

Video: Class of Service Basics, Part 2: Classification Learning Byte

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, copy and paste the commands into the CLI at the [edit] hierarchy level,

and then enter commit from the configuration mode.

Device R1 set interfaces ge-1/0/0 description to-host
set interfaces ge-1/0/0 unit 0 family inet filter inputmf-classifier
set interfaces ge-1/0/0 unit 0 family inet address 172.16.50.2/30
set interfaces ge-1/0/2 description to-R2
set interfaces ge-1/0/2 unit 0 family inet address 10.30.0.1/30
set class-of-service forwarding-classes class BE-data queue-num0
set class-of-service forwarding-classes class Premium-data queue-num 1
set class-of-service forwarding-classes class Voice queue-num 2
set class-of-service forwarding-classes class NC queue-num 3
set firewall family inet filter mf-classifier term BE-data from protocol tcp
set firewall family inet filter mf-classifier term BE-data from port 80
set firewall family inet filter mf-classifier term BE-data then forwarding-class BE-data
set firewall family inet filter mf-classifier term Premium-data from protocol tcp
set firewall family inet filter mf-classifier term Premium-data from port 12345
set firewall family inet filter mf-classifier term Premium-data then forwarding-class
Premium-data

set firewall family inet filter mf-classifier term accept-all-else then accept
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Device R2 set interfaces ge-1/0/2 description to-R1
set interfaces ge-1/0/2 unit 0 family inet address 10.30.0.2/30

Step-by-Step
Procedure

The following example requires that you navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To configure Device R1:

1. Configure the device interfaces.

[edit interfaces]
user@R1# set ge-1/0/0 description to-host
user@R1# set ge-1/0/0 unit 0 family inet address 172.16.50.2/30

user@R1# set ge-1/0/2 description to-R2
user@R1# set ge-1/0/2 unit 0 family inet address 10.30.0.1/30

2. Configure the custom forwarding classes and associated queue numbers.

[edit class-of-service forwarding-classes]
user@R1# set BE-data queue-num0
user@R1# set Premium-data queue-num 1
user@R1# set Voice queue-num 2
user@R1# set NC queue-num 3

3. Configure the firewall filter term that places TCP traffic with a source port of 80

(HTTP traffic) into the BE-data forwarding class, associated with queue 0.

[edit firewall family inet filter mf-classifier]
user@R1# set term BE-data from protocol tcp
user@R1# set term BE-data from port 80
user@R1# set term BE-data then forwarding-class BE-data

4. Configure the firewall filter term that places TCP traffic with a source port of 12345

into the Premium-data forwarding class, associated with queue 1.

[edit firewall family inet filter mf-classifier]
user@R1# set term Premium-data from protocol tcp
user@R1# set term Premium-data from port 12345
user@R1# set term Premium-data then forwarding-class Premium-data

5. At the end of your firewall filter, configure a default term that accepts all other

traffic.

Otherwise, all traffic that arrives on the interface and is not explicitly accepted by

the firewall filter is discarded.

[edit firewall family inet filter mf-classifier]
user@R1# set term accept-all-else then accept

6. Apply the firewall filter to the ge-1/0/0 interface as an input filter.
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[edit interfaces]
user@R1# set ge-1/0/0 unit 0 family inet filter inputmf-classifier

Results From configuration mode, confirm your configuration by entering the show interfaces,

showclass-of-service,showfirewallcommands. If theoutputdoesnotdisplay the intended

configuration, repeat the instructions in this example to correct the configuration.

user@R1# show interfaces
ge-1/0/0 {
description to-host;
unit 0 {
family inet {
filter {
input mf-classifier;

}
address 172.16.50.2/30;

}
}

}
ge-1/0/2 {
description to-R2;
unit 0 {
family inet {
address 10.30.0.1/30;

}
}

}

user@R1# show class-of-service
forwarding-classes {
class BE-data queue-num0;
class Premium-data queue-num 1;
class Voice queue-num 2;
class NC queue-num 3;

}

user@R1# show firewall
family inet {
filter mf-classifier {
term BE-data {
from {
protocol tcp;
port 80;

}
then forwarding-class BE-data;

}
term Premium-data {
from {
protocol tcp;
port 12345;

}
then forwarding-class Premium-data;

}
term accept-all-else {
then accept;
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}
}

}

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

• Checking the CoS Settings on page 101

• SendingTCPTraffic into theNetworkandMonitoring theQueuePlacementonpage 101

Checking the CoS Settings

Purpose Confirm that the forwarding classes are configured correctly.

Action From Device R1, run the show class-of-service forwardng-classes command.

user@R1> show class-of-service forwarding-class

Forwarding class                       ID      Queue  Restricted queue  Fabric 
priority  Policing priority   SPU priority
BE-data                               0       0          0             low    

            normal            low    
Premium-data                          1       1          1             low    

            normal            low    
  Voice                                 2       2          2             low    
            normal            low    
  NC                                    3       3          3             low    
            normal            low  

Meaning The output shows the configured custom classifier settings.

Sending TCP Traffic into the Network andMonitoring the Queue Placement

Purpose Make sure that the traffic of interest is sent out the expected queue.

Action Clear the interface statistics on Device R1’s outgoing interface.1.

user@R1> clear interfaces statistics ge-1/0/2

2. Use a traffic generator to send 50 TCP port 80 packets to Device R2 or to some other

downstream device.

3. On Device R1, check the queue counters.

Notice that you check the queue counters on the downstream output interface, not

on the incoming interface.

user@R1> show interfaces extensive ge-1/0/2 | find "Queue counters"
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  Queue counters:       Queued packets  Transmitted packets      Dropped packets

    0                               50                   50                  
  0
    1                                0                   57                  
  0
    2                                0                    0                  
  0
    3                                0                    0                  
  0

4. Use a traffic generator to send 50 TCP port 12345 packets to Device R2 or to some

other downstream device.

[root@host]# hping 172.16.60.1 -c 50 -s 12345 -k

5. On Device R1, check the queue counters.

user@R1> show interfaces extensive ge-1/0/2 | find "Queue counters"

  Queue counters:       Queued packets  Transmitted packets      Dropped packets

    0                               50                   50                  
  0
    1                               50                   57                  
  0
    2                                0                    0                  
  0
    3                                0                    0                  
  0

Meaning The output shows that the packets are classified correctly. When port 80 is used in the

TCP packets, queue 0 is incremented. When port 12345 is used, queue 1 is incremented.

Related
Documentation

Example: Configuring a Two-Rate Three-Color Policer•

Example: Classifying Packets Based on Their Destination Address

Supported Platforms MSeries,MXSeries, PTX Series, T Series

This example shows how to classify packets based on their destination address by using

amultifield classifier.

• Requirements on page 102

• Overview on page 103

• Configuration on page 103

Requirements

No special configuration beyond device initialization is required before configuring this

example.
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Overview

In this example you configure a multifield classifier (firewall filter) that ensures that all

IPv4 packets destined for the 10.10.10.0/24 network are placed into the platinum

forwarding class. This assignment occurs regardless of the received CoS bit values in the

packet.

You then apply this filter to the inbound interface so-1/2/2.0 and verify your configuration

is attached to the correct interface, issue the show interfaces filters command..

Configuration

CLI Quick
Configuration

Toquickly configure themultifield classifer (firewall filter), copy the following commands

to a text file, remove any line breaks, and then paste the commands into the CLI.

set firewall family inet filter set-FC-to-platinum termmatch-a-single-route from
destination-address 10.10.10.0/24

set firewall family inet filter set-FC-to-platinum termmatch-a-single-route then
forwarding-class platinum

set firewall family inet filter set-FC-to-platinum termmatch-a-single-route then accept
set firewall family inet filter set-FC-to-platinum term accept-all then accept
set interfaces so-1/2/2 unit 0 family inet filter input set-FC-to-platinum

Configuring Firewall Filter

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLIEditor inConfiguration

Mode. To configure the multifield classifier (firewall filter):

1. Create and configure the multifield classifier (firewall filter).

[edit firewall family inet filter set-FC-to-platinum]
set termmatch-a-single-route from destination-address 10.10.10.0/24
set termmatch-a-single-route then forwarding-class platinum
set termmatch-a-single-route then accept
set term accept-all then accept

2. Apply the classifier to the interface.

[edit interfaces]
set interfaces so-1/2/2 unit 0 family inet filter input set-FC-to-platinum

Results

Confirm your configuration by entering the show firewall and show interfaces commands

fromconfigurationmode. If theoutputdoesnotdisplay the intendedconfiguration, repeat

the instructions in this example to correct the configuration.

user@host# show firewall

filter set-FC-to-platinum {
        term match-a-single-route {
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            from {
                destination-address {
                    10.10.10.0/24;
                }
            }
            then {
                forwarding-class platinum;
                accept;
            }
        }

user@host# show interfaces

so-1/2/2 {
    unit 0 {
        family inet {
            filter {
                input set-FC-to-platinum;
            }
        }
    }
}

If you are done configuring the device, enter commit from configuration mode.

Related
Documentation

Overview of Assigning Service Levels to Packets Based on Multiple Packet Header

Fields on page 91

•

• Configuring Multifield Classifiers on page 92

Example: Configuring and Verifying a ComplexMultifield Filter

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

In this example, SIP signaling (VoIP)messages useTCP/UDP, port 5060, andRTPmedia

channels use UDPwith port assignments from 16,384 through 32,767. See the following

sections:

• Configuring a Complex Multifield Filter on page 104

• Verifying a Complex Multifield Filter on page 106

Configuring a ComplexMultifield Filter

To configure the multifield filter, perform the following actions:

• Classify SIP signaling messages (VoIP network control traffic) as NC with a firewall

filter.

• Classify VoIP traffic as EF with the same firewall filter.

• Police all remaining traffic with IP precedence 0 andmake it BE.
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• Police BE traffic to 1 Mbps with excess data marked with PLP high.

• Apply the firewall filter with policer to the interface.

The firewall filter called classifymatches on the transport protocol and ports identified

in the incoming packets and classifies packets into the forwarding classes specified by

your criteria.

The first term, sip, classifies SIP signaling messages as network control messages. The

port statement matches any source port or destination port (or both) that is coded to

5060.

Classifying SIP Signaling Messages

firewall {
family inet {
filter classify {
interface-specific;
term sip {
from {
protocol [ udp tcp ];
port 5060;

}
then {
forwarding-class network-control;
accept;

}
}

}
}

}

The second term, rtp, classifies VoIPmedia channels that use UDP-based transport.

Classifying VoIP Channels That Use UDP

term rtp {
from {
protocol udp;
port 16384-32767;

}
then {
forwarding-class expedited-forwarding;
accept;

}
}

The policer’s burst tolerance is set to the recommended value for a low-speed interface,

which is ten times the interfaceMTU. For ahigh-speed interface, the recommendedburst

size is the transmit rate of the interface times 3 to 5milliseconds.

Configuring the Policer

policer be-policer {
if-exceeding {
bandwidth-limit 1m;
burst-size-limit 15k;
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}
then loss-priority high;

}

The third term, be, ensures that all remaining traffic is policed according to a bandwidth

restriction.

Policing All Remaining Traffic

term be {
then policer be-policer;

}

The be term does not include a forwarding-class action modifier. Furthermore, there is

no explicit treatment of network control (NC) traffic provided in the classify filter. You

can configure explicit classification of NC traffic and all remaining IP traffic, but you do

notneed to, because thedefault IPprecedenceclassifier correctly classifies the remaining

traffic.

Apply the classify classifier to the fe-0/0/2 interface:

Applying the Classifier

interfaces {
fe-0/0/2 {
unit 0 {
family inet {
filter {
input classify;

}
address 10.12.0.13/30;

}
}

}
}

Verifying a ComplexMultifield Filter

Before the configuration is committed, display the default classifiers in effect on the

interface using the showclass-of-service interface interface-name command. The display

confirms that the ipprec-compatibility classifier is in effect by default.

Verifying Default Classification

user@host> show class-of-service fe-0/0/2
Physical interface: fe-0/0/2, Index: 135
Queues supported: 8, Queues in use: 4
  Scheduler map: <default>, Index: 2032638653

  Logical interface: fe-0/0/2.0, Index: 68
    Shaping rate: 32000
    Object         Name                   Type                       Index
    Scheduler-map  <default>                                            27
    Rewrite        exp-default            exp                           21
    Classifier     exp-default            exp                            5
    Classifier     ipprec-compatibility   ip                             8
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To view the default classifier mappings, use the show class-of-service classifier name

name command. The highlighted output confirms that traffic with IP precedence setting

of0 is correctly classifiedasBE, andNC traffic,withprecedencevaluesof6or 7, is properly

classified as NC.

Displaying Default Classifier Mappings

user@host> show class-of-service classifier name ipprec-compatibility
Classifier: ipprec-compatibility, Code point type: inet-precedence, Index: 12
  Code point          Forwarding class                     Loss priority
  000                 best-effort                          low
  001                 best-effort                          high
  010                 best-effort                          low
  011                 best-effort                          high
  100                 best-effort                          low
  101                 best-effort                          high
  110                 network-control                      low
  111                 network-control                      high

After your configuration is committed, verify that your multifield classifier is working

correctly. You canmonitor the queue counters for the router device’s egress interface

used when forwarding traffic received from the peer. Displaying the queue counters for

the ingress interface (fe-0/0/2) does not allow you to check your ingress classification,

because queuing generally occurs only at egress in the Junos OS. (Ingress queuing is

supported on Gigabit Ethernet IQ2 PICs and Enhanced IQ2 PICs only.)

To verify the operation of the multifield filter:

1. Todeterminewhichegress interface isused for the traffic, use the traceroutecommand.

2. After you identify the egress interface, clear its associated queue counters by issuing

the clear interfaces statistics interface-name command.

3. Confirm the default forwarding class-to-queue number assignment. This allows you

to predict which queues are used by the VoIP, NC, and other traffic. To do this, issue

the show class-of-service forwarding-class command.

4. Display the queue counts on the interface by issuing the show interfaces queue

command.

107Copyright © 2017, Juniper Networks, Inc.

Chapter 3: Assigning Service Levels with Multifield Classifiers



Copyright © 2017, Juniper Networks, Inc.108

Class of Service Feature Guide for Routing Devices



CHAPTER 4

Controlling Network Access with Traffic
Policing

• Controlling Network Access Using Traffic Policing Overview on page 109

• Effect of Two-Color Policers on Shaping Rate Changes on page 114

• Configuring Policers Based on Logical Interface Bandwidth on page 116

• Example: Limiting Inbound Traffic at Your Network Border by Configuring an Ingress

Single-Rate Two-Color Policer on page 118

• Example: Performing CoS at an Egress Network Boundary by Configuring an Egress

Single-Rate Two-Color Policer on page 126

• Example: Limiting Inbound Traffic Within Your Network by Configuring an Ingress

Single-Rate Two-Color Policer and Configuring Multifield Classifiers on page 135

• Example: Limiting Outbound Traffic Within Your Network by Configuring an Egress

Single-Rate Two-Color Policer and Configuring Multifield Classifiers on page 148

• Overview of Tricolor Marking Architecture on page 162

• Enabling Tricolor Marking and Limitations of Three-Color Policers on page 163

• Configuring and Applying Tricolor Marking Policers on page 165

• Configuring Single-Rate Tricolor Marking on page 170

• Configuring Two-Rate Tricolor Marking on page 173

• Example: Configuring and Verifying Two-Rate Tricolor Marking on page 176

Controlling Network Access Using Traffic Policing Overview

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

This topic covers the following information:

• Congestion Management for IP Traffic Flows on page 110

• Traffic Limits on page 110

• Traffic Color Marking on page 111

• Forwarding Classes and PLP Levels on page 113

• Policer Application to Traffic on page 113
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CongestionManagement for IP Traffic Flows

Traffic policing, also known as rate limiting, is an essential component of network access

security that isdesigned to thwartdenial-of-service (DoS)attacks.Trafficpolicingenables

you to control the maximum rate of IP traffic sent or received on an interface and also

to partition network traffic into multiple priority levels, also known as classes of service.

A policer defines a set of traffic rate limits and sets consequences for traffic that does not

conform to the configured limits. Packets in a traffic flow that do not conform to traffic

limits are either discarded or marked with a different forwarding class or packet loss

priority (PLP) level.

With the exception of policers configured to rate-limit aggregate traffic (all protocol

families and logical interfaces configured onaphysical interface), you canapply a policer

to all IP packets in a Layer 2 or Layer 3 traffic flow at a logical interface.

With the exception of policers configured to rate-limit based on physical interfacemedia

rate, you can apply a policer to specific IP packets in a Layer 3 traffic flow at a logical

interface by using a stateless firewall filter.

You can apply a policer to inbound or outbound interface traffic. Policers applied to

inbound traffic help to conserve resources by dropping traffic that does not need to be

routed throughanetwork.Dropping inbound traffic alsohelps to thwartdenial-of-service

(DoS) attacks. Policers applied to outbound traffic control the bandwidth used.

NOTE: Traffic policers are instantiated on a per-PIC basis. Traffic policing
does notworkwhen the traffic for one local policy decision function (L-PDF)
subscriber is distributed over multiple Multiservices PICs in an AMS group.

Traffic Limits

Junos OS policers use a token bucket algorithm to enforce a limit on an average transmit

or receive rate of traffic at an interface while allowing bursts of traffic up to amaximum

value based on the configured bandwidth limit and configured burst size. The token

bucket algorithm offers more flexibility than a leaky bucket algorithm in that you can

allow a specified traffic burst before starting to discard packets or apply a penalty such

as packet output-queuing priority or packet-drop priority.

In the token-bucketmodel, thebucket represents the rate-limiting functionof thepolicer.

Tokens are added to the bucket at a fixed rate, but once the specified depth of the bucket

is reached, tokens allocated after cannot be stored and used. Each token represents a

“credit” for some number of bits, and tokens in the bucket are “cashed in” for the ability

to transmit or receive traffic at the interface. When sufficient tokens are present in the

bucket, a traffic flow continues unrestricted. Otherwise, packets might be dropped or

else re-marked with a lower forwarding class, a higher packet loss priority (PLP) level,

or both.

• The rate at which tokens are added to the bucket represents the highest average

transmit or receive rate in bits per second allowed for a given service level. You specify

this highest average traffic rate as the bandwidth limit of the policer. If the traffic arrival
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rate (or fixed bits-per-second) is so high that at some point insufficient tokens are

present in the bucket, then the traffic flow is no longer conforming to the traffic limit.

Duringperiodsof relatively low traffic (traffic thatarrivesatordeparts fromthe interface

at average rates below the tokenarrival rate), unused tokens accumulate in thebucket.

• Thedepthof thebucket inbytescontrols theamountofback-to-backburstingallowed.

You specify this factor as the burst-size limit of the policer. This second limit affects

the average transmit or receive rate by limiting the number of bytes permitted in a

transmission burst for a given interval of time. Bursts exceeding the current burst-size

limit are dropped until there are sufficient tokens available to permit the burst to

proceed.

Figure 16: Network Traffic and Burst Rates

As shown in the figure above, a UPC bar code is a good facsimile of what traffic looks

like on the line; an interface is either transmitting (bursting at full rate) or it is not. The

black lines represent periods of data transmission and the white space represents

periods of silence when the token bucket can replenish.

Depending on the type of policer used, packets in a policed traffic flow that surpasses

the defined limits might be implicitly set to a higher PLP level, assigned to a configured

forwarding class or set to a configuredPLP level (or both), or simply discarded. If packets

encounter downstream congestion, packets with a low PLP level are less likely to be

discarded than those with amedium-low,medium-high, or high PLP level.

Traffic Color Marking

Based on the particular set of traffic limits configured, a policer identifies a traffic flow

as belonging to one of either two or three categories that are similar to the colors of a

traffic light used to control automobile traffic.

• Single-rate two-color—A two-color marking policer (or “policer” when used without

qualification) meters the traffic stream and classifies packets into two categories of

packet loss priority (PLP) according to a configured bandwidth and burst-size limit.

You canmark packets that exceed the bandwidth and burst-size limit in someway, or

simply discard them.

A policer is most useful for metering traffic at the port (physical interface) level.

• Single-rate three-color—This type of policer is defined in RFC 2697, A Single Rate Three

Color Marker, as part of an assured forwarding (AF) per-hop-behavior (PHB)

classification system for a Differentiated Services (DiffServ) environment. This type

of policer meters traffic based on the configured committed information rate (CIR),
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committed burst size (CBS), and the excess burst size (EBS). Traffic is marked as

belonging to one of three categories (green, yellow, or red) based on whether the

packets arriving are below the CBS (green), exceed the CBS (yellow) but not the EBS,

or exceed the EBS (red).

A single-rate three-color policer is most useful when a service is structured according

to packet length and not peak arrival rate.

• Two-rate three-color—This type of policer is defined in RFC 2698, A Two Rate Three

Color Marker, as part of an assured forwarding (AF) per-hop-behavior (PHB)

classification system for a Differentiated Services (DiffServ) environment. This type

of policer meters traffic based on the configured CIR and peak information rate (PIR),

along with their associated burst sizes, the CBS and peak burst size (PBS). Traffic is

markedasbelonging tooneof threecategories (green, yellow, or red)basedonwhether

the packets arriving are below the CIR (green), exceed the CIR (yellow) but not the

PIR, or exceed the PIR (red).

A two-rate three-color policer is most useful when a service is structured according to

arrival rates and not necessarily packet length.

Policer actions are implicit or explicit and vary by policer type. The term Implicitmeans

that Junos assigns the loss-priority automatically. Table 16 on page 112 describes the

policer actions.

Table 16: Policer Actions

Configurable ActionImplicit ActionMarkingPolicer

NoneAssign low loss
priority

Green (Conforming)Single-rate two-color

Assign loworhigh loss
priority, assign a
forwarding class, or
discard
On some platforms,
you can assign
medium-low or
medium-high loss
priority

NoneRed(Nonconforming)

NoneAssign low loss
priority

Green (Conforming)Single-rate
three-color

NoneAssign medium-high
loss priority

Yellow(Above theCIR
and CBS)

DiscardAssign high loss
priority

Red (Above the EBS)
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Table 16: Policer Actions (continued)

Configurable ActionImplicit ActionMarkingPolicer

NoneAssign low loss
priority

Green (Conforming)Two-rate three-color

NoneAssign medium-high
loss priority

Yellow(Above theCIR
and CBS)

DiscardAssign high loss
priority

Red (Above the PIR
and PBS)

Forwarding Classes and PLP Levels

A packet’s forwarding class assignment and PLP level are used by the Junos OS

class of service (CoS) features. The Junos OS CoS features include a set of mechanisms

that you can use to provide differentiated services when best-effort traffic delivery is

insufficient. For router (and switch) interfaces that carry IPv4, IPv6, and MPLS traffic,

you can configure CoS features to take in a single flow of traffic entering at the edge of

your network and provide different levels of service across the network—internal

forwarding and scheduling (queuing) for output—based on the forwarding class

assignments and PLP levels of the individual packets.

NOTE: Forwarding-class or loss-priority assignments performedby apolicer
or a stateless firewall filter override any such assignments performed on the
ingressby theCoSdefault IPprecedenceclassificationatall logical interfaces
or by any configured behavior aggregate (BA) classifier that is explicitly
mapped to a logical interface.

BasedonCoSconfigurations, packetsofagiven forwardingclassare transmitted through

a specific output queue, andeachoutput queue is associatedwith a transmission service

level defined in a scheduler.

Based on other CoS configurations, when packets in an output queue encounter

congestion, packets with higher loss-priority values are more likely to be dropped by the

randomearly detection (RED)algorithm.Packet losspriority valuesaffect the scheduling

of a packet without affecting the packet’s relative ordering within the traffic flow.

Policer Application to Traffic

After you have defined and named a policer, it is stored as a template. You can later use

the same policer name to provide the same policer configuration each time you want to

use it. This eliminates the need to define the same policer values more than once.

You can apply a policer to a traffic flow in either of two ways:

• You can configure a standard stateless firewall filter that specifies the

policer policer-name nonterminating action or the three-color-policer (single-rate |

two-rate) policer-name nonterminating action. When you apply the standard filter to
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the input or output at a logical interface, the policer is applied to all packets of the

filter-specific protocol family that match the conditions specified in the filter

configuration.

With this method of applying a policer, you can define specific classes of traffic on an

interface and apply traffic rate-limiting to each class.

• You can apply a policer directly to an interface so that traffic rate-limiting applies to

all traffic on that interface, regardless of protocol family or any match conditions.

You can configure policers at the queue, logical interface, or Layer 2 (MAC) level. Only a

singlepolicer is applied toapacketat theegressqueue, and thesearch forpolicersoccurs

in this order:

• Queue level

• Logical interface level

• Layer 2 (MAC) level

Related
Documentation

Stateless Firewall Filter Overview.•

• Traffic Policer Types

• Order of Policer and Firewall Filter Operations

• Packet Flow Through the Junos OS CoS Process Overview on page 15

Effect of Two-Color Policers on Shaping Rate Changes

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

When you configure a change in shaping rate, it is important to consider the effect on

thebandwidth limit.Whenever the shaping rate changes, the bandwidth limit is adjusted

basedonwhether a logical interface (unit) or bandwidthpercentagepolicer is configured.

When a logical interface bandwidth policer is configured, the order of priority for the

shaping rate (if configured at that level) is:

• The shaping rate applied to the logical interface (unit).

• The shaping rate applied to the physical interface (port).

• The physical interface speed.

When a bandwidth percentage policer is configured, the order of priority for the shaping

rate (if configured at that level) is:

• The shaping rate applied to the physical interface (port).

• The physical interface speed.

These guidelines must be kept in mind when calculating the logical link speed and link

speed from the configured shaping rate, which determines the rate-limited bandwidth

after the policer is applied.
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In the following configuration, for example, a shaping rate has been configured for the

logical interface, but a bandwidth percentage policer is also configured and applied to

the same logical interface. Therefore policing is based on the physical interface speed

of 1 Gbps.

[edit interfaces]
ge-0/1/0 {
per-unit-scheduler;
vlan-tagging;
unit 0 {
vlan-id 1;
family inet {
policer {
output policer_test;

}
address 10.0.7.1/24;

}
}

}

[edit firewall]
policer policer_test {
if-exceeding {
bandwidth-percent 75;
burst-size-limit 256k;

}
then discard;

}

[edit]
class-of-service {
interfaces {
ge-0/1/0 {
unit 0 {
shaping-rate 15m;

}
}

}
}

Related
Documentation

Configuring Policers Based on Logical Interface Bandwidth on page 116•

115Copyright © 2017, Juniper Networks, Inc.

Chapter 4: Controlling Network Access with Traffic Policing



Configuring Policers Based on Logical Interface Bandwidth

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

When you configure a policer as a percentage (using the bandwidth-percent statement),

the bandwidth is calculated as a percentage of either the physical interface media rate

or the logical interface shaping rate.

• To specify that the bandwidth be calculated based on the logical interface shaping

rate andnot the physical interfacemedia rate, set the logical-bandwidth-policeroption

at the [edit firewall] hierarchy level. Next,, specify the shaping-rate for the logical

interfaces under the [edit class-of-service] hierarchy level and apply the policer to the

logical interfaces..

• If a shaping rate is not configured for the logical interface, the physical interfacemedia

rate is used, even if you include the logical-bandwidth-policer. You can configure the

shaping rate on the logical interface using class-of-service statements.

The following example configures and applies a logical bandwidth policer rate to two

logical interfaces on interface ge-0/2/7. The policed rate on unit 0 is 2 Mbps (50 percent

of 4 Mbps) and the policed rate on unit 1 is 1 Mbps (50 percent of 2 Mbps).

To configure and apply this policer:

1. Create and configure the policer.

a. Create the policer.

[edit]
user@host# edit firewall policer Logical_Policer

b. Specify that the policer is based on the shaping rate of the logical interface.

[edit firewall policer Logical_Policer]
user@host# set logical-bandwidth-policer

c. Configure the rate limits for the policer.

[edit firewall policer Logical_Policer]
user@host# set if-exceeding bandwidth-limit 50
user@host# set burst-size-limit 125k

d. Configure the policer to discard packets that exceed the specified rate limits.

[edit firewall policer Logical_Policer]
user@host# set then discard

2. Specify the shaping-rate for each logical interface.

{edit}
user@host# edit class-of-service interfaces ge-0/2/7
user@host# set unit 0 shaping-rate 4m
user@host# set unit 1 shaping-rate 2m

3. Apply the policer to the logical interfaces.

• Enable scheduling on logical interfaces.
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[edit]
user@host# edit interfaces ge-0/2/7
user@host# set per-unit-scheduler

• Enable the reception and transmission of 802.1Q VLAN-tagged frames on the

interface.

[edit interfaces ge-0/2/7]
user@host# set vlan-tagging

• Apply the policer to the first logical interface.

[edit interfaces ge-0/2/7]
user@host# set unit 0 vlan-id 100 family inet policer input Logical_Policer
user@host# set unit 0 vlan-id 100 family inet policer output Logical_Policer
user@host# set unit 0 vlan-id 100 family inet address 172.16.1.1/30

• Apply the policer to the second logical interface.

[edit interfaces ge-0/2/7]
user@host# set unit 1 vlan-id 200 family inet policer input Logical_Policer
user@host# set unit 1 vlan-id 200 family inet policer output Logical_Policer
user@host# set unit 1 vlan-id 200 family inet address 172.26.1.1/30

4. Confirm your configuration.

[edit]
user@host# show firewall

policer Logical_Policer {
    logical-bandwidth-policer;
    if-exceeding {
        bandwidth-percent 50;
        burst-size-limit 125k;
    }
    then discard;
}

[edit]
user@host# show class-of-service interfaces ge-0/2/7

unit 0 {
    shaping-rate 4m;
}
unit 1 {
    shaping-rate 2m;
}

[edit]
user@host# show interfaces ge-0/2/7

per-unit-scheduler;
vlan-tagging;
unit 0 {
    vlan-id 100;
    family inet {
        policer {
            input Logical_Policer;
            output Logical_Policer;
        }
        address 172.16.1.1/30;
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    }
}
unit 1 {
    vlan-id 200;
    family inet {
        policer {
            input Logical_Policer;
            output Logical_Policer;
        }
        address 172.26.1.1/30;
    }
}

5. Save the configuration.

[edit]
user@host# commit

Related
Documentation

Controlling Network Access Using Traffic Policing Overview on page 109•

• logical-bandwidth-policer on page 1090

• shaping-rate (Applying to an Interface) on page 1161

Example: Limiting Inbound Traffic at Your Network Border by Configuring an Ingress
Single-Rate Two-Color Policer

Supported Platforms MSeries,MXSeries, T Series

This example shows you how to configure an ingress single-rate two-color policer to

filter incoming traffic. The policer enforces the class-of-service (CoS) strategy for

in-contract and out-of-contract traffic. You can apply a single-rate two-color policer to

incomingpackets, outgoingpackets, or both. This exampleapplies thepolicer as an input

(ingress) policer. The goal of this topic is to provide you with an introduction to policing

by using a example that shows traffic policing in action.

Policers use a concept known as a token bucket to allocate system resources based on

the parameters defined for the policer. A thorough explanation of the token bucket

concept and its underlying algorithms is beyond the scope of this document. For more

information about traffic policing, and CoS in general, refer toQOS-Enabled

Networks—Tools and Foundations by Miguel Barreiros and Peter Lundqvist. This book is

available at many online booksellers and at www.juniper.net/books.

• Requirements on page 118

• Overview on page 119

• Configuration on page 121

• Verification on page 125

Requirements

To verify this procedure, this example uses a traffic generator. The traffic generator can

be hardware-based or it can be software running on a server or host machine.
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The functionality in this procedure is widely supported on devices that run JunosOS. The

example shown here was tested and verified on MX Series routers running Junos OS

Release 10.4.

Overview

Single-rate two-color policing enforces a configured rate of traffic flow for a particular

service level by applying implicit or configured actions to traffic that does not conform

to the limits.When you apply a single-rate two-color policer to the input or output traffic

at an interface, the policermeters the traffic flow to the rate limit definedby the following

components:

• Bandwidth limit—Theaveragenumberofbitsper secondpermitted forpackets received

or transmitted at the interface. You can specify the bandwidth limit as an absolute

number of bits per second or as a percentage value from 1 through 100. If a percentage

value is specified, the effective bandwidth limit is calculated as a percentage of either

the physical interface media rate or the logical interface configured shaping rate.

• Burst-size limit—Themaximum size permitted for bursts of data. Burst sizes are

measured in bytes. We recommend two formulas for calculating burst size:

Burst size = bandwidth x allowable time for burst traffic / 8

Or

Burst size = interface mtu x 10

For information about configuring the burst size, see Determining Proper Burst Size for

Traffic Policers.

NOTE: There is a finite buffer space for an interface. In general, the
estimated total buffer depth for an interface is about 125ms.

For a traffic flow that conforms to the configured limits (categorized as green traffic),

packetsare implicitlymarkedwithapacket losspriority (PLP) level of lowandareallowed

to pass through the interface unrestricted.

For a traffic flow that exceeds the configured limits (categorized as red traffic), packets

are handled according to the traffic-policing actions configured for the policer. This

example discards packets that burst over the 15 KBps limit.

To rate-limit Layer 3 traffic, you can apply a two-color policer in the following ways:

• Directly to a logical interface, at a specific protocol level.

• As the action of a standard stateless firewall filter that is applied to a logical interface,

at a specific protocol level. This is the technique used in this example.

To rate-limit Layer 2 traffic, you can apply a two-color policer as a logical interface policer

only. You cannot apply a two-color policer to Layer 2 traffic through a firewall filter.
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CAUTION: You can choose either bandwidth-limit or bandwidth percent
within the policer, as they aremutually exclusive. You cannot configure a
policer to use bandwidth percent for aggregate, tunnel, and software
interfaces.

In this example, the host is a traffic generator emulating a webserver. Devices R1 and R2

are owned by a service provider. The webserver is accessed by users on Device Host2.

Device Host1 will be sending traffic with a source TCP HTTP port of 80 to the users. A

single-rate two-color policer is configured and applied to the interface on Device R1 that

connects to Device Host1. The policer enforces the contractual bandwidth availability

made between the owner of thewebserver and the service provider that owns Device R1

for the web traffic that flows over the link that connects Device Host1 to Device R1.

In accordance with the contractual bandwidth availability made between the owner of

thewebserver and the service provider that owns Devices R1 and R2, the policer will limit

the HTTP port 80 traffic originating from Device Host1 to using 700Mbps (70 percent)

of theavailable bandwidthwith anallowableburst rate of 10 x theMTUsize of the gigabit

Ethernet interface between the host Device Host1 and Device R1.

NOTE: In a real-world scenario you would probably also rate limit traffic for
a variety of other ports such as FTP, SFTP, SSH, TELNET, SMTP, IMAP, and
POP3because theyareoften includedasadditional serviceswithwebhosting
services.

NOTE: You need to leave some additional bandwidth available that is not
rate limited for network control protocols such as routing protocols, DNS,
and any other protocols required to keep network connectivity operational.
This is why the firewall filter has a final accept condition on it.

Topology

This example uses the topology in Figure 17 on page 120.

Figure 17: Single-Rate Two-Color Policer Scenario
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Figure 18 on page 121 shows the policing behavior.

Figure 18: Traffic Limiting in a Single-Rate Two-Color Policer Scenario

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Device R1 set interfaces ge-2/0/5 description to-Host
set interfaces ge-2/0/5 unit 0 family inet address 172.16.70.2/30
set interfaces ge-2/0/5 unit 0 family inet filter inputmf-classifier
set interfaces ge-2/0/8 description to-R2
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.13.1/32
set firewall policer discard if-exceeding bandwidth-limit 700m
set firewall policer discard if-exceeding burst-size-limit 15k
set firewall policer discard then discard
set firewall family inet filter mf-classifier term t1 from protocol tcp
set firewall family inet filter mf-classifier term t1 from port 80
set firewall family inet filter mf-classifier term t1 then policer discard
set firewall family inet filter mf-classifier term t2 then accept
set protocols ospf area 0.0.0.0 interface ge-2/0/5.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

Device R2 set interfaces ge-2/0/8 description to-R1
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
set interfaces ge-2/0/7 description to-Host
set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.2/30
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.14.1/32
set protocols ospf area 0.0.0.0 interface ge-2/0/7.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

121Copyright © 2017, Juniper Networks, Inc.

Chapter 4: Controlling Network Access with Traffic Policing



Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To configure Device R1:

1. Configure the device interfaces.

[edit interfaces]
user@R1# set ge-2/0/5 description to-Host
user@R1# set ge-2/0/5 unit 0 family inet address 172.16.70.2/30
user@R1# set ge-2/0/8 description to-R2
user@R1# set ge-2/0/8 unit 0 family inet address 10.50.0.1/30
user@R1# set lo0 unit 0 description looback-interface
user@R1# set lo0 unit 0 family inet address 192.168.13.1/32

2. Apply the firewall filter to interface ge-2/0/5 as an input filter.

[edit interfaces ge-2/0/5 unit 0 family inet]
user@R1# set filter inputmf-classifier

3. Configure the policer to rate-limit to a bandwidth of 700Mbps and a burst size of

15000 KBps for HTTP traffic (TCP port 80).

[edit firewall policer discard]
user@R1# set if-exceeding bandwidth-limit 700m
user@R1# set if-exceeding burst-size-limit 15k

4. Configure the policer to discard packets in the red traffic flow.

[edit firewall policer discard]
user@R1# set then discard

5. Configure the two conditions of the firewall to accept all TCP traffic to port HTTP

(port 80).

[edit firewall family inet filter mf-classifier]
user@R1# set term t1 from protocol tcp
user@R1# set term t1 from port 80

6. Configure the firewall action to rate-limit HTTP TCP traffic using the policer.

[edit firewall family inet filter mf-classifier]
user@R1# set term t1 then policer discard

7. At the end of the firewall filter, configure a default action that accepts all other

traffic.

Otherwise, all traffic that arrives on the interface and is not explicitly accepted by

the firewall is discarded.

[edit firewall family inet filter mf-classifier]
user@R1# set term t2 then accept
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8. Configure OSPF.

[edit protocols ospf]
user@R1# set area 0.0.0.0 interface ge-2/0/5.0 passive
user@R1# set area 0.0.0.0 interface lo0.0 passive
user@R1# set area 0.0.0.0 interface ge-2/0/8.0

Step-by-Step
Procedure

To configure Device R2:

Configure the device interfaces.1.

[edit interfaces]
user@R1# set ge-2/0/8 description to-R1
user@R1# set ge-2/0/7 description to-Host
user@R1# set lo0 unit 0 description looback-interface
user@R1# set ge-2/0/8 unit 0 family inet address 10.50.0.2/30
user@R1# set ge-2/0/7 unit 0 family inet address 172.16.80.2/30
user@R1# set lo0 unit 0 family inet address 192.168.14.1/32

2. Configure OSPF.

[edit protocols ospf]
user@R1# set area 0.0.0.0 interface ge-2/0/7.0 passive
user@R1# set area 0.0.0.0 interface lo0.0 passive
user@R1# set area 0.0.0.0 interface ge-2/0/8.0

Results From configuration mode, confirm your configuration by entering the show interfaces ,

show firewall, and show protocols ospf commands. If the output does not display the

intendedconfiguration, repeat the instructions in this example tocorrect theconfiguration.

user@R1# show interfaces
ge-2/0/5 {
description to-Host;
unit 0 {
family inet {
filter {
input mf-classifier;

}
address 172.16.70.2/30;

}
}

}
ge-2/0/8 {
description to-R2;
unit 0 {
family inet {
address 10.50.0.1/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
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family inet {
address 192.168.13.1/32;

}
}

}

user@R1# show firewall
family inet {
filter mf-classifier {
term t1 {
from {
protocol tcp;
port 80;

}
then policer discard;

}
term t2 {
then accept;

}
}

}
policer discard {
if-exceeding {
bandwidth-limit 700m;
burst-size-limit 15k;

}
then discard;

}

user@R1# show protocols ospf
area 0.0.0.0 {
interface ge-2/0/5.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-2/0/8.0;

}

If you are done configuring Device R1, enter commit from configuration mode.

user@R2# show interfaces
ge-2/0/7 {
description to-Host;
unit 0 {
family inet {
address 172.16.80.2/30;

}
}

}
ge-2/0/8 {
description to-R1;
unit 0 {
family inet {
address 10.50.0.2/30;

}
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}
}
lo0 {
unit 0 {
description looback-interface;
family inet {
address 192.168.14.1/32;

}
}

}

user@R2# show protocols ospf
area 0.0.0.0 {
interface ge-2/0/7.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-2/0/8.0;

}

If you are done configuring Device R2, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

• Clearing the Counters on page 125

• Sending TCP Traffic into the Network and Monitoring the Discards on page 125

Clearing the Counters

Purpose Confirm that the firewall counters are cleared.

Action On Device R1, run the clear firewall all command to reset the firewall counters to 0.

user@R1> clear firewall all

Sending TCP Traffic into the Network andMonitoring the Discards

Purpose Make sure that the traffic of interest that is sent is rate-limited on the input interface

(ge-2/0/5).

Action Use a traffic generator to send 10 TCP packets with a source port of 80.1.

The -s flag sets the source port. The -k flag causes the source port to remain steady

at 80 instead of incrementing. The -c flag sets the number of packets to 10. The -d

flag sets the packet size.

The destination IP address of 172.16.80.1 belongs to Device Host 2 that is connected

to Device R2. The user on Device Host 2 has requested a webpage from Device Host
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1 (the webserver emulated by the traffic generator on Device Host 1). The packets

that being rate-limited are sent from Device Host 1 in response to the request from

Device Host 2.

NOTE: In this example the policer numbers are reduced to a bandwidth
limit of 8 Kbps and a burst size limit of 1500 KBps to ensure that some
packets are dropped during this test.

[root@host]# hping 172.16.80.1 -c 10 -s 80 -k -d 300

[User@Host]#  hping 172.16.80.1 -c 10 -s 80 -k -d 350
HPING 172.16.80.1 (eth1 172.16.80.1): NO FLAGS are set, 40 headers + 350 data
 bytes
len=46 ip=172.16.80.1 ttl=62 DF id=0 sport=0 flags=RA seq=0 win=0 rtt=0.5 ms
.
.
.
--- 172.16.80.1 hping statistic ---
10 packets transmitted, 6 packets received, 40% packet loss
round-trip min/avg/max = 0.5/3000.8/7001.3 ms

2. On Device R1, check the firewall counters by using the show firewall command.

user@R1> show firewall

User@R1# run show firewall         

Filter: __default_bpdu_filter__                                

Filter: mf-classifier                                          
Policers:
Name                                                Bytes              Packets
discard-t1                                          1560 4

Meaning In Steps 1 and 2 the output from both devices shows that 4 packets were discarded This

means that there was at least 8 Kbps of green (in-contract HTTP port 80) traffic and

that the 1500 KBps burst option for red out-of-contract HTTP port 80 traffic was

exceeded.

Related
Documentation

Junos OS Routing Protocols and Policies Configuration Guide for Security Devices•

Example: Performing CoS at an Egress Network Boundary by Configuring an Egress
Single-Rate Two-Color Policer

Supported Platforms MSeries,MXSeries, T Series
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This example shows how to configure an egress single-rate two-color policer. Policers

use a concept known as a token bucket. The policer enforces the class-of-service (CoS)

strategy for in-contract andout-of-contract traffic. You can apply a single-rate two-color

policer to incoming packets, outgoing packets, or both. This example applies the policer

as an output (egress) policer. This example is an introduction to policing by using an

example that shows traffic policing in action.

A thorough explanation of the token bucket concept and its underlying algorithms is

beyond the scope of this document. Formore information about traffic policing, andCoS

in general, refer toQOS-Enabled Networks—Tools and Foundations by Miguel Barreiros

and Peter Lundqvist. This book is available at many online booksellers and at

www.juniper.net/books.

• Requirements on page 127

• Overview on page 127

• Configuration on page 129

• Verification on page 134

Requirements

To verify this procedure, this example uses a traffic generator. The traffic generator can

be hardware-based or it can be software running on a server or host machine.

The functionality in this procedure is widely supported on devices that run JunosOS. The

example shown here was tested and verified on MX Series routers running Junos OS

Release 10.4.

Overview

Single-rate two-color policing enforces a configured rate of traffic flow for a particular

service level by applying implicit or configured actions to traffic that does not conform

to the limits.When you apply a single-rate two-color policer to the input or output traffic

at an interface, the policermeters the traffic flow to the rate limit definedby the following

components:

• Bandwidth limit—Theaveragenumberofbitsper secondpermitted forpackets received

or transmitted at the interface. You can specify the bandwidth limit as an absolute

number of bits per second or as a percentage value from 1 through 100. If a percentage

value is specified, the effective bandwidth limit is calculated as a percentage of either

the physical interface media rate or the logical interface configured shaping rate.

• Burst-size limit—Themaximum size permitted for bursts of data. Burst sizes are

measured in bytes. We recommend two formulas for calculating burst size:

Burst size = bandwidth x allowable time for burst traffic / 8

Or

Burst size = interface mtu x 10

For information about configuring the burst size, see Determining Proper Burst Size for

Traffic Policers.
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NOTE: There is a finite buffer space for an interface. In general, the
estimated total buffer depth for an interface is about 125ms.

For a traffic flow that conforms to the configured limits (categorized as green traffic),

packetsare implicitlymarkedwithapacket losspriority (PLP) level of lowandareallowed

to pass through the interface unrestricted.

For a traffic flow that exceeds the configured limits (categorized as red traffic), packets

are handled according to the traffic-policing actions configured for the policer. This

example discards packets that burst over the 15 KBps limit.

To rate-limit Layer 3 traffic, you can apply a two-color policer in the following ways:

• Directly to a logical interface, at a specific protocol level.

• As the action of a standard stateless firewall filter that is applied to a logical interface,

at a specific protocol level. This is the technique used in this example.

To rate-limit Layer 2 traffic, you can apply a two-color policer as a logical interface policer

only. You cannot apply a two-color policer to Layer 2 traffic through a firewall filter.

CAUTION: You can choose either bandwidth-limit or bandwidth percent
within the policer, as they aremutually exclusive. You cannot configure a
policer tousebandwidthpercent foraggregate, tunnel, or software interfaces.

In this example, the host is a traffic generator emulating a webserver. Devices R1 and R2

are owned by a service provider. The webserver is accessed by users behind Device R2.

The host will be sending traffic with a source TCP HTTP port of 80 to the users. A

single-rate two-color policer is configured and applied to the interface on Device R1 that

connects toDeviceR2. The policer enforces the contractual bandwidth availabilitymade

between the owner of the webserver (in this case emulated by the host) and the service

provider that owns Devices R1 and R2 for the web traffic that flows over the link that

connects Devices R1 and R2.

In accordance with the contractual bandwidth availability made between the owner of

thewebserver and the service provider that owns Devices R1 and R2, the policer will limit

the HTTP port 80 traffic originating from the host to using 700Mbps (70 percent) of the

available bandwidth with an allowable burst rate of 10 x the MTU size of the gigabit

Ethernet interface between Devices R1 and R2.

NOTE: In a real-world scenario you would probably also rate-limit traffic for
a variety of other ports such as FTP, SFTP, SSH, TELNET, SMTP, IMAP, and
POP3because theyareoften includedasadditional serviceswithwebhosting
services.

Copyright © 2017, Juniper Networks, Inc.128

Class of Service Feature Guide for Routing Devices



NOTE: You need to leave some additional bandwidth available that is not
rate-limited for network control protocols such as routing protocols, DNS,
and any other protocols required to keep network connectivity operational.
This is why the firewall filter has a final accept condition on it.

Topology

This example uses the topology in Figure 17 on page 120.

Figure 19: Single-Rate Two-Color Policer Scenario

Figure 18 on page 121 shows the policing behavior.

Figure 20: Traffic Limiting in a Single-Rate Two-Color Policer Scenario

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Device R1 set interfaces ge-2/0/5 description to-Host
set interfaces ge-2/0/5 unit 0 family inet address 172.16.70.2/30
set interfaces ge-2/0/8 description to-R2
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
set interfaces ge-2/0/8 unit 0 family inet filter outputmf-classifier
set interfaces lo0 unit 0 description looback-interface
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set interfaces lo0 unit 0 family inet address 192.168.13.1/32
set firewall policer discard if-exceeding bandwidth-limit 700m
set firewall policer discard if-exceeding burst-size-limit 15k
set firewall policer discard then discard
set firewall family inet filter mf-classifier term t1 from protocol tcp
set firewall family inet filter mf-classifier term t1 from port 80
set firewall family inet filter mf-classifier term t1 then policer discard
set firewall family inet filter mf-classifier term t2 then accept
set protocols ospf area 0.0.0.0 interface ge-2/0/5.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

Device R2 set interfaces ge-2/0/7 description to-Host
set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.2/30
set interfaces ge-2/0/8 description to-R1
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.14.1/32
set protocols ospf area 0.0.0.0 interface ge-2/0/7.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To configure Device R1:

1. Configure the device interfaces.

[edit interfaces]
user@R1#set ge-2/0/5 description to-Host
user@R1#set ge-2/0/5 unit 0 family inet address 172.16.70.2/30
user@R1#set ge-2/0/8 description to-R2
user@R1#set ge-2/0/8 unit 0 family inet address 10.50.0.1/30
user@R1# set lo0 unit 0 description looback-interface
user@R1#set lo0 unit 0 family inet address 192.168.13.1/32

2. Configure the policer to rate-limit to a bandwidth of 700Mbps and a burst size of

15 KBps for HTTP traffic (TCP port 80).

[edit firewall policer discard]
user@R1# set if-exceeding bandwidth-limit 700m
user@R1# set if-exceeding burst-size-limit 15k

3. Configure the policer to discard packets in the red traffic flow.

[edit firewall policer discard]
user@R1# set then discard

4. Configure the two conditions of the firewall to accept all TCP traffic to port HTTP

(port 80).

[edit firewall family inet filter mf-classifier]
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user@R1# set term t1 from protocol tcp
user@R1# set term t1 from port 80

5. Configure the firewall action to rate-limit HTTP TCP traffic using the policer.

[edit firewall family inet filter mf-classifier]
user@R1# set term t1 then policer discard

6. At the end of the firewall filter, configure a default action that accepts all other

traffic.

Otherwise, all traffic that arrives on the interface and is not explicitly accepted by

the firewall is discarded.

[edit firewall family inet filter mf-classifier]
user@R1# set term t2 then accept

7. Apply the firewall filter to interface ge-2/0/8 as an output filter.

[edit interfaces ge-2/0/8 unit 0 family inet]
user@R1# set filter outputmf-classifier

8. Configure OSPF.

[edit protocols ospf]
user@R1# set area 0.0.0.0 interface ge-2/0/5.0 passive
user@R1# set area 0.0.0.0 interface lo0.0 passive
user@R1# set area 0.0.0.0 interface ge-2/0/8.0

Step-by-Step
Procedure

To configure Device R2:

Configure the device interfaces.1.

[edit interfaces]
set ge-2/0/7 description to-Host
set ge-2/0/7 unit 0 family inet address 172.16.80.2/30
set ge-2/0/8 description to-R1
set ge-2/0/8 unit 0 family inet address 10.50.0.2/30
set lo0 unit 0 description looback-interface
set lo0 unit 0 family inet address 192.168.14.1/32

2. Configure OSPF.

[edit protocols ospf]
set area 0.0.0.0 interface ge-2/0/7.0 passive
set area 0.0.0.0 interface lo0.0 passive
set area 0.0.0.0 interface ge-2/0/8.0

Results From configuration mode, confirm your configuration by entering the show interfaces,

show firewall, and show protocols OSPF commands. If the output does not display the

intendedconfiguration, repeat the instructions in this example tocorrect theconfiguration.
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ge-2/0/5 {
description to-Host;
unit 0 {
family inet {
address 172.16.70.2/30;

}
}

}
ge-2/0/8 {
description to-R2;
unit 0 {
family inet {
filter {
output mf-classifier;

}
address 10.50.0.1/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
family inet {
address 192.168.13.1/32;

}
}

}

user@R1# show firewall
family inet {
filter mf-classifier {
term t1 {
from {
protocol tcp;
port 80;

}
then policer discard;

}
term t2 {
then accept;

}
}

}
policer discard {
if-exceeding {
bandwidth-limit 700m;
burst-size-limit 15k;

}
then discard;

}

policer discard {
if-exceeding {
bandwidth-limit 700m;
burst-size-limit 15k;

}
then discard;

Copyright © 2017, Juniper Networks, Inc.132

Class of Service Feature Guide for Routing Devices



}

user@R1# show protocols ospf
area 0.0.0.0 {
interface ge-2/0/5.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-2/0/8.0;

}

If you are done configuring Device R1, enter commit from configuration mode.

user@R2# show interfaces
ge-2/0/7 {
description to-Host;
unit 0 {
family inet {
address 172.16.80.2/30;

}
}

}
ge-2/0/8 {
description to-R1;
unit 0 {
family inet {
address 10.50.0.2/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
family inet {
address 192.168.14.1/32;

}
}

}

user@R2# show protocols ospf
area 0.0.0.0 {
interface ge-2/0/7.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-2/0/8.0;

}

If you are done configuring Device R2, enter commit from configuration mode.
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Verification

Confirm that the configuration is working properly.

• Clearing the Counters on page 134

• Sending TCP Traffic into the Network and Monitoring the Discards on page 134

Clearing the Counters

Purpose Confirm that the firewall counters are cleared.

Action On Device R1, run the clear firewall all command to reset the firewall counters to 0.

user@R1> clear firewall all

Sending TCP Traffic into the Network andMonitoring the Discards

Purpose Make sure that the traffic of interest that is sent is rate-limited on the output interface

(ge-2/0/8).

Action Use a traffic generator to send 20 TCP packets with a source port of 80.1.

The -s flag sets the source port. The -k flag causes the source port to remain steady

at 80 instead of incrementing. The -c flag sets the number of packets to 10. The -d

flag sets the packet size.

The destination IP address of 172.16.80.1 represents a user that is downstream of

DeviceR2. The user has requested awebpage from thehost (thewebserver emulated

by the traffic generator), and the packets are sent in response to the request.

NOTE: In this example the policer numbers are reduced to a bandwidth
limit of 8 Kbps and a burst size limit of 1500 KBps to ensure that some
packets are dropped.

[root@host]# hping 172.16.80.1 -s 80 -k -d 375 -c 20

[root@tp-lnx03 rtwright]# hping 172.16.80.1 -s 80 -k -d 375 -c 20
HPING 172.16.80.1 (eth1 172.16.80.1): NO FLAGS are set, 40 headers + 375 data
 bytes
len=46 ip=172.16.80.1 ttl=62 DF id=0 sport=0 flags=RA seq=0 win=0 rtt=4000.8 
ms
.
.
.
--- 172.16.80.1 hping statistic ---
20 packets transmitted, 12 packets received, 40% packet loss

2. On Device R1, check the firewall counters by using the show firewall command.
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user@R1> show firewall

user@sugar# run show firewall

Filter: mf-classifier
Policers:
Name                                                Bytes              Packets
discard-t1                                3320                8

Meaning In Steps 1 and 2 the output from both devices shows that 8 packets were discarded. This

means that there was at least 8 Kbps of green (in-contract HTTP port 80) traffic and

that the 1500 KBps burst option for red out-of-contract HTTP port 80 traffic was

exceeded.

Related
Documentation

Routing Policies, Firewall Filters, and Traffic Policers Feature Guide•

• Example: Configuring a Two-Rate Three-Color Policer

Example: Limiting Inbound TrafficWithin Your Network by Configuring an Ingress
Single-Rate Two-Color Policer and ConfiguringMultifield Classifiers

Supported Platforms MSeries,MXSeries, T Series

This example shows how to limit customer traffic within your network using a single-rate

two-color policer. Policers useaconcept knownasa tokenbucket to identifywhich traffic

to drop. The policer enforces the class-of-service (CoS) strategy of in-contract and

out-of-contract traffic at the interface level. You canapply a single-rate two-color policer

to incoming packets, outgoing packets, or both. This example applies the policer as an

input (ingress) policer for incoming traffic. Themultifield classifier CoS queuing option

places the traffic into theassignedqueueswhichwill help youmanage resourceutilization

at the output interface level by applying scheduling and shaping at a later date.

A thorough explanation of the token bucket concept and its underlying algorithms is

beyond the scope of this document. Formore information about traffic policing, andCoS

in general, refer toQOS-Enabled Networks—Tools and Foundations by Miguel Barreiros

and Peter Lundqvist. This book is available at many online booksellers and at

www.juniper.net/books .

• Requirements on page 135

• Overview on page 136

• Configuration on page 139

• Verification on page 144

Requirements

To verify this procedure, this example uses a traffic generator. The traffic generator can

be hardware-based or it can be software running on a server or host machine.
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The functionality in this procedure is widely supported on devices that run JunosOS. The

example shown here was tested and verified on MX Series routers running Junos OS

Release 10.4.

Overview

Policing

Single-rate two-color policing enforces a configured rate of traffic flow for a particular

service level by applying implicit or configured actions to traffic that does not conform

to the limits.When you apply a single-rate two-color policer to the input or output traffic

at an interface, the policermeters the traffic flow to the rate limit definedby the following

components:

• Bandwidth limit—Theaveragenumberofbitsper secondpermitted forpackets received

or transmitted at the interface. You can specify the bandwidth limit as an absolute

number of bits per second or as a percentage value from 1 through 100. If a percentage

value is specified, the effective bandwidth limit is calculated as a percentage of either

the physical interface media rate or the logical interface configured shaping rate.

• Burst-size limit—Themaximum size permitted for bursts of data. Burst sizes are

measured in bytes. We recommend two formulas for calculating burst size:

Burst size = bandwidth x allowable time for burst traffic / 8

Or

Burst size = interface mtu x 10

For information about configuring the burst size, see Determining Proper Burst Size for

Traffic Policers.

NOTE: There is a finite buffer space for an interface. In general, the
estimated total buffer depth for an interface is about 125ms.

For a traffic flow that conforms to the configured limits (categorized as green traffic),

packetsare implicitlymarkedwithapacket losspriority (PLP) level of lowandareallowed

to pass through the interface unrestricted.

For a traffic flow that exceeds the configured limits (categorized as red traffic), packets

are handled according to the traffic-policing actions configured for the policer. This

example discards packets that burst over the 15 KBps limit.

To rate-limit Layer 3 traffic, you can apply a two-color policer in the following ways:

• Directly to a logical interface, at a specific protocol level.

• As the action of a standard stateless firewall filter that is applied to a logical interface,

at a specific protocol level. This is the technique used in this example.

To rate-limit Layer 2 traffic, you can apply a two-color policer as a logical interface policer

only. You cannot apply a two-color policer to Layer 2 traffic through a firewall filter.
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CAUTION: You can choose either bandwidth-limit or bandwidth percent
within the policer, as they aremutually exclusive. You cannot configure a
policer tousebandwidthpercent foraggregate, tunnel, or software interfaces.

In this example, the host is a traffic generator emulating a webserver. Devices R1 and R2

are owned by a service provider. The webserver is accessed by users behind Device R2.

The host will be sending traffic with a source port TCP HTTP port 80 and a source port

12345 to theusers.Asingle-rate two-colorpolicer is configuredandapplied to the interface

on Device R1 that connects the host to Device R1. The policer enforces the contractual

bandwidth availabilitymadebetween the owner of thewebserver (in this case emulated

by the host) and the service provider that owns Device R1 for the web traffic that flows

over the link that connects the host to Device R1.

In accordance with the contractual bandwidth availability made between the owner of

thewebserver and the service provider that owns Devices R1 and R2, the policer will limit

the HTTP port 80 traffic and the port 12345 traffic originating from the host to using

700Mbps (70 percent) of the available bandwidth with an allowable burst rate of 10 x

the MTU size of the gigabit Ethernet interface between the host and Device R1.

NOTE: In a real-world scenario you would probably also rate-limit traffic for
a variety of other ports such as FTP, SFTP, SSH, TELNET, SMTP, IMAP, and
POP3because theyareoften includedasadditional serviceswithwebhosting
services.

NOTE: You need to leave some additional bandwidth available that is not
rate-limited for network control protocols such as routing protocols, DNS,
and any other protocols required to keep network connectivity operational.
This is why the firewall filter has a final accept condition on it.

Topology

This example uses the topology in Figure 17 on page 120.

Figure 21: Single-Rate Two-Color Policer Scenario
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Figure 18 on page 121 shows the policing behavior.

Figure 22: Traffic Limiting in a Single-Rate Two-Color Policer Scenario

Multifield Classifying

A classifier is a software operation that a router or switch uses to inspect and classify a

packet after it has made it through any policing, if policing is configured. During

classification, thepacketheader contentsareexamined, and this examinationdetermines

how the packet is treated when the outbound interface becomes too busy to handle all

of the packets and youwant your device to droppackets intelligently, insteadof dropping

packets indiscriminately. One commonway to detect packets of interest is by source

port number. The TCP source port numbers 80 and 12345 are used in this example, but

many other matching criteria for packet detection are available to multifield classifiers,

using firewall filter match conditions. The configuration in this example specifies that

TCP packets with a source port 80 are classified into the BE-data forwarding class and

queue number 0, and TCP packets with a source port 12345 are classified into the

Premium-data forwarding class and queue number 1. Traffic from both port numbers is

monitored by the policer first. If the traffic makes it through the policer, it is handed off

to the outbound interface in the assigned queue for transmission.

Multifield classifiers are typically used at the network edge as packets enter an

autonomous system (AS).

In this example, you configure the firewall filter mf-classifier and specify some custom

forwarding classes on Device R1. In specifying the custom forwarding classes, you also

associate each class with a queue.

The classifier operation is shown in Figure 14 on page 97.
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Figure 23: Multifield Classifier Based on TCP Source Ports

Youapply themultifield classifier’s firewall filter asan input filter oneachcustomer-facing

or host-facing interface that needs the filter. In this example, the incoming interface

ge-2/0/5 on Device R1 is used. Youmonitor the behavior of the queues on the interfaces

that the traffic is transmitted over. In this example, to determine how the queues are

being serviced, you examine the traffic statistics on interface ge-2/0/8 by using the

extensive option in the show interfaces command.

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Device R1 set interfaces ge-2/0/5 description to-Host
set interfaces ge-2/0/5 unit 0 family inet address 172.16.70.2/30
set interfaces ge-2/0/5 unit 0 family inet filter inputmf-classifier
set interfaces ge-2/0/8 description to-R2
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.13.1/32
set firewall policer discard if-exceeding bandwidth-limit 700m
set firewall policer discard if-exceeding burst-size-limit 15k
set firewall policer discard then discard
set class-of-service forwarding-classes class BE-data queue-num0
set class-of-service forwarding-classes class Premium-data queue-num 1
set class-of-service forwarding-classes class Voice queue-num 2
set class-of-service forwarding-classes class NC queue-num 3
set firewall family inet filter mf-classifier term BE-data from protocol tcp
set firewall family inet filter mf-classifier term BE-data from port http
set firewall family inet filter mf-classifier term BE-data then forwarding-class BE-data
set firewall family inet filter mf-classifier term BE-data then policer discard
set firewall family inet filter mf-classifier term Premium-data from protocol tcp
set firewall family inet filter mf-classifier term Premium-data from port 12345
set firewall family inet filter mf-classifier term Premium-data then forwarding-class
Premium-data

set firewall family inet filter mf-classifier term Premium-data then policer discard
set firewall family inet filter mf-classifier term accept then accept
set protocols ospf area 0.0.0.0 interface ge-2/0/5.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0
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Device R2 set interfaces ge-2/0/7 description to-Host
set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.2/30
set interfaces ge-2/0/8 description to-R1
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.14.1/32
set protocols ospf area 0.0.0.0 interface ge-2/0/7.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To configure Device R1:

1. Configure the device interfaces.

[edit interfaces]
user@R1#set ge-2/0/5 description to-Host
user@R1#set ge-2/0/5 unit 0 family inet address 172.16.70.2/30
user@R1#set ge-2/0/8 description to-R2
user@R1#set ge-2/0/8 unit 0 family inet address 10.50.0.1/30
user@R1# set lo0 unit 0 description looback-interface
user@R1#set lo0 unit 0 family inet address 192.168.13.1/32

2. Configure the policer to rate-limit to a bandwidth of 700Mbps and a burst size of

15 KBps.

[edit firewall policer discard]
user@R1# set if-exceeding bandwidth-limit 700m
user@R1# set if-exceeding burst-size-limit 15k

3. Configure the policer to discard packets in the red traffic flow.

[edit firewall policer discard]
user@R1# set then discard

4. Configure the custom forwarding classes and associated queue numbers.

[edit class-of-service forwarding-classes]
user@R1# set class BE-data queue-num0
user@R1# set class Premium-data queue-num 1
user@R1# set class Voice queue-num 2
user@R1# set class NC queue-num 3

5. Configure the firewall filter term that places TCP traffic with a source port of 80

(HTTP traffic) into the BE-data forwarding class, associated with queue 0.

[edit firewall family inet filter mf-classifier]
user@R1# set term BE-data from protocol tcp
user@R1# set term BE-data from port http
user@R1# set term BE-data then forwarding-class BE-data
user@R1# set term BE-data then policer discard
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6. Configure the firewall filter term that places TCP traffic with a source port of 12345

into the Premium-data forwarding class, associated with queue 1.

[edit firewall family inet filter mf-classifier]
user@R1# set term Premium-data from protocol tcp
user@R1# set term Premium-data from port 12345
user@R1# set term Premium-data then forwarding-class Premium-data
user@R1# set term Premium-data then policer discard

7. At the end of your firewall filter, configure a default term that accepts all other

traffic.

Otherwise, all traffic that arrives on the interface and is not explicitly accepted by

the firewall filter is discarded.

[edit firewall family inet filter mf-classifier]
user@R1# set term accept then accept

8. Apply the firewall filter to the ge-2/0/5 interface as an input filter.

[edit interfaces]
user@R1# set ge-2/0/5 unit 0 family inet filter inputmf-classifier

9. Configure OSPF.

[edit protocols ospf]
user@R1# set area 0.0.0.0 interface ge-2/0/5.0 passive
user@R1# set area 0.0.0.0 interface lo0.0 passive
user@R1# set area 0.0.0.0 interface ge-2/0/8.0

Step-by-Step
Procedure

To configure Device R2:

Configure the device interfaces.1.

[edit interfaces]
user@R2# set ge-2/0/7 description to-Host
user@R2# set ge-2/0/7 unit 0 family inet address 172.16.80.2/30
user@R2# set ge-2/0/8 description to-R1
user@R2# set ge-2/0/8 unit 0 family inet address 10.50.0.2/30
user@R2# set lo0 unit 0 description looback-interface
user@R2# set lo0 unit 0 family inet address 192.168.14.1/32

2. Configure OSPF.

[edit protocols ospf]
user@R2# set area 0.0.0.0 interface ge-2/0/7.0 passive
user@R2# set area 0.0.0.0 interface lo0.0 passive
user@R2# set area 0.0.0.0 interface ge-2/0/8.0

Results From configuration mode, confirm your configuration by entering the show interfaces,

show class-of-service, show firewall, and show protocols ospf commands. If the output
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does not display the intended configuration, repeat the instructions in this example to

correct the configuration.

user@R1# show interfaces
ge-2/0/5 {
description to-Host;
unit 0 {
family inet {
filter {
input mf-classifier;

}
address 172.16.70.2/30;

}
}

}
ge-2/0/8 {
description to-R2;
unit 0 {
family inet {
address 10.50.0.1/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
family inet {
address 192.168.13.1/32;

}
}

}

user@R1# show class-of-service
forwarding-classes {
class BE-data queue-num0;
class Premium-data queue-num 1;
class Voice queue-num 2;
class NC queue-num 3;

}

user@R1# show firewall
family inet {
filter mf-classifier {
term BE-data {
from {
protocol tcp;
port http;

}
then {
policer discard;
forwarding-class BE-data;

}
}
term Premium-data {
from {
protocol tcp;
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port 12345;
}
then {
policer discard;
forwarding-class Premium-data;

}
}
term accept {
then accept;

}
}

}
policer discard {
if-exceeding {
bandwidth-limit 700m;
burst-size-limit 15k;

}
then discard;

}

user@R1# show protocols ospf
area 0.0.0.0 {
interface ge-2/0/5.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-2/0/8.0;

}

If you are done configuring Device R1, enter commit from configuration mode.

user@R2# show interfaces
ge-2/0/7 {
description to-Host;
unit 0 {
family inet {
address 172.16.80.2/30;

}
}

}
ge-2/0/8 {
description to-R1;
unit 0 {
family inet {
address 10.50.0.2/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
family inet {
address 192.168.14.1/32;

}
}
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}

user@R2# show protocols ospf
area 0.0.0.0 {
interface ge-2/0/7.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-2/0/8.0;

}

If you are done configuring Device R2, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

• Checking the CoS Settings on page 144

• Clearing the Counters on page 144

• Sending Traffic into the Network from TCP HTTP Port 80 and Monitoring the

Results on page 145

• Sending Traffic into the Network from TCP Port 12345 and Monitoring the

Results on page 146

Checking the CoS Settings

Purpose Confirm that the forwarding classes are configured correctly.

Action From Device R1, run the show class-of-service forwarding-class command.

user@R1> show class-of-service forwarding-class

Forwarding class                       ID      Queue  Restricted queue  Fabric 
priority  Policing priority   SPU priority
BE-data                               0       0          0             low    

            normal            low    
Premium-data                          1       1          1             low    

            normal            low    
  Voice                                 2       2          2             low    
            normal            low    
  NC                                    3       3          3             low    
            normal            low  

Meaning The output shows the configured custom classifier settings.

Clearing the Counters

Purpose Confirm that the firewall and interface counters are cleared.
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Action On Device R1, run the clear firewall all command to reset the firewall counters to 0.•

user@R1> clear firewall all

• OnDeviceR1, run the clear interface statistics ge-2/0/5 command to reset the interface

counters to 0.

user@R1> clear interface statistics ge-2/0/8

Sending Traffic into the Network from TCPHTTP Port 80 andMonitoring the
Results

Purpose Send traffic that canmonitored at the policer and custom queue level.

Action Use a traffic generator to send 20 TCP packets with a source port of 80 into the

network.

1.

The -s flag sets the source port. The -k flag causes the source port to remain steady

at 80 instead of incrementing. The -c flag sets the number of packets to 20. The -d

flag sets the packet size.

NOTE: In this example the policer numbers are reduced to a bandwidth
limit of 8 Kbps and a burst size limit of 1500 KBps to ensure that some
packets are dropped.

[User@host]# hping 172.16.80.1 -c 20 -s 80 -k -d 300

[root@host]# hping 172.16.80.1 -s 80 -k -c 20 -d 300
HPING 172.16.80.1 (eth1 172.16.80.1): NO FLAGS are set, 40 headers + 300 data
 bytes
len=46 ip=172.16.80.1 ttl=62 DF id=0 sport=0 flags=RA seq=0 win=0 rtt=1.4 ms
.
.
.
--- 172.16.80.1 hping statistic ---
20 packets transmitted, 16 packets received, 20% packet loss
round-trip min/avg/max = 1.4/8688.9/17002.3 ms

2. On Device R1, check the firewall counters by using the show firewall command.

user@R1> show firewall

Filter: mf-classifier
Policers:
Name                                                Bytes              Packets
discard-BE-data                                      1360 4
discard-Premium-data                                    0                0
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Notice that in the hping output that there was 20%packet loss (4 packets out of 20)

and the same number of packets were dropped by the policer as shown in the output

of the show firewall command. Also notice that the drops are associated with the

queue BE-data as specified in the mf-classifier in the firewall configuration.

3. On Device R1, check the queue counters by using the show interfaces extensive

ge-2/0/8| find "Queue counters" command.

user@R1> show interfaces extensive ge-2/0/8| find "Queue counters"

  Queue counters:       Queued packets  Transmitted packets      Dropped packets

    0                               16                   16                0
    1                                0                    0                0
    2                                0                    0                0
    3                                4                    4                0
  Queue number:         Mapped forwarding classes
    0                   BE-data
    1                   Premium-data
    2                   Voice
    3                   NC

Notice that 16 packetswere transmitted out interface 2/0/8 using the queue BE-data

as specified in themf-classifier in the firewall configuration. The remaining 4 packets,

were dropped by the policer, as shown above. The 4 packets sent to queue 3 are

network control traffic. They are possibly routing protocol updates.

Meaning The output from both devices shows that 4 packets were discarded This means that

there was at least 8 Kbps of green (in-contract HTTP port 80) traffic and that the

1500 KBps burst option for red out-of-contract HTTP port 80 traffic was exceeded. In

Steps 2 and 3, you can see that the correct queues were used to transmit the remaining

traffic out interface 2/0/8.

SendingTraffic into theNetwork fromTCPPort 12345andMonitoring theResults

Purpose Send traffic that canmonitored at the policer and custom queue level.

Action 1. Clear the counters again as shown in section “Clearing the Counters” on page 144.

2. Use a traffic generator to send 20 TCP packets with a source port of 12345 into the

network.

The -s flag sets the source port. The -k flag causes the source port to remain steady

at 12345 instead of incrementing. The -c flag sets the number of packets to 20. The

-d flag sets the packet size.

[User@host]# hping 172.16.80.1 -c 20 -s 12345 -k -d 300

[root@tp-host]# hping 172.16.80.1 -s 12345 -k -c 20 -d 300
HPING 172.16.80.1 (eth1 172.16.80.1): NO FLAGS are set, 40 headers + 300 data
 bytes
len=46 ip=172.16.80.1 ttl=62 DF id=0 sport=0 flags=RA seq=0 win=0 rtt=0.4 ms
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.

.

.
--- 172.16.80.1 hping statistic ---
20 packets transmitted, 16 packets received, 20% packet loss
round-trip min/avg/max = 0.4/9126.3/18002.4 ms

3. On Device R1, check the firewall counters by using the show firewall command.

user@R1> show firewall

Filter: mf-classifier
Policers:
Name                                                Bytes              Packets
discard-BE-data                                         0                0
discard-Premium-data                                 1360 4

Notice that in the hping output that there was 20%packet loss (4 packets out of 20)

and the same number of packets were dropped by the policer as shown in the output

of the show firewall command. Also notice that the drops are associated with the

queue Premium-data as specified in the mf-classifier in the firewall configuration.

4. On Device R1, check the queue counters by using the show interfaces extensive

ge-2/0/8| find "Queue counters" command.

user@R1> show interfaces extensive ge-2/0/8| find "Queue counters"

  Queue counters:       Queued packets  Transmitted packets      Dropped packets

    0                                0                    0                0
    1                               16                   16                0
    2                                0                    0                0
    3                               19                   19                0
  Queue number:         Mapped forwarding classes
    0                   BE-data
    1                   Premium-data
    2                   Voice
    3                   NC

Notice that 16 packets were transmitted out interface 2/0/8 using the Premium-data

queuesas specified in themf-classifier firewall configuration. The remaining4packets

were dropped by the policer, as shown above. The 19 packets sent to queue 3 are

network control traffic. They are possibly routing protocol updates.

Meaning The output from both devices shows that 4 packets were discarded. This means that

there was at least 8 Kbps of green (in-contract HTTP port 80) traffic and that the

1500 KBps burst option for red out-of-contract HTTP port 80 traffic was exceeded. In

Steps 3 and 4, you can see that the correct queues were used to transmit the remaining

traffic out interface 2/0/8.

Related
Documentation

Routing Policies, Firewall Filters, and Traffic Policers Feature Guide•

• Example: Configuring a Two-Rate Three-Color Policer
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Example: Limiting Outbound TrafficWithin Your Network by Configuring an Egress
Single-Rate Two-Color Policer and ConfiguringMultifield Classifiers

Supported Platforms MSeries,MXSeries, T Series

This example shows how to limit customer traffic within your network using a single-rate

two-color policer. Policers useaconcept knownasa tokenbucket to identifywhich traffic

to drop. The policer enforces the class-of-service (CoS) strategy of in-contract and

out-of-contract traffic at the interface level. You canapply a single-rate two-color policer

to incoming packets, outgoing packets, or both. This example applies the policer as an

output (egress) policer for outgoing traffic. Themultifield classifier CoS queueing option

places the traffic into theassignedqueueswhichwill help youmanage resourceutilization

at the output interface level by applying scheduling and shaping at a later date.

A thorough explanation of the token bucket concept and its underlying algorithms is

beyond the scope of this document. Formore information about traffic policing, andCoS

in general, refer toQOS-Enabled Networks—Tools and Foundations by Miguel Barreiros

and Peter Lundqvist. This book is available at many online booksellers and at

www.juniper.net/books .

• Requirements on page 148

• Overview on page 148

• Configuration on page 152

• Verification on page 158

Requirements

To verify this procedure, this example uses a traffic generator. The traffic generator can

be hardware-based or it can be software running on a server or host machine.

The functionality in this procedure is widely supported on devices that run JunosOS. The

example shown here was tested and verified on MX Series routers running Junos OS

Release 10.4.

Overview

Policing

Single-rate two-color policing enforces a configured rate of traffic flow for a particular

service level by applying implicit or configured actions to traffic that does not conform

to the limits.When you apply a single-rate two-color policer to the input or output traffic

at an interface, the policermeters the traffic flow to the rate limit definedby the following

components:

• Bandwidth limit—Theaveragenumberofbitsper secondpermitted forpackets received

or transmitted at the interface. You can specify the bandwidth limit as an absolute

number of bits per second or as a percentage value from 1 through 100. If a percentage

value is specified, the effective bandwidth limit is calculated as a percentage of either

the physical interface media rate or the logical interface configured shaping rate.
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• Burst-size limit—Themaximum size permitted for bursts of data. Burst sizes are

measured in bytes. We recommend two formulas for calculating burst size:

Burst size = bandwidth x allowable time for burst traffic / 8

Or

Burst size = interface mtu x 10

For information about configuring the burst size, see Determining Proper Burst Size for

Traffic Policers.

NOTE: There is a finite buffer space for an interface. In general, the
estimated total buffer depth for an interface is about 125ms.

For a traffic flow that conforms to the configured limits (categorized as green traffic),

packetsare implicitlymarkedwithapacket losspriority (PLP) level of lowandareallowed

to pass through the interface unrestricted.

For a traffic flow that exceeds the configured limits (categorized as red traffic), packets

are handled according to the traffic-policing actions configured for the policer. This

example discards packets that burst over the 15 KBps limit.

To rate-limit Layer 3 traffic, you can apply a two-color policer in the following ways:

• Directly to a logical interface, at a specific protocol level.

• As the action of a standard stateless firewall filter that is applied to a logical interface,

at a specific protocol level. This is the technique used in this example.

To rate-limit Layer 2 traffic, you can apply a two-color policer as a logical interface policer

only. You cannot apply a two-color policer to Layer 2 traffic through a firewall filter.

CAUTION: You can choose either bandwidth-limit or bandwidth percent,
within the policer, as they aremutually exclusive. You cannot configure a
policer to use bandwidth percent for aggregate, tunnel, and software
interfaces.

In this example, the host connected to Device 1 is a traffic generator emulating a

webserver. Devices R1, R2, and R3 are owned by a service provider. The webserver is

accessed by users behind Device R2. Both hosts are owned by the same customers and

their traffic needs to bemanaged. The host connected to Device 1 will be sending traffic

with a source TCP HTTP port of 80 to the users. A single-rate two-color policer is

configured and applied to the interface on Device R1 that connects to Device R2. The

policer enforces the contractual bandwidth availability made between the owner of the

webserver (in this case emulated by the host connected to Device R1) and the service

provider that owns Devices R1, R2, and R3 for the web traffic that flows over the link that

connects Devices R1 and R2.
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The reason that this example is applying thepolicer as anegresspolicer betweenDevices

R1 and R2 is because this is the point where the traffic from both customers sites shares

the same link. This makes it easier to enforce the required policing parameters. Trying to

rate-limit thecombinedcustomer trafficon the linkbetweenDevicesR1andR2byapplying

the policers as ingress policers on interfaces ge-0/0/0 on Device R3 and ge-2/0/5 on

Device R1 would be very complicated because using the contracted rate of 700Mbps

(70 percent) of the available bandwidth with an allowable burst rate of 10 x the MTU

size of the gigabit Ethernet interface between the host and Device R3 and the host and

Device R1 would result in allowing amaximum throughput of 1400Mbps over the link

between Devices R1 and R2. Therefore, the rate-limiting applied to the host connections

between the hosts and Devices R3 and R1 would have to be reduced below 700Mbps.

Thecalculationofwhat to reduce the rate-limit number towouldbeproblematicbecause

just reducing eachhost to 350Mbpswouldmean that if one hostwas transmitting traffic

while the other hostwas not transmitting, themaximum throughput on the link between

Devices R1 and R2 would be only one half of the contracted rate (350Mbps instead of

700Mbps). This is why this example is useful to show the amount of thought that has

to go into applying CoS in a network to achieve the desired goals.

In accordance with the contractual bandwidth availability made between the owner of

the webservers and the service provider that owns Devices R1, R2 and R3, the egress

policer on Device R1 will limit the HTTP port 80 traffic originating from the host to using

700Mbps (70 percent) of the available bandwidth with an allowable burst rate of 10 x

the MTU size of the gigabit Ethernet interface between Devices R1 and R2.

Additional traffic from TCP source port 12345 is used in this example to further illustrate

how traffic is allocated to the outbound queues.

NOTE: In a real-world scenario you would probably also rate-limit traffic for
a variety of other ports such as FTP, SFTP, SSH, TELNET, SMTP, IMAP, and
POP3because theyareoften includedasadditional serviceswithwebhosting
services.

NOTE: You need to leave some additional bandwidth available that is not
rate-limited for network control protocols such as routing protocols, DNS,
and any other protocols required to keep network connectivity operational.
This is why the firewall filter has a final accept condition on it.

Topology

This example uses the topology in Figure 17 on page 120.
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Figure 24: Single-Rate Two-Color Policer Scenario

Figure 18 on page 121 shows the policing behavior.

Figure 25: Traffic Limiting in a Single-Rate Two-Color Policer Scenario

Multifield Classifying

A classifier is a software operation that a router or switch uses to inspect and classify a

packet after it has made it through any policing, if policing is configured. During

classification, thepacketheader contentsareexamined, and this examinationdetermines

how the packet is treated when the outbound interface becomes too busy to handle all

of the packets and youwant your device to droppackets intelligently, insteadof dropping

packets indiscriminately. One commonway to detect packets of interest is by source

port number. The TCP source port numbers 80 and 12345 are used in this example, but

many other matching criteria for packet detection are available to multifield classifiers,

using firewall filter match conditions. The configuration in this example specifies that

TCP packets with a source port 80 are classified into the BE-data forwarding class and

queue number 0, and TCP packets with a source port 12345 are classified into the

Premium-data forwarding class and queue number 1. Traffic from both port numbers is

monitored by the policer first. If the traffic makes it through the policer, it is handed off

to the outbound interface in the assigned queue for transmission.
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Multifield classifiers are typically used at the network edge as packets enter an

autonomous system (AS). However, as explained previously in the policing section, in

this example the multifield classifier is configured within the AS of the service provider.

In this example, you configure the firewall filtermf-classifier and specify some custom
forwarding classes on Device R1. In specifying the custom forwarding classes, you also

associate each class with a queue.

The classifier operation is shown in Figure 14 on page 97.

Figure 26: Multifield Classifier Based on TCP Source Ports

Youmonitor the behavior of the queues on the interfaces that the traffic is transmitted

over. In this example, to determine how the queues are being serviced, you examine the

traffic statistics on interface ge-2/0/8 on Device R1 by using the extensive option in the

show interfaces command.

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Device R1 set interfaces ge-0/0/1 description to-R3
set interfaces ge-0/0/1 unit 0 family inet address 10.51.0.1/30
set interfaces ge-2/0/5 description to-Host
set interfaces ge-2/0/5 unit 0 family inet address 172.16.70.2/30
set interfaces ge-2/0/8 description to-R2
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
set interfaces ge-2/0/8 unit 0 family inet filter outputmf-classifier
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.13.1/32
set firewall policer discard if-exceeding bandwidth-limit 700m
set firewall policer discard if-exceeding burst-size-limit 15k
set firewall policer discard then discard
set class-of-service forwarding-classes class BE-data queue-num0
set class-of-service forwarding-classes class Premium-data queue-num 1
set class-of-service forwarding-classes class Voice queue-num 2
set class-of-service forwarding-classes class NC queue-num 3
set firewall family inet filter mf-classifier term BE-data from protocol tcp
set firewall family inet filter mf-classifier term BE-data from port http
set firewall family inet filter mf-classifier term BE-data then forwarding-class BE-data
set firewall family inet filter mf-classifier term BE-data then policer discard
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set firewall family inet filter mf-classifier term Premium-data from protocol tcp
set firewall family inet filter mf-classifier term Premium-data from port 12345
set firewall family inet filter mf-classifier term Premium-data then forwarding-class
Premium-data

set firewall family inet filter mf-classifier term Premium-data then policer discard
set firewall family inet filter mf-classifier term accept then accept
set protocols ospf area 0.0.0.0 interface ge-2/0/5.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-0/0/1.0
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

Device R2 set interfaces ge-2/0/7 description to-Host
set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.2/30
set interfaces ge-2/0/8 description to-R1
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.14.1/32
set protocols ospf area 0.0.0.0 interface ge-2/0/7.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

Device R3 set interfaces ge-0/0/0 description to-Host
set interfaces ge-0/0/0 unit 0 family inet address 172.16.71.1/30
set interfaces ge-0/0/1 description to-R1
set interfaces ge-0/0/1 unit 0 family inet address 10.51.0.2/30
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.15.1/32
set protocols ospf area 0.0.0.0 interface ge-0/0/0.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-0/0/1.0

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To configure Device R1:

1. Configure the device interfaces.

[edit interfaces]
user@R1# set ge-0/0/1 description to-R3
user@R1# set ge-0/0/1 unit 0 family inet address 10.51.0.1/30
user@R1# set ge-2/0/5 description to-Host
user@R1# set ge-2/0/5 unit 0 family inet address 172.16.70.2/30
user@R1# set ge-2/0/8 description to-R2
user@R1# set ge-2/0/8 unit 0 family inet address 10.50.0.1/30

2. Configure the policer to rate-limit to a bandwidth of 700Mbps and a burst size of

15 KBps.

[edit firewall policer discard]
user@R1# set if-exceeding bandwidth-limit 700m
user@R1# set if-exceeding burst-size-limit 15k
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3. Configure the policer to discard packets in the red traffic flow.

[edit firewall policer discard]
user@R1# set then discard

4. Configure the custom forwarding classes and associated queue numbers.

[edit class-of-service forwarding-classes]
user@R1# set class BE-data queue-num0
user@R1# set class Premium-data queue-num 1
user@R1# set class Voice queue-num 2
user@R1# set class NC queue-num 3

5. Configure the firewall filter term that places TCP traffic with a source port of 80

(HTTP traffic) into the BE-data forwarding class, associated with queue 0.

[edit firewall family inet filter mf-classifier]
user@R1# set term BE-data from protocol tcp
user@R1# set term BE-data from port http
user@R1# set term BE-data then forwarding-class BE-data
user@R1# set term BE-data then policer discard

6. Configure the firewall filter term that places TCP traffic with a source port of 12345

into the Premium-data forwarding class, associated with queue 1.

[edit firewall family inet filter mf-classifier]
user@R1# set term Premium-data from protocol tcp
user@R1# set term Premium-data from port 12345
user@R1# set term Premium-data then forwarding-class Premium-data
user@R1# set term Premium-data then policer discard

7. At the end of your firewall filter, configure a default term that accepts all other

traffic.

Otherwise, all traffic that arrives on the interface that is not explicitly accepted by

the firewall filter is discarded.

[edit firewall family inet filter mf-classifier]
user@R1# set term accept then accept

8. Apply the firewall filter to interface ge-2/0/8 as an output filter.

[edit interfaces]
user@R1# set ge-2/0/8 unit 0 family inet filter outputmf-classifier

9. Configure OSPF.

[edit protocols ospf]
user@R1# set area 0.0.0.0 interface ge-2/0/5.0 passive
user@R1# set area 0.0.0.0 interface lo0.0 passive
user@R1# set area 0.0.0.0 interface ge-0/0/1.0
user@R1# set area 0.0.0.0 interface ge-2/0/8.0
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Step-by-Step
Procedure

To configure Device R2:

Configure the device interfaces.1.

[edit]
user@R2# set interfaces ge-2/0/7 description to-Host
user@R2# set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.2/30
user@R2# set interfaces ge-2/0/8 description to-R1
user@R2# set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
user@R2# set interfaces lo0 unit 0 description looback-interface
user@R2# set interfaces lo0 unit 0 family inet address 192.168.14.1/32

Configure OSPF.

[edit protocols ospf]
user@R2# set area 0.0.0.0 interface ge-2/0/7.0 passive
user@R2# set area 0.0.0.0 interface lo0.0 passive
user@R2# set area 0.0.0.0 interface ge-2/0/8.0

Step-by-Step
Procedure

To configure Device R3:

Configure the interfaces.1.

[edit]
user@R3# set interfaces ge-0/0/0 description to-Host
user@R3# set interfaces ge-0/0/0 unit 0 family inet address 172.16.71.1/30
user@R3# set interfaces ge-0/0/1 description to-R1
user@R3# set interfaces ge-0/0/1 unit 0 family inet address 10.51.0.2/30
user@R3# set interfaces lo0 unit 0 description looback-interface
user@R3# set interfaces lo0 unit 0 family inet address 192.168.15.1/32

2. Configure OSPF

[edit protocols ospf]
user@R3# set protocols ospf area 0.0.0.0 interface ge-0/0/0.0 passive
user@R3# set protocols ospf area 0.0.0.0 interface lo0.0 passive
user@R3# set protocols ospf area 0.0.0.0 interface ge-0/0/1.0

Results From configuration mode, confirm your configuration by entering the show interfaces,

show class-of-service, show firewall, and show protocols ospf commands. If the output

does not display the intended configuration, repeat the instructions in this example to

correct the configuration.

user@R1# show interfaces
ge-0/0/1 {
description to-R3;
unit 0 {
family inet {
address 10.51.0.1/30;

}
}

}
}
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ge-2/0/5 {
description to-Host;
unit 0 {
family inet {
address 172.16.70.2/30;

}
}

}
ge-2/0/8 {
description to-R2;
unit 0 {
family inet {
filter {
output mf-classifier;

}
address 10.50.0.1/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
family inet {
address 192.168.13.1/32;

}
}

}

user@R1# show class-of-service
forwarding-classes {
class BE-data queue-num0;
class Premium-data queue-num 1;
class Voice queue-num 2;
class NC queue-num 3;

}

user@R1# show firewall
family inet {
filter mf-classifier {
term BE-data {
from {
protocol tcp;
port http;

}
then {
policer discard;
forwarding-class BE-data;

}
}
term Premium-data {
from {
protocol tcp;
port 12345;

}
then {
policer discard;
forwarding-class Premium-data;
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}
}
term accept {
then accept;

}
}

}
policer discard {
if-exceeding {
bandwidth-limit 700m;
burst-size-limit 15k;

}
then discard;

}

user@R1# show protocols ospf
area 0.0.0.0 {
interface ge-2/0/5.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-0/0/1.0;
interface ge-2/0/8.0;

}

If you are done configuring Device R1, enter commit from configuration mode.

user@R2# show interfaces
ge-2/0/7 {
description to-Host;
unit 0 {
family inet {
address 172.16.80.2/30;

}
}

}
ge-2/0/8 {
description to-R1;
unit 0 {
family inet {
address 10.50.0.2/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
family inet {
address 192.168.14.1/32;

}
}

}

user@R2# show protocols ospf
area 0.0.0.0 {
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interface ge-2/0/7.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-2/0/8.0;

}

If you are done configuring Device R2, enter commit from configuration mode.

user@R3# show interfaces
ge-0/0/0 {
description to-Host;
unit 0 {
family inet {
address 172.16.71.2/30;

}
}

}
ge-0/0/1 {
description to-R1;
unit 0 {
family inet {
address 10.51.0.2/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
family inet {
address 192.168.15.1/32;

}
}

}

user@R3# show protocols ospf
area 0.0.0.0 {
interface ge-0/0/0.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-0/0/1.0;

}

If you are done configuring Device R3, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

• Checking the CoS Settings on page 159

• Clearing the Counters on page 159
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• Sending Traffic into the Network from TCP HTTP Port 80 and Monitoring the

Results on page 159

• Sending Traffic into the Network from TCP Port 12345 and Monitoring the

Results on page 161

Checking the CoS Settings

Purpose Confirm that the forwarding classes are configured correctly.

Action From Device R1, run the show class-of-service forwarding-class command.

user@R1> show class-of-service forwarding-class

Forwarding class                       ID      Queue  Restricted queue  Fabric 
priority  Policing priority   SPU priority
BE-data                               0       0          0             low    

            normal            low    
Premium-data                          1       1          1             low    

            normal            low    
  Voice                                 2       2          2             low    
            normal            low    
  NC                                    3       3          3             low    
            normal            low  

Meaning The output shows the configured custom classifier settings.

Clearing the Counters

Purpose Confirm that the firewall and interface counters are cleared.

Action On Device R1, run the clear firewall all command to reset the firewall counters to 0.•

user@R1> clear firewall all

• OnDeviceR1, run the clear interface statistics ge-2/0/5 command to reset the interface

counters to 0.

user@R1> clear interface statistics ge-2/0/8

Sending Traffic into the Network from TCPHTTP Port 80 andMonitoring the
Results

Purpose Send traffic that canmonitored at the policer and custom queue level.

Action Use a traffic generator to send 20 TCP packets with a source port of 80 into the

network.

1.
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The -s flag sets the source port. The -k flag causes the source port to remain steady

at 80 instead of incrementing. The -c flag sets the number of packets to 20. The -d

flag sets the packet size.

NOTE: In this example the policer numbers are reduced to a bandwidth
limit of 8 Kbps and a burst size limit of 1500 KBps to ensure that some
packets are dropped.

[User@host]# hping 172.16.80.1 -c 20 -s 80 -k -d 300

[User@Host]# hping 172.16.80.1 -s 80 -k -c 20 -d 375
HPING 172.16.80.1 (eth1 172.16.80.1): NO FLAGS are set, 40 headers + 375 data
 bytes
len=46 ip=172.16.80.1 ttl=62 DF id=0 sport=0 flags=RA seq=0 win=0 rtt=1001.0 
ms
.
.
.
--- 172.16.80.1 hping statistic ---
20 packets transmitted, 14 packets received, 30% packet loss
round-trip min/avg/max = 1001.0/10287.1/19002.1 ms

2. On Device R1, check the firewall counters by using the show firewall command.

user@R1> show firewall

Filter: mf-classifier
Policers:
Name                                                Bytes              Packets
discard-BE-data                                      2490                6
discard-Premium-data                                    0                0  

Notice that in the hping output that there was 30%packet loss (6 packets out of 20)

and the same number of packets were dropped by the policer as shown in the output

of the show firewall command. Also notice that the drops are associated with the

queue BE-data as specified in the mf-classifier in the firewall configuration.

3. On Device R1, check the queue counters by using the show interfaces extensive

ge-2/0/8| find "Queue counters" command.

user@R1> show interfaces extensive ge-2/0/8| find "Queue counters"
 Queue counters:       Queued packets  Transmitted packets      Dropped packets

 0                               14                  14                    0
 1                                0                   0                    0
 2                                0                   0                    0
 3                               16                  16                    0
 Queue number:       Mapped forwarding classes
 0                   BE-data
 1                   Premium-data
 2                   Voice
 3                   NC 
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Notice that 14 packetswere transmitted out interface 2/0/8 using the queue BE-data

as specified in themf-classifier in the firewall configuration. The remaining 6 packets

were dropped by the policer, as shown above. The 16 packets sent to queue 3 are

network control traffic. They are possibly routing protocol updates.

Meaning The output from both devices shows that 6 packets were discarded This means that

there was at least 8 Kbps of green (in-contract HTTP port 80) traffic and that the

1500 KBps burst option for red out-of-contract HTTP port 80 traffic was exceeded. In

Steps 2 and 3, you can see that the correct queues were used to transmit the remaining

traffic out interface 2/0/8.

SendingTraffic into theNetwork fromTCPPort 12345andMonitoring theResults

Purpose Send traffic that canmonitored at the policer and custom queue level.

Action 1. Clear the counters again as shown in section “Clearing the Counters” on page 144.

2. Use a traffic generator to send 20 TCP packets with a source port of 12345 into the

network.

The -s flag sets the source port. The -k flag causes the source port to remain steady

at 12345 instead of incrementing. The -c flag sets the number of packets to 20. The

-d flag sets the packet size.

[User@host]# hping 172.16.80.1 -c 20 -s 12345 -k -d 300
[Host@User]# hping 172.16.80.1 -s 12345 -k -c 20 -d 375
HPING 172.16.80.1 (eth1 172.16.80.1): NO FLAGS are set, 40 headers + 375 data
 bytes
len=46 ip=172.16.80.1 ttl=62 DF id=0 sport=0 flags=RA seq=0 win=0 rtt=1000.4 
ms
.
.
.

--- 172.16.80.1 hping statistic ---
20 packets transmitted, 13 packets received, 35% packet loss
round-trip min/avg/max = 1000.4/10924.5/19002.2 ms

3. On Device R1, check the firewall counters by using the show firewall command.

user@R1> show firewall
Filter: mf-classifier
Policers:
Name                                                Bytes              Packets
discard-BE-data                                         0                0
discard-Premium-data                                 2905                7

Notice that in the hping output that there was 35% packet loss (7 packets out of 20)

and the same number of packets were dropped by the policer as shown in the output

of the show firewall command. Also notice that the drops are associated with the

queue Premium-data as specified in the mf-classifier in the firewall configuration.
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4. On Device R1, check the queue counters by using the show interfaces extensive

ge-2/0/8| find "Queue counters" command.

user@R1> show interfaces extensive ge-2/0/8| find "Queue counters"
Queue counters:       Queued packets  Transmitted packets      Dropped packets

 0                                0                   0                    0
 1                               13                   13                   0
 2                                0                    0                   0
 3                               16                   16                   0
 Queue number:       Mapped forwarding classes
 0                   BE-data
 1                   Premium-data
 2                   Voice
 3                   NC

Notice that 13 packets were transmitted out interface 2/0/8 using the Premium-data

queues specified in the mf-classifier in the firewall configuration. The remaining 7

packets were dropped by the policer, as shown above. The 16 packets sent to queue

3 are network control traffic. They are possibly routing protocol updates.

Meaning The output from both devices shows that 7 packets were discarded. This means that

there was at least 8 Kbps of green (in-contract HTTP port 80) traffic and that the

1500 KBps burst option for red out-of-contract HTTP port 80 traffic was exceeded. In

Steps 3 and 4, you can see that the correct queues were used to transmit the remaining

traffic out interface 2/0/8.

Related
Documentation

Routing Policies, Firewall Filters, and Traffic Policers Feature Guide•

• Example: Configuring a Two-Rate Three-Color Policer

Overview of Tricolor Marking Architecture

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Policers provide two functions: metering andmarking.

The policer meters each packet and passes the packet and themetering result to the

marker, as shown in Figure 27 on page 162.

Figure 27: Flow of Tricolor Marking Policer Operation
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Themeter operates in twomodes. In the color-blind mode, the meter treats the packet

stream as uncolored. Any preset loss priorities are ignored. In the color-aware mode, the

meter inspects the packet loss priority (PLP) field, which has been set by an upstream

device as PLP high, medium-high, medium-low, or low; in other words, the PLP field has

alreadybeen setbyabehavior aggregate (BA)ormultifield classifier. Themarker changes

the PLP of each incoming IP packet according to the results of the meter. For more

information, see “Configuring Two-Rate Tricolor Marking” on page 173.

Single-rate TCM is so called because traffic is policed according to one rate—the

committed information rate (CIR)—and two burst sizes: the committed burst size (CBS)

andexcessburst size (EBS). TheCIR specifies theaverage rateatwhichbits are admitted

to the network. The CBS specifies the usual burst size in bytes and the EBS specifies the

maximum burst size in bytes for packets that are admitted to the network. The EBS is

greater thanor equal to theCBS, andneither canbe0.Aseachpacket enters thenetwork,

its bytes are counted. Packets that do not exceed the CBS are marked low PLP. Packets

that exceed the CBS but are below the EBS are markedmedium-high PLP. Packets that

exceed the EBS are marked high PLP.

Two-rate TCM is so called because traffic is policed according to two rates: the CIR and

the peak information rate (PIR). The PIR is greater than or equal to the CIR. The PIR

specifies the maximum rate at which bits are admitted to the network. As each packet

enters the network, its bits are counted. Bits in packets that do not exceed the CIR have

their packets marked low PLP. Bits in packets that exceed the CIR but are below the PIR

have their packets markedmedium-high PLP. Bits in packets that exceed the PIR have

their packets marked high PLP.

For information about how to usemarking policers with BA andmultifield classifiers, see

“Configuring Behavior Aggregate Classifiers” on page 48 and “UsingMultifield Classifiers

to Set Packet Loss Priority” on page 95.

Related
Documentation

Enabling Tricolor Marking and Limitations of Three-Color Policers on page 163•

• Configuring and Applying Tricolor Marking Policers on page 165

Enabling Tricolor Marking and Limitations of Three-Color Policers

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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This topicdescribeshowtoenableTCMonJuniperNetworksdevices, aswell as limitations

you need to be aware of when you are using TCM.

Table 17 on page 164 lists the default state for TCM on Juniper Networks devices:

Table 17: Devices Versus TCM

TCMDisabled by DefaultTCM Enabled by Default

M320 routers with Enhanced II FPCsM120 routers

T Series routers with Enhanced II FPCsMX Series routers

T640 routers with Enhanced Scaling FPC4sT4000 routers

T1600 routers with Enhanced Scaling FPC4sEX Series switches

NOTE: If you do not enable TCM on platforms that require it, you cannot
configuremedium-lowormedium-highpacket losspriority (PLP) forclassifiers,

rewrite rules, drop profiles, or firewall filters.

NOTE: OnMXSeries andM120 routers, you can apply three-color policers to
aggregated interfaces.

NOTE: On T Series routers, three-color policers and hierarchical policers are
supported on aggregated interfaces if all child links are hosted on Enhanced
Scaling FPCs.

TCMhas some limitations thatmust be kept inmind during configuration and operation.

• When you enable TCM on a 10-port Gigabit Ethernet PIC or a 10-Gigabit Ethernet PIC,

for queues 6 and 7 only, the output of the show interfaces queue interface-name

command does not display the number of queued bytes and packets, or the number

of bytes and packets dropped due to RED. If you do not configure tricolor marking on

the interface, these statistics are available for all queues.

• When you enable TCM, Transmission Control Protocol (TCP)-based configurations

for dropprofilesare rejected. Inotherwords, youcannot include theprotocol statement

at the [edit class-of-service schedulers scheduler-name drop-profile-map] hierarchy

level. The result is that drop profiles are applied to packets with the specified PLP and

any protocol type.

• On Gigabit Ethernet IQ PICs, for IEEE 802.1 rewrite rules, only two loss priorities are

supported. Exiting packets with medium-high loss priority are treated as high, and

packets with medium-low loss priority are treated as low. In other words rewrite rules

corresponding to high and low apply instead of those corresponding to medium-high
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andmedium-low. For IQ PICs, you can only configure one IEEE 802.1 rewrite rule on a

physical port. All logical ports (units) on that physical port should apply the same

IEEE 802.1 rewrite rule.

• When somePICswith FrameRelay encapsulationmark apacketwith high loss priority,

the packet is treated as having medium-high loss priority on M320Multiservice Edge

Routers and T Series Core Routers with Enhanced II FPCs and T640Core Routers with

Enhanced Scaling FPC4.

• In a single firewall filter term, youcannot configureboth the loss-priorityactionmodifier

and the three-color-policer action modifier. These statements are mutually exclusive.

To enable TCM:

• Enable two-rate tricolor marking.

[edit]
user@host# edit class-of-service
user@host# set tri-color

Related
Documentation

Overview of Tricolor Marking Architecture on page 162•

• Configuring and Applying Tricolor Marking Policers on page 165

Configuring and Applying Tricolor Marking Policers

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

A tricolor marking (TCM) policer polices traffic on the basis of metering rates, including

the CIR, the PIR, their associated burst sizes, and any policing actions configured for the

traffic.

This topic describes how to configure and apply TCMpolicers and includes the following

topics:

• Defining a Tricolor Marking Policer on page 165

• Applying Tricolor Marking Policers to Firewall Filters on page 168

• Applying Firewall Filter Tricolor Marking Policers to Interfaces on page 168

• Example: Configuring and Applying a Single-Rate Tricolor Marking Policer on page 169

Defining a Tricolor Marking Policer

To configure a TCM policer, first enable tricolor marking if not already enabled by default

(see “Enabling Tricolor Marking and Limitations of Three-Color Policers” on page 163):

Youcanconfigurea tricolor policer todiscardhigh losspriority traffic ona logical interface

in the ingress or egress direction. statement.

In all cases, the range of allowable bits-per-second or byte values is 1500

to 100,000,000,000. You can specify the values for bps and bytes either as complete

decimal numbers or as decimal numbers followed by the abbreviation k (1000),

m (1,000,000), or g (1,000,000,000).
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The color-blind policer implicitly marks packets into three loss priority categories:

• Low

• Medium-high

• High

Table 18 on page 166 describes all the configurable TCM statements.

Table 18: Tricolor Marking Policer Statements

ConfigurableValuesMeaningStatement

–Marking is based on the CIR, CBS, and EBS.single-rate

–Marking is based on the CIR, PIR, and rated burst sizes.two-rate

–Metering depends on the packet’s preclassification. Metering can
increase a packet’s assigned PLP, but cannot decrease it.

color-aware

–All packets are evaluated by the CIR or CBS. If a packet exceeds the
CIR or CBS, it is evaluated by the PIR or EBS.

color-blind

1500 through
100,000,000,000bps

Guaranteedbandwidthundernormal lineconditionsandtheaverage
rate up to which packets are marked green.

committed-information-rate

1500 through
100,000,000,000bytes

Maximum number of bytes allowed for incoming packets to burst
above the CIR, but still be marked green.

committed-burst-size

1500 through
100,000,000,000bytes

Maximum number of bytes allowed for incoming packets to burst
above the CIR, but still be marked yellow.

excess-burst-size

1500 through
100,000,000,000
bps

Maximum achievable rate. Packets that exceed the CIR but are
below the PIR are marked yellow. Packets that exceed the PIR are
marked red.

peak-information-rate

1500 through
100,000,000,000bytes

Maximum number of bytes allowed for incoming packets to burst
above the PIR, but still be marked yellow.

peak-burst-size

Define the TCM policer at the [edit firewall] hierarchy level:

1. Create the TCM policer by defining a name for the policer.

[edit]
user@host# edit firewall three-color-policer three-color-policer-name

2. Discard traffic on a logical interface using tricolor marking policing.

[edit firewall three-color-policer name]
user@host# set action loss-priority high then discard

3. Define the filter as a logical interface policer.

[edit firewall three-color-policer name]
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user@host# set logical-interface-policer

4. Configurea single-rate three-color policer inwhichmarking is basedon thecommitted

information rate (CIR), committed burst size (CBS), and excess burst size (EBS).

[edit firewall three-color-policer name]
user@host# set single-rate (color-aware | color-blind)
user@host# set single-rate committed-information-rate bps
user@host# set single-rate committed-burst-size bytes
user@host# set single-rate excess-burst-size bytes

5. Configure a two-rate three-color policer in whichmarking is based on the committed

information rate (CIR), committed burst size (CBS), peak information rate (PIR), and

peak burst size (PBS).

[edit firewall three-color-policer name]
user@host# set two-rate (color-aware | color-blind)
user@host# set two-rate committed-information-rate bps
user@host# set two-rate committed-burst-size bytes
user@host# set two-rate peak-information-rate bps
user@host# set two-rate peak-burst-size bytes

6. Confirm the configuration.

[edit firewall]
user@host# show

three-color-policer name {
action {
loss-priority high then discard; # Only for IQ2 PICs

}
logical-interface-policer;
single-rate {
(color-aware | color-blind);
committed-information-rate bps;
committed-burst-size bytes;
excess-burst-size bytes;

}
two-rate {
(color-aware | color-blind);
committed-information-rate bps;
committed-burst-size bytes;
peak-information-rate bps;
peak-burst-size bytes;

}
}

7. Save the configuration.

[edit]
user@host# commit
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Applying Tricolor Marking Policers to Firewall Filters

To rate-limit traffic by applying a tricolor marking policer to a firewall filter:

• Set the three-color-policer statement at the edit firewall hierarchy level:

[edit]
user@host# edit firewall
user@host# set three-color-policer three-color-policer-name

You can include this statement at the following hierarchy levels:

• [edit firewall family family filter filter-name term rule-name then]

• [edit firewall filter filter-name term rule-name then]

In the family statement, the protocol family can be any, ccc, inet, inet6,mpls, or vpls.

Youmust identify the referenced policer as a single-rate or two-rate policer, and this

statementmustmatch theconfiguredTCMpolicer.Otherwise, anerrormessageappears

in the configuration listing.

For example, if you configure srTCM as a single-rate TCM policer and try to apply it as a

two-rate policer, the following message appears:

[edit firewall]
user@host# show three-color-policer srTCM
single-rate {
color-aware;
. . .

}
user@host# show filter TESTER
term A {
then {
three-color-policer {
##
##Warning: Referenced two-rate policer does not exist
##
two-rate srTCM;

}
}

}

Applying Firewall Filter Tricolor Marking Policers to Interfaces

To apply a tricolor marking policer to an interface, youmust reference the filter name in

the interface configuration.

• Set the filter statement:

[edit]
user@host# edit interfaces interface-name unit logical-unit-number family family
user@host# set filter input filter-name
user@host# set filter output filter-name
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NOTE: The filter name that you referencemust have an attached tricolor
marking policer.

You can include these statements at the following hierarchy levels:

• [edit interfaces interface-name unit logical-unit-number family family]

• [edit logical-systems logical-system-name interfaces interface-name unit

logical-unit-number family family]

Example: Configuring and Applying a Single-Rate Tricolor Marking Policer

The following example requires that you navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

This example describes how to configure and apply a color-blind, single-rate, tricolor

policer.

1. Configure the single-rate, color-blind, three-color policer.

[edit]
user@host# edit firewall three-color-policer srtcm1-cb single-rate
user@host# set color-blind
user@host# set committed-information-rate 1048576
user@host# set committed-burst-size 65536
user@host# excess-burst-size 131072

2. Apply the policer to the fil firewall filter.

[edit firewall]
user@host# set filter fil term default then three-color-policer single-rate srtc1-cb

3. Apply the fil firewall filter to the logical interface:

[edit]
user@host# edit interfaces so-1/0/0 unit 0
user@host# set family inet filter input fil

4. Verify the configuration.

[edit firewall]
user@host# show

three-color-policer srtcm1-cb {
    single-rate {
        color-blind;
        committed-information-rate 1048576;
        committed-burst-size 65536;
        excess-burst-size 131072;
    }
}
filter fil {
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    term default {
        then {
            three-color-policer {
                single-rate srtcm1-cb;
            }
        }
    }
}

[edit interfaces]
user@host# show

so-1/0/0 {
    unit 0 {
        family inet {
            filter {
                input fil;
            }
        }
    }
}

5. Save the configuration.

[edit]
user@host# commit

Related
Documentation

Controlling Network Access Using Traffic Policing Overview on page 109•

• Overview of Tricolor Marking Architecture on page 162

Configuring Single-Rate Tricolor Marking

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

WithTCM,youcanconfigure trafficpolicingaccording to twoseparatemodes—color-blind

and color-aware. In color-blind mode, the current PLP value is ignored. In color-aware

mode, the current PLP values are considered by the policer and can only be increased.

This topic describes how to configure eachmode for single-rate TCM and includes the

following sections:

• Configuring Color-Blind Mode for Single-Rate Tricolor Marking on page 170

• Configuring Color-Aware Mode for Single-Rate Tricolor Marking on page 171

Configuring Color-BlindMode for Single-Rate Tricolor Marking

All packets are evaluated by the CBS. If a packet exceeds the CBS, it is evaluated by the

EBS. In color-blindmode, thepolicer supports three losspriorities only: low,medium-high,

and high.

In color-blind mode, packets that exceed the CBS but are below the EBS are marked

yellow (medium-high). Packets that exceed the EBS are marked red (high), as shown in

Table 19 on page 171.
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Table 19: Color-BlindMode TCMColor-to-PLPMapping

MeaningPLPColor

Packet does not exceed the CBS.lowGreen

Packet exceeds the CBS but does not exceed the EBS.medium-highYellow

Packet exceeds the EBS.highRed

If you are using color-blindmode and youwish to configure an output policer thatmarks

packets tohavemedium-low losspriority, youmust configureapolicer at the [edit firewall

policer policer-name] hierarchy level. For example:

firewall {
policer 4PLP {
if-exceeding {
bandwidth-limit 40k;
burst-size-limit 4k;

}
then loss-priority medium-low;

}
}

Apply this policer at one or both of the following hierarchy levels:

• [edit firewall family family filter filter-name term rule-name then policer policer-name]

• [edit interfaces interface-name unit logical-unit-number family family filter filter-name]

Configuring Color-AwareMode for Single-Rate Tricolor Marking

In color-aware mode, the metering treatment the packet receives depends on its

classification. Metering can increase a packet’s preassigned PLP, but cannot decrease

it, as shown in Table 20 on page 171.

Table 20: Color-AwareMode TCMPLPMapping

Outgoing
PLPPossible CasesPacket Metered Against

Incoming
PLP

lowPacket does not exceed the CBS.CBS and EBSlow

medium-highPacket exceeds the CBS but not
the EBS.

highPacket exceeds the EBS.

medium-lowPacket does not exceed the CBS.EBS onlymedium-low

medium-lowPacket does not exceed the EBS.

highPacket exceeds the EBS.
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Table 20: Color-AwareMode TCMPLPMapping (continued)

Outgoing
PLPPossible CasesPacket Metered Against

Incoming
PLP

medium-highPacket does not exceed the CBS.EBS onlymedium-high

medium-highPacket does not exceed the EBS.

highPacket exceeds the EBS.

highAll cases.Notmeteredby thepolicer.high

The following sections describe single-rate color-aware PLPmapping in more detail.

Effect on Low PLP of Single-Rate Policer

Packets belonging to the green class have already beenmarked by a classifier with low

PLP. Themarking policer can leave the packet’s PLP unchanged or increase the PLP to

medium-high or high. Therefore, these packets are metered against both the CBS and

the EBS.

For example, if a BA ormultifield classifier marks a packet with low PLP according to the

type-of-service (ToS)bits in the IPheader, and the two-rateTCMpolicer is in color-aware

mode, the output loss priority is as follows:

• If the rate of traffic flow is less than the CBS, packets remain marked as low PLP.

• If the rate of traffic flow is greater than the CBS but less than the EBS, some of the

packets are marked asmedium-high PLP, and some of the packets remainmarked as

low PLP.

• If the rate of traffic flow is greater than the EBS, some of the packets are marked as

high PLP, and some of the packets remain marked as low PLP.

Effect onMedium-Low PLP of Single-Rate Policer

Packets belonging to the yellow class have already beenmarked by a classifier with

medium-low or medium-high PLP. Themarking policer can leave the packet’s PLP

unchanged or increase the PLP to high. Therefore, these packets are metered against

the EBS only.

Forexample, if aBAormultifieldclassifiermarksapacketwithmedium-lowPLPaccording

to the ToS bits in the IP header, and the two-rate TCM policer is in color-aware mode,

the output loss priority is as follows:

• If the rate of traffic flow is less than the CBS, packets remain marked as medium-low

PLP.

• If the rate of traffic flow is greater than the CBS but less than the EBS, packets remain

marked as medium-low PLP.
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• If the rate of traffic flow is greater than the EBS, some of the packets are marked as

high PLP, and some of the packets remain marked as medium-low PLP.

Effect onMedium-High PLP of Single-Rate Policer

Packets belonging to the yellow class have already beenmarked by a classifier with

medium-low or medium-high PLP. Themarking policer can leave the packet’s PLP

unchanged or increase the PLP to high. Therefore, these packets are metered against

the EBS only.

For example, if a BA or multifield classifier marks a packet with medium-high PLP

according to the ToS bits in the IP header, and the two-rate TCMpolicer is in color-aware

mode, the output loss priority is as follows:

• If the rate of traffic flow is less than the CBS, packets remain marked asmedium-high

PLP.

• If the rate of traffic flow is greater than the CBS but less than the EBS, packets remain

marked as medium-high PLP.

• If the rate of traffic flow is greater than the EBS, some of the packets are marked as

high PLP, and some of the packets remain marked as medium-high PLP.

Effect on High PLP of Single-Rate Policer

Packets belonging to the red class have already beenmarked by a classifier with high

PLP. Themarking policer can only leave the packet’s PLP unchanged. Therefore, these

packets are not metered against the CBS or the EBS and all the packets remain marked

as high PLP.

Related
Documentation

Configuring and Applying Tricolor Marking Policers on page 165•

• Configuring Two-Rate Tricolor Marking on page 173

Configuring Two-Rate Tricolor Marking

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

WithTCM,youcanconfigure trafficpolicingaccording to twoseparatemodes—color-blind

and color-aware. In color-blind mode, the current PLP value is ignored. In color-aware

mode, the current PLP values are considered by the policer and can only be increased.

This topic describes how to configure eachmode for two-rate TCM and includes the

following sections:

• Configuring Color-Blind Mode for Two-Rate Tricolor Marking on page 174

• Configuring Color-Aware Mode for Two-Rate Tricolor Marking on page 174
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Configuring Color-BlindMode for Two-Rate Tricolor Marking

All packets are evaluated by the CIR. If a packet exceeds the CIR, it is evaluated by the

PIR. In color-blindmode, thepolicer supports three losspriorities only: low,medium-high,

and high.

In color-blindmode, packets that exceed theCIRbutarebelowthePIRaremarkedyellow

(medium-high). Packets that exceed the PIR are marked red (high), as shown in

Table 21 on page 174.

Table 21: Color-BlindMode TCMColor-to-PLPMapping

MeaningPLPColor

Packet does not exceed the CIR.lowGreen

Packet exceeds the CIR but does not exceed the PIR.medium-highYellow

Packet exceeds the PIR.highRed

If you are using color-blindmode and youwant to configure an output policer thatmarks

packets tohavemedium-low losspriority, youmust configureapolicer at the [edit firewall

policer policer-name] hierarchy level. For example:

firewall {
policer 4PLP {
if-exceeding {
bandwidth-limit 40k;
burst-size-limit 4k;

}
then loss-priority medium-low;

}
}

Apply this policer at one or both of the following hierarchy levels:

• [edit firewall family family filer filter-name term rule-name then policer policer-name]

• [edit interfaces interface-name unit logical-unit-number family family filter filter-name]

Configuring Color-AwareMode for Two-Rate Tricolor Marking

In color-aware mode, the metering treatment the packet receives depends on its

classification. Metering can increase a packet’s preassigned PLP, but cannot decrease

it, as shown in Table 22 on page 175.
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Table 22: Color-AwareMode TCMMapping

Outgoing
PLP (MPCs
Only)

Outgoing
PLPPossible CasesPacket Metered Against

Incoming
PLP

lowlowPacket does not exceed the CIR.CIR and PIRlow

medium-highmedium-highPacket exceeds the CIR but not the PIR.

highhighPacket exceeds the PIR.

medium-highmedium-lowPacket does not exceed the CIR.PIR onlymedium-low

medium-highmedium-lowPacket does not exceed the PIR.

highhighPacket exceeds the PIR.

medium-highmedium-highPacket does not exceed the CIR.PIR onlymedium-high

medium-highmedium-highPacket does not exceed the PIR.

highhighPacket exceeds the PIR.

highhighAll cases.Not metered by the policer.high

The following sections describe color-aware two-rate PLPmapping in more detail.

Effect on Low PLP of Two-Rate Policer

Packets belonging to the green class have already beenmarked by a classifier with low

PLP. Themarking policer can leave the packet’s PLP unchanged or increase the PLP to

medium-high or high. Therefore, these packets are metered against both the CIR and

the PIR.

For example, if a BA ormultifield classifier marks a packet with low PLP according to the

ToSbits in the IPheader, and the two-rateTCMpolicer is in color-awaremode, theoutput

loss priority is as follows:

• If the rate of traffic flow is less than the CIR, packets remain marked as low PLP.

• If the rate of traffic flow is greater than the CIR but less than the PIR, some of the

packets are marked asmedium-high PLP, and some of the packets remainmarked as

low PLP.

• If the rate of traffic flow is greater than the PIR, some of the packets are marked as

high PLP, and some of the packets remain marked as low PLP.

Effect onMedium-Low PLP of Two-Rate Policer

Packets belonging to the yellow class have already beenmarked by a classifier with

medium-low or medium-high PLP. Themarking policer can leave the packet’s PLP
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unchanged or increase the PLP to high. Therefore, these packets are metered against

the PIR only.

Forexample, if aBAormultifieldclassifiermarksapacketwithmedium-lowPLPaccording

to the ToS bits in the IP header, and the two-rate TCM policer is in color-aware mode,

the output loss priority is as follows:

• If the rate of traffic flow is less than the CIR, packets remain marked as medium-low

PLP. (MPCsmark the packets as medium-high.)

• If the rate of traffic flow is greater than the CIR/CBS but less than the PIR, packets

remain marked as medium-low PLP. (MPCsmark the packets as medium-high.)

• If the rate of traffic flow is greater than the PIR, some of the packets are marked as

high PLP, and some of the packets remain marked as medium-low PLP.

Effect onMedium-High PLP of Two-Rate Policer

Packets belonging to the yellow class have already beenmarked by a classifier with

medium-low or medium-high PLP. Themarking policer can leave the packet’s PLP

unchanged or increase the PLP to high. Therefore, these packets are metered against

the PIR only.

For example, if a BA or multifield classifier marks a packet with medium-high PLP

according to the ToS bits in the IP header, and the two-rate TCMpolicer is in color-aware

mode, the output loss priority is as follows:

• If the rate of traffic flow is less than the CIR, packets remain marked as medium-high

PLP.

• If the rate of traffic flow is greater than the CIR but less than the PIR, packets remain

marked as medium-high PLP.

• If the rate of traffic flow is greater than the PIR, some of the packets are marked as

high PLP, and some of the packets remain marked as medium-high PLP.

Effect on High PLP of Two-Rate Policer

Packets belonging to the red class have already beenmarked by a classifier with high

PLP. Themarking policer can only leave the packet’s PLP unchanged. Therefore, these

packets are not metered against the CIR or the PIR and all the packets remain marked

as high PLP.

Related
Documentation

Configuring and Applying Tricolor Marking Policers on page 165•

• Configuring Single-Rate Tricolor Marking on page 170

Example: Configuring and Verifying Two-Rate Tricolor Marking

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Copyright © 2017, Juniper Networks, Inc.176

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


This topicprovides several examplesofhowyoucanconfigureandverify two-rate tricolor

marking policers and includes the following sections:

• Requirements on page 177

• Overview on page 177

• Configuration on page 177

• Verification on page 183

Requirements

No special configuration beyond device initialization is required before configuring this

example.

Overview

This example configures a two-rate tricolor marking policer on an input Gigabit Ethernet

interface and shows commands to verify its operation.

Traffic enters the Gigabit Ethernet interface and exits a SONET/SDHOC12 interface.

Oversubscriptionoccurswhenyousend line-rate traffic fromtheGigabitEthernet interface

out the OC12 interface.

Topology

Figure 28 on page 177 shows the sample topology.

Figure 28: Tricolor Marking Sample Topology

Configuration

To configure two-rate tricolor marking policers, perform these tasks:

• Example: Applying a Policer to an Input Interface on page 178

• Example: Applying Profiles to an Output Interface on page 180

• Example: Marking Packets with Medium-Low Loss Priority on page 181

• Results on page 182

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copyandpaste the commands into theCLI at the [edit] hierarchy

level.

Applying a Policer to
an Input Interface

set interfaces ge-1/2/1 unit 0 family inet filter input trtcm-filter
set firewall three-color-policer trtcm1 two-rate color-aware
set firewall three-color-policer trtcm1 two-rate committed-information-rate 100m
set firewall three-color-policer trtcm1 two-rate committed-burst-size 65536
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set firewall three-color-policer trtcm1 two-rate peak-information-rate 200m
set firewall three-color-policer trtcm1 two-rate peak-burst-size 131072
set firewall filter trtcm-filter term one then three-color-policer two-rate trtcm1

Applying Profiles to an
Output Interface

set class-of-service drop-profiles low-tcm fill-level 80 drop-probability 100
set class-of-service drop-profiles med-tcm fill-level 40 drop-probability 100
set class-of-service drop-profiles high-tcm fill-level 10 drop-probability 100
set class-of-service tri-color
set class-of-service interfaces so-1/1/0 scheduler-map tcm-sched
set class-of-service scheduler-maps tcm-sched forwarding-class queue-0 scheduler
q0-sched

set class-of-service scheduler-maps tcm-sched forwarding-class queue-3 scheduler
q3-sched

set class-of-service schedulers q0-sched transmit-rate percent 50
set class-of-service schedulers q0-sched buffer-size percent 50
set class-of-service schedulers q0-sched drop-profile-map loss-priority low protocol any
drop-profile low-tcm

set class-of-service schedulers q0-sched drop-profile-map loss-priority medium-high
protocol any drop-profile med-tcm

set class-of-service schedulers q0-sched drop-profile-map loss-priority high protocol any
drop-profile high-tcm

set class-of-service schedulers q3-sched transmit-rate percent 50
set class-of-service schedulers q3-sched buffer-size percent 50

Marking Packets with
Medium-Low Loss

Priority

set interfaces ge-1/2/1 unit 0 family inet filter input 4PLP
set interfaces ge-1/2/1 unit 0 family inet policer input 4PLP
set interfaces ge-1/2/1 unit 0 family inet address 10.45.10.2/30
set firewall three-color-policer trTCM two-rate color-blind
set firewall three-color-policer trTCM two-rate committed-information-rate 400m
set firewall three-color-policer trTCM two-rate committed-burst-size 100m
set firewall three-color-policer trTCM two-rate peak-information-rate 1g
set firewall three-color-policer trTCM two-rate peak-burst-size 500m
set firewall policer 4PLP if-exceeding bandwidth-limit 40k
set firewall policer 4PLP if-exceeding burst-size-limit 4k
set firewall policer 4PLP then loss-priority medium-low
set firewall family inet filter 4PLP term 0 from precedence 1
set firewall family inet filter 4PLP term 0 then loss-priority medium-low
set firewall family inet filter filter_trTCM term default then three-color-policer two-rate
trTCM

Example: Applying a Policer to an Input Interface

Step-by-Step
Procedure

In the following example, the tricolor marking and policer are applied on the ingress

Gigabit Ethernet interface. Incoming packets are metered. Packets that do not exceed

the CIR aremarkedwith low loss priority. Packets that exceed the CIR, but do not exceed

the PIR, are marked with medium-high loss priority. Packets that exceed the PIR are

marked with high loss priority.

The following example requires that you navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

1. Configure the three-color policer.
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[edit]
user@host# edit firewall three-color-policer trtcm1 two-rate
user@host# set committed-information-rate 100m
user@host# set committed-burst-size 65536
user@host# set peak-information-rate 200m
user@host# set peak-burst-size 131072

2. Configure the policer in a firewall filter.

[edit]
user@host#set firewall filter trtcm-filter termonethenthree-color-policer two-rate
trtcm1

3. Apply the firewall filter (policer) as an input filter on the logical interface.

[edit]
user@host# edit interfaces ge-1/2/1 unit 0 family inet
user@host# set filter input trtcm-filter

4. Confirm the configuration.

[edit]
user@host# show

interfaces {
ge-1/2/1 {
    unit 0 {
        family inet {
            filter {
                input trtcm-filter;
            }
        }
    }
}
firewall {
 three-color-policer trtcm1 {
        two-rate {
            color-aware;
            committed-information-rate 100m;
            committed-burst-size 65536;
            peak-information-rate 200m;
            peak-burst-size 131072;
        }
    }

 filter trtcm-filter {
        term one {
            then {
                three-color-policer {
                    two-rate trtcm1;
                }
            }
        }
    }
}

5. Save the configuration.
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[edit]
user@host# commit

Example: Applying Profiles to an Output Interface

Step-by-Step
Procedure

In the following example, transmission scheduling andweighted randomearly detection

(WRED) profiles are applied on the output OC12 interface. The software drops traffic in

the low, medium-high, and high drop priorities proportionally to the configured drop

profiles.

1. Define the drop profile.

[edit]
user@host# edit class-of-service
user@host# set drop-profiles low-tcm fill-level 80 drop-probability 100
user@host# set drop-profilesmed-tcm fill-level 40 drop-probability 100
user@host# set drop-profiles high-tcm fill-level 10 drop-probability 100
user@host# set tri-color

2. Specify the scheduler name and parameter values.

[edit class-of-service]
user@host# set schedulers q0-sched transmit-rate percent 50
user@host# set schedulers q0-sched buffer-size percent 50
user@host# set schedulers q0-sched drop-profile-map loss-priority low protocol
any drop-profile low-tcm

user@host# set schedulers q0-sched drop-profile-map loss-priority medium-high
protocol any drop-profile med-tcm

user@host# set schedulers q0-sched drop-profile-map loss-priority high protocol
any drop-profile high-tcm

user@host# set schedulers q3-sched transmit-rate percent 50
user@host# set schedulers q3-sched buffer-size percent 50

3. Specify a scheduler map name and associate it with the scheduler configuration

and forwarding class.

[edit class-of-service]
user@host# set scheduler-maps tcm-sched forwarding-class queue-0 scheduler
q0-sched

user@host# set scheduler-maps tcm-sched forwarding-class queue-3 scheduler
q3-sched

4. Apply the scheduler map to the interface.

[edit class-of-service]
user@host# set interfaces so-1/1/0 scheduler-map tcm-sched

5. Verify the configuration.

[edit class-of-service]
user@host show

drop-profiles {
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    low-tcm {
        fill-level 80 drop-probability 100;
    }
    med-tcm {
        fill-level 40 drop-probability 100;
    }
    high-tcm {
        fill-level 10 drop-probability 100;
    }
}
tri-color;
interfaces {
    so-1/1/0 {
        scheduler-map tcm-sched;
    }
scheduler-maps {
    tcm-sched {
        forwarding-class queue-0 scheduler q0-sched;
        forwarding-class queue-3 scheduler q3-sched;
    }
}
schedulers {
    q0-sched {
        transmit-rate percent 50;
        buffer-size percent 50;
        drop-profile-map loss-priority low protocol any drop-profile low-tcm;

        drop-profile-map loss-priority medium-high protocol any drop-profile
 med-tcm;
        drop-profile-map loss-priority high protocol any drop-profile 
high-tcm;
    }
    q3-sched {
        transmit-rate percent 50;
        buffer-size percent 50;
    }
}

6. Save the configuration.

[edit]
user@host# commit

Example: Marking Packets with Medium-Low Loss Priority

Step-by-Step
Procedure

In the following example, the 4PLP filter andpolicer causes certain packets to bemarked

with medium-low loss priority.

The following example requires that you navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

1. Configure the firewall filter.

a. Define the three-color policer.

[edit]
user@host# edit firewall three-color-policer trTCM two-rate
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user@host# set color-blind
user@host# set committed-information-rate 400m
user@host# set committed-burst-size 100m
user@host# set peak-information-rate 1g
user@host# set peak-burst-size 500m

b. Configure policer rate limits and actions.

[edit]
user@host# edit firewall policer 4PLP
user@host# set if-exceeding bandwidth-limit 40k
user@host# set if-exceeding burst-size-limit 4k
user@host# set then loss-priority medium-low

c. Configure the IPv4 firewall filter.

[edit]
user@host# edit firewall family inet filter 4PLP term 0
user@host# set from precedence 1
user@host# set then loss-priority medium-low

d. Define the terms of the IPv4 firewall filter.

[edit]
user@host# edit firewall family inet filter filter_trTCM
user@host# set term default then three-color-policer two-rate trTCM

2. Apply the filter to the interface.

[edit]
user@host# edit interfaces ge-1/2/1 unit 0 family inet
user@host# set filter input 4PLP
user@host# set policer input 4PLP
user@host# set address 10.45.10.2/30

Results

Confirm your configuration by entering the show interfacesand showfirewall commands.

If the output does not display the intended configuration, repeat the instructions in this

example to correct the configuration.

[edit]
user@host# show

interfaces {
 ge-1/2/1 {
        unit 0 {
            family inet {
                filter {
                    input 4PLP;
                }
                policer {
                    input 4PLP;
                }
                address 10.45.10.2/30;
            }
        }
    }
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}
firewall {
  three-color-policer trTCM {
        two-rate {
            color-blind;
            committed-information-rate 400m;
            committed-burst-size 100m;
            peak-information-rate 1g;
            peak-burst-size 500m;
        }
    }
  policer 4PLP {
        if-exceeding {
            bandwidth-limit 40k;
            burst-size-limit 4k;
        }
        then loss-priority medium-low;
    }
  family inet {
    filter 4PLP {
            term 0 {
                from {
                    precedence 1;
                }
                then loss-priority medium-low;
            }
        }
    filter trtcm-filter {
        term one {
            then {
                three-color-policer {
                    two-rate trtcm1;
                }
            }
        }
    }
}

Verification

Confirm that the configuration is working properly.

• Verifying Two-Rate Tricolor Marking Operation on page 183

Verifying Two-Rate Tricolor Marking Operation

Action The following operational mode commands are useful for checking the results of your

configuration:

• show class-of-service forwarding-table classifiers

• show interfaces interface-name extensive

• show interfaces queue interface-name

For information about these commands, see the CLI Explorer.
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Related
Documentation

• Configuring Two-Rate Tricolor Marking on page 173

• Guidelines for Configuring Firewall Filters
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CHAPTER 5

Defining Forwarding Behavior with
Forwarding Classes

• UnderstandingHowForwardingClassesAssignClasses toOutputQueuesonpage 185

• Default Forwarding Classes on page 188

• Configuring a Custom Forwarding Class for Each Queue on page 191

• Configuring Up to 16 Custom Forwarding Classes on page 193

• Classifying Packets by Egress Interface on page 199

• Forwarding Policy Options Overview on page 202

• Configuring CoS-Based Forwarding on page 203

• Example: Configuring CoS-Based Forwarding on page 206

• Example: Configuring CoS-Based Forwarding for Different Traffic Types on page 209

• Example: Configuring CoS-Based Forwarding for IPv6 on page 209

• Applying Forwarding Classes to Interfaces on page 210

• Understanding Queuing and Marking of Host Outbound Traffic on page 211

• Forwarding Classes and Fabric Priority Queues on page 213

• Default Routing Engine Protocol Queue Assignments on page 214

• Assigning Forwarding Class and DSCP Value for Routing Engine-Generated

Traffic on page 216

• Example: Writing Different DSCP and EXP Values in MPLS-Tagged IP

Packets on page 217

• Changing the Default Queuing and Marking of Host Outbound Traffic on page 220

• Example: Configuring Different Queuing and Marking Defaults for Outbound Routing

Engine and Distributed Protocol Handler Traffic on page 221

• Overriding the Input Classification on page 228

Understanding How Forwarding Classes Assign Classes to Output Queues

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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This topic covers the following information:

• Output Queue Assignments Based on Forwarding Class on page 186

• Devices That Support Up to Four Forwarding Classes on page 186

• Devices That Support Up to 16 Forwarding Classes on page 187

• Default and Configurable Packet Loss Priority Values on page 187

• ConfigurationStatementsUsed toConfigureandApplyForwardingClassesonpage 187

Output Queue Assignments Based on Forwarding Class

It is helpful to think of forwarding classes as output queues. In effect, the end result of

classification is the identification of an output queue for a particular packet.

CoS packet classification assigns an incoming packet to an output queue based on the

packet’s forwarding class. Each packet is associated with one of the following default

forwarding classes:

• Expedited forwarding (EF)—Provides a low-loss, low-latency, low- jitter, assured

bandwidth, end-to-end service.

• Assured forwarding (AF)—Provides a group of values you can define and includes four

subclasses: AF1, AF2, AF3, and AF4, each with three drop probabilities: low, medium,

and high.

• Best effort (BE)—Provides no service profile. For the best effort forwarding class, loss

priority is typically not carried in a class-of-service (CoS) value and random early

detection (RED) drop profiles are more aggressive.

• Network control (NC)—This class is typically high priority because it supports protocol

control.

Devices That Support Up to Four Forwarding Classes

Some of the Juniper Networks routing platforms support up to four forwarding classes

for classifying customer traffic. On these platforms, you can configure one of each type

of default forwarding class. The following Juniper Networks routing platforms support

up to four forwarding classes:

• M7i Multiservice Edge Routers with Compact Forwarding Engine Boards (CFEBs)

• M10i Multiservice Edge Routers with CFEBs

NOTE: This list does not reference any Juniper Networks device that has
reached its End of Life (EOL) period and its End of Support (EOS)milestone
date.

Copyright © 2017, Juniper Networks, Inc.186

Class of Service Feature Guide for Routing Devices



Devices That Support Up to 16 Forwarding Classes

Other Juniper Networks routing platforms support up to 16 forwarding classes, which

enables you to classify packetsmore granularly. For example, you can configuremultiple

classesofEF traffic: EF, EF1, andEF2.On theseplatforms, the JunosOSsoftwaresupports

up to eight output queues; therefore, if you configuremore than eight forwarding classes,

youmustmapmultiple forwarding classes to single output queues. The following Juniper

Networks routing and switching platforms support up to 16 forwarding classes and up

to 8 output queues:

• EX Series switches

• M7i Multiservices Edge Routers with Enhanced Compact Forwarding Engine Boards

(CFEB-Es)

• M10i Multiservices Edge Routers with CFEB-Es

• M120Multiservices Edge Routers

• M320Multiservices Edge Routers

• MX Series 3D Universal Edge Routers

• T Series Core Routers

• PTX Packet Transport Routers

Default and Configurable Packet Loss Priority Values

By default, the loss priority is low. Onmost devices, you can configure high or low loss

priority. On the following devices, you can configure high, low, medium-high, or

medium-low loss priority:

• M320 routers and TSeries routerswith Enhanced III Flexible PIC Concentrators (FPCs)

• T640 routers with Enhanced Scaling FPC4s

• PTX Series Packet Transport Routers

Configuration Statements Used to Configure and Apply Forwarding Classes

To configure CoS forwarding classes, include the forwarding-classes statement at the
[edit class-of-service] hierarchy level:

[edit class-of-service]
forwarding-classes {
class class-name queue-num queue-number priority (high | low);
queue queue-number class-name priority (high | low);

}
forwarding-classes-interface-specific forwarding-class-map-name {
class class-name queue-num queue-number [ restricted-queue queue-number ];

}
interfaces {
interface-name {
unit logical-unit-number {
forwarding-class class-name;
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forwarding-classes-interface-specific forwarding-class-map-name;
}

}
}
restricted-queues {
forwarding-class class-name queue queue-number;

}

Related
Documentation

Default Forwarding Classes on page 188•

• Configuring a Custom Forwarding Class for Each Queue on page 191

• Applying Forwarding Classes to Interfaces on page 210

• Configuring Up to 16 Custom Forwarding Classes on page 193

• Controlling Network Access Using Traffic Policing Overview on page 109

Default Forwarding Classes

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Bydefault, fourqueuesareassigned to four forwardingclasses, eachwithaqueuenumber,

name, and abbreviation.

These default mappings apply to all routers. The four forwarding classes defined by

default are shown in Table 23 on page 188.

If desired, you can rename the forwarding classes associatedwith the queues supported

on your hardware. Assigning a new class name to an output queue does not alter the

default classification or scheduling that is applicable to that queue.

BEST PRACTICE: CoS configurations can be quite complicated, so unless it
is required by your scenario, we recommend that you not alter the default
class names or queue number associations.

Some routers support eight queues. Queues 4 through 7 have no default mappings to

forwarding classes. To use queues 4 through 7, youmust create custom forwarding class

names andmap them to the queues.

Table 23: Default Forwarding Classes

CommentsForwarding Class NameQueue

The software does not apply any special CoS handling to packets with 000000
in the DiffServ field, a backward compatibility feature. These packets are usually
dropped under congested network conditions.

best-effort (be)Queue 0
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Table 23: Default Forwarding Classes (continued)

CommentsForwarding Class NameQueue

The software delivers assured bandwidth, low loss, low delay, and low delay
variation (jitter) end-to-end for packets in this service class.

Routers accept excess traffic in this class, but in contrast to assured forwarding,
out-of-profile expedited-forwarding packets can be forwarded out of sequence
or dropped.

expedited-forwarding (ef)Queue 1

The software offers a high level of assurance that the packets are delivered as
long as the packet flow from the customer stays within a certain service profile
that you define.

The software accepts excess traffic, but applies a RED drop profile to determine
if the excess packets are dropped and not forwarded.

Depending on router type, up to four drop probabilities (low, medium-low,
medium-high, and high) are defined for this service class.

assured-forwarding (af)Queue 2

Thesoftwaredeliverspackets in this serviceclasswitha lowpriority. (Thesepackets
are not delay sensitive.)

Typically, these packets represent routing protocol hello or keepalive messages.
Because loss of these packets jeopardizes proper network operation, delay is
preferable to discard.

network-control (nc)Queue 3

The following rules govern queue assignment:

• If classifiers fail to classify apacket, thepacket always receives thedefault classification

to the class associated with queue 0.

• The number of queues is dependent on the hardware plugged into the chassis. CoS

configurations are inherently contingent on the number of queues on the system. Only

twoclasses,best-effortandnetwork-control, are referenced in thedefault configuration.

The default configuration works on all routers.

• CoS configurations that specify more queues than the router can support are not

accepted. The commit fails with a detailed message that states the total number of

queues available.

• All default CoS configuration is based on queue number. The name of the forwarding

class that shows upwhen the default configuration is displayed is the forwarding class

currently associated with that queue.

This is the default configuration for the forwarding-classes statement:

[edit class-of-service]
forwarding-classes {
queue 0 best-effort;
queue 1 expedited-forwarding;
queue 2 assured-forwarding;
queue 3 network-control;

}
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If you reassign the forwarding-class names, the best-effort forwarding-class name

appears in the locations in the configuration previously occupied by network-control as

follows:

[edit class-of-service]
forwarding-classes {
queue 0 network-control;
queue 1 assured-forwarding;
queue 2 expedited-forwarding;
queue 3 best-effort;

}

All the default rules of classification and scheduling that applied to Queue 3 still apply.

Queue 3 is simply now renamed best-effort.

On Juniper Networks M320Multiservice Edge Routers, MX Series 3D Universal Edge

Routers, andTSeriesCoreRouters, you canassignmultiple forwarding classes to a single

queue. If you do so, the first forwarding class that you assign to queue 0 acquires the

default BE classification and scheduling. The first forwarding class that you assign to

queue 1 acquires the default EF classification and scheduling. The first forwarding class

that you assign to queue 2 acquires the default AF classification and scheduling. The first

forwarding class that you assign to queue 3 acquires the default NC classification and

scheduling. Formore information, see “ConfiguringUp to 16CustomForwardingClasses”

on page 193.

CAUTION: When you define a forwarding class for the same queue as one
of thedefault forwardingclasses, thedefault forwardingclass isautomatically
removed. For example, if you define class be for queue 0, which is the queue

for the default best-effort forwarding class, the best-effort class is removed.

If you definemore than one forwarding class for a given queue number and
use the name of a default forwarding class for one of the new classes, the
new class with the default name is deleted.

• In the current default configuration:

• Only IP precedence classifiers are associated with interfaces.

• The only classes designated are best-effort and network-control.

• Schedulers are not defined for the expedited-forwarding or assured-forwarding

forwarding classes.

• Youmust explicitly classify packets to the expedited-forwarding or assured-forwarding

forwarding class and define schedulers for these classes.

• For Asynchronous Transfer Mode (ATM) interfaces on Juniper Networks M Series

Multiservice Edge Routers, when you use fixed classification with multiple logical

interfacesclassifying toseparatequeues, a logical interfacewithoutaclassifier attached

inherits themost recent classifier applied on a different logical interface. For example,

suppose you configure traffic through logical unit 0 to be classified into queue 1, and

you configure traffic through logical unit 1 to be classified into queue 3. Youwant traffic
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through logical unit 2 to be classified into the default classifier, which is queue 0. In

this case, traffic through logical unit 2 is classified into queue 3, because the

configuration of logical unit 1 was committed last.

Related
Documentation

UnderstandingHowForwardingClassesAssignClasses toOutputQueuesonpage 185•

• Configuring a Custom Forwarding Class for Each Queue on page 191

• Changing the Default Queuing and Marking of Host Outbound Traffic on page 220

• CoS Features and Limitations on M Series and T Series Routers on page 489

• CoS Features and Limitations on PTX Series Routers on page 537

Configuring a Custom Forwarding Class for Each Queue

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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Bydefault, fourqueuesareassigned to fourdefault forwardingclasses, eachwithaqueue

number, name, and abbreviation.

BEST PRACTICE: CoS configurations can be quite complicated, so unless it
is required by your scenario, we recommend that you not alter the default
class names or queue number associations.

If your network requires more than the four default forwarding classes, you can use the

followingprocedure tocreatecustomforwardingclassnamesandassigneach forwarding

class to any queue number by including the forwarding-classes statement at the [edit

class-of-service] hierarchy level.

Theclassandqueue statementsat the [editclass-of-service forwarding-classes]hierarchy

level are mutually exclusive. If you want to configure one-to-onemapping of forwarding

classes to output queues for up to eight forwarding classes, use the queue statement at

the [edit class-of-service forwarding-classes] hierarchy level. If you want to configure up

to 16 forwardingclasseswithmultiple forwardingclassesmapped tosingleoutputqueues

(see “Configuring Up to 16 Custom Forwarding Classes” on page 193), include the class

statement at the [edit class-of-service forwarding-classes] hierarchy level.

You cannot commit a configuration that assigns the same forwarding class to two

different queues.

CAUTION: Wedonot recommendclassifyingpackets intoa forwarding class
thathasnoassociatedscheduleron theegress interface.Suchaconfiguration
can cause unnecessary packet drops because an unconfigured scheduling
classmight lack adequate buffer space. For example, if you configure a
customschedulermapthatdoesnotdefinequeue0,andthedefault classifier
assigns incomingpackets to thebest-effort class (queue0), theunconfigured
egress queue for the best-effort forwarding classmight not have enough
space to accommodate even short packet bursts.

A default congestion and transmission control mechanism is used when an
output interface is not configured for a certain forwarding class, but receives
packets destined for that unconfigured forwarding class. This default
mechanism uses the delay buffer and weighted round robin (WRR) credit
allocated to the designated forwarding class, with a default drop profile.
Because the buffer andWRR credit allocation is minimal, packets might be
lost if a larger number of packets are forwarded without configuring the
forwarding class for the interface.

CAUTION: When you define a forwarding class for the same queue as one
of thedefault forwardingclasses, thedefault forwardingclass isautomatically
removed. For example, if you define class be for queue 0, which is the queue

for the default best-effort forwarding class, the best-effort class is removed.
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If you definemore than one forwarding class for a given queue number and
use the name of a default forwarding class for one of the new classes, the
new class with the default name is deleted.

To create custom forwarding class namesandassign each forwarding class to any queue

number:

1. Access the CoS forwarding class configuration hierarchy.

[edit]
user@host# edit class-of-service forwarding-classes

2. Specify the queue number and forwarding class name.

[edit class-of-service forwarding-classes]
user@host# set queue queue-num class-name

Related
Documentation

UnderstandingHowForwardingClassesAssignClasses toOutputQueuesonpage 185•

• Default Forwarding Classes on page 188

• Changing the Default Queuing and Marking of Host Outbound Traffic on page 220

Configuring Up to 16 Custom Forwarding Classes

Supported Platforms MSeries,MXSeries, PTX Series, T Series

By default on all routers, four forwarding classes are mapped to four output queues, as

shown in the topic “Default Forwarding Classes” on page 188. On M120 and M320

Multiservice Edge Routers, MX Series 3D Universal Edge Routers, PTX Series Packet

TransportRouters, andTSeriesCoreRouters, youcanconfiguremore than four forwarding

classes and queues; you can configure up to 16 forwarding classes and eight queues,

with multiple forwarding classes assigned to single queues. The concept of assigning

multiple forwarding classes to a queue is sometimes referred to as creating

forwarding-class aliases.

NOTE: You cannot use CoS-based forwarding features if you configuremore
than eight forwarding classes on the device.

Mapping multiple forwarding classes to single queues is useful. Suppose, for example,

that forwardingclassesare setbasedonmultifieldpacket classification, and themultifield

classifiersaredifferent for core-facing interfacesandcustomer-facing interfaces.Suppose

you need four queues for a core-facing interface and five queues for a customer-facing

interface, where fc0 through fc4 correspond to the classifiers for the customer-facing

interface, and fc5 through fc8 correspond to classifiers for the core-facing interface, as

shown in Figure 29 on page 194.
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Figure 29: Customer-Facing and Core-Facing Forwarding Classes

In this example, you need nine classifiers and, therefore, nine forwarding classes. The

forwarding class-to-queuemapping is shown in Table 24 on page 194.

Table 24: Sample Forwarding Class-to-QueueMapping

Queue NumberForwarding Class Names

0fc0

fc5

1fc1

fc6

2fc2

fc7

3fc3

fc8

4fc4

To configure up to 16 forwarding classes, include the class and queue-num statements

at the [edit class-of-service forwarding-classes] hierarchy level:

[edit class-of-service forwarding-classes]
class class-name queue-num queue-number;

You can configure up 16 different forwarding-class names. The corresponding output

queue number can be from 0 through 7. Therefore, you canmapmultiple forwarding

classes to a single queue. If youmapmultiple forwarding classes to a queue, themultiple

forwarding classes must refer to the same scheduler (at the [edit class-of-service

scheduler-mapsmap-name forwarding-class class-name scheduler scheduler-name]

hierarchy level).

When you configure up to 16 forwarding classes, you can use them as you can any other

forwarding class—in classifiers, schedulers, firewall filters (multifield classifiers), policers,

and rewrite rules.

When you configure up to 16 forwarding classes, the following limitations apply:

• The class and queue statements at the [edit class-of-service forwarding-classes]

hierarchy level are mutually exclusive. In other words, you can include one or the other

of the following configurations, but not both:
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[edit class-of-service forwarding-classes]
queue queue-number class-name;

[edit class-of-service forwarding-classes]
class class-name queue-num queue-number;

• When you use CoS-based forwarding features, you cannot configure more than eight

forwarding classeswith a forwardingpolicy. However, if you try to configureCoS-based

forwarding with more than eight forwarding classes configured, commit fails with a

message. Therefore, you can configure CBF on a router with eight or less than eight

forwarding classes only. Under this condition, the forwarding class to queuemapping

can be either one-to-one or one-to-many.

• A scheduler map that maps eight different forwarding classes to eight different

schedulers can only be applied to interfaces that support eight queues. If you apply

this type of scheduler map to an interface that only supports four queues, then the

commit fails.

• We recommend that you configure the statements changing PICs to support eight

queues and then applying an eight queue scheduler map in two separate steps.

Otherwise, the commit might succeed but the PICmight not have eight queues when

the scheduler map is applied, generating an error.

You can determine the ID number assigned to a forwarding class by issuing the show

class-of-service forwarding-classcommand.Youcandeterminewhether theclassification

is fixedby issuing the showclass-of-service forwarding-tableclassifiermappingcommand.

In the commandoutput, if theTableType field appears as Fixed, the classification is fixed.

For more information about fixed classification, see “Applying Forwarding Classes to

Interfaces” on page 210.

For information about configuring eight forwarding classes on ATM2 IQ interfaces, see

“Enabling Eight Queues on ATM Interfaces” on page 764.

• Enabling Eight Queues on Interfaces on page 196

• Assigning Multiple Forwarding Classes and Default Forwarding Classes on page 197

• Examples: Configuring Up to 16 Forwarding Classes on page 198
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Enabling Eight Queues on Interfaces

By default, Intelligent Queuing (IQ), Intelligent Queuing 2 (IQ2), Intelligent Queuing

Enhanced (IQE), and Intelligent Queuing 2 Enhanced (IQ2E) PICs on M320 and T Series

routers are restricted to amaximum of four egress queues per interface. The following

procedures describe how to configure a maximum of eight egress queues on these

interfaces.

NOTE: In addition to configuring eight queues at the [edit chassis] hierarchy

level, the configuration at the [edit class-of-service] hierarchy level must

support eight queues per interface.

Themaximum number of queues per IQ PIC can be 4 or 8. If you include the

max-queues-per-interface statement, all ports on the IQ PIC use configuredmode and

all interfaces on the IQ PIC have the samemaximum number of queues.

To configure a maximum of eight egress queues on these PICs:

1. Specify the PIC you want to configure.

[edit]
user@host# edit chassis fpc slot-number pic pic-number

2. Configure a maximum of eight egress queues on these interfaces.

[edit chassis fpc slot-number pic pic-number]
user@host# setmax-queues-per-interface 8

The numerical value can be 4 or 8.

This proceduredescribes how toconfigure themaximumnumber of queues the interface

supports on a TXMatrix or TX Matrix Plus router.

NOTE: In addition to configuring eight queues at the [edit chassis] hierarchy

level, the configuration at the [edit class-of-service] hierarchy level must

support eight queues per interface.

Themaximum number of queues per IQ PIC can be 4 or 8. If you include the

max-queues-per-interface statement, all ports on the IQ PIC use configuredmode and

all interfaces on the IQ PIC have the samemaximum number of queues.

1. To configure a maximum of eight egress queues on these PICs:

[edit]
user@host# edit chassis lcc number fpc slot-number pic pic-number

2. Configure a maximum of eight egress queues on these interfaces.

[edit chassis fpc slot-number pic pic-number]
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user@host# setmax-queues-per-interface 8

The numerical value can be 4 or 8.

To determine howmany queues an interface supports, you can check the CoS queues

output field of the show interfaces interface-name extensive command:

1. To view howmany queues an interface supports:

user@host> show interfaces so-1/0/0 extensive
CoS queues: 8 supported

If you include themax-queues-per-interface 4 statement, you can configure all four ports

and configure up to four queues per port.

For 4-port OC3c/STM1 Type I and Type II PICs on M320 and T Series routers, when you

include themax-queues-per-interface8 statement, you can configure up to eight queues

on ports 0 and 2. After you commit the configuration, the PIC goes offline and comes

back onlinewith only ports 0 and 2 operational. No interfaces can be configured on ports

1 and 3.

For Quad T3 and Quad E3 PICs, when you include themax-queues-per-interface 8

statement, you can configure up to eight queues on ports 0 and 2. After you commit the

configuration, the PIC goes offline and comes back online with only ports 0 and 2

operational. No interfaces can be configured on ports 1 and 3.

Whenyou include themax-queues-per-interfacestatementandcommit theconfiguration,

all physical interfaces on the IQ PIC are deleted and re-added. Also, the PIC is taken

offline and then brought back online immediately. You do not need to take thePIC offline

and online manually. You should changemodes between four queues and eight queues

only when there is no active traffic going to the IQ PIC.

AssigningMultiple Forwarding Classes and Default Forwarding Classes

Forqueues0 through3, if youassignmultiple forwardingclasses toa singlequeue, default

forwarding class assignment works as follows:

• The first forwarding class that you assign to queue 0 acquires the default BE

classification and scheduling.

• The first forwarding class that you assign to queue 1 acquires the default EF

classification and scheduling.

• The first forwarding class that you assign to queue 2 acquires the default AF

classification and scheduling.

• The first forwarding class that you assign to queue 3 acquires the default NC

classification and scheduling.

Of course youcanoverride thedefault classificationandschedulingbyconfiguringcustom

classifiers and schedulers.
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If you donot explicitlymap forwarding classes to queues0 through 3, then the respective

default classes are automatically assigned to those queues. When you are counting the

16 forwarding classes, youmust include in the total any default forwarding classes

automatically assigned toqueues0 through3.Asa result, youcanmapup to 13 forwarding

classes to a single queue when the single queue is queue 0, 1, 2, or 3. You canmap up to

12 forwarding classes to a single queue when the single queue is queue 4, 5, 6, or 7. In

summary, there must be at least one forwarding class each (default or otherwise)

assigned to queue 0 through 3, and you can assign the remaining 12 forwarding classes

(16–4) to any queue.

For example, suppose you assign two forwarding classes to queue 0 and you assign no

forwardingclasses toqueues 1 through3.Thesoftwareautomatically assignsonedefault

forwarding class each to queues 1 through 3. This means 11 forwarding classes (16–5)

are available for you to assign to queues 4 through 7.

For more information about forwarding class defaults, see “Default Forwarding Classes”

on page 188.

Examples: Configuring Up to 16 Forwarding Classes

To configure 16 forwarding classes, map two forwarding classes to each queue. For

example:

1. Specify each forwarding class and queue you want mapped.

[edit]
user@host# edit class-of-service forwarding-classes
user@host# set class fc0 queue-num0
user@host# set class fc1 queue-num0
user@host# set class fc2 queue-num 1
user@host# set class fc3 queue-num 1
user@host# set class fc4 queue-num 2
user@host# set class fc5 queue-num 2
user@host# set class fc6 queue-num 3
user@host# set class fc7 queue-num 3
user@host# set class fc8 queue-num 4
user@host# set class fc9 queue-num 4
user@host# set class fc10 queue-num 5
user@host# set class fc11 queue-num 5
user@host# set class fc12 queue-num6
user@host# set class fc13 queue-num6
user@host# set class fc14 queue-num 7
user@host# set class fc15 queue-num 7

For PICs restricted to four queues, map four forwarding classes to each queue:

1. Specify each forwarding class and queue you want mapped.

[edit]
user@host# edit class-of-service restricted-queues
user@host# set forwarding-class fc0 queue 0
user@host# set forwarding-class fc1 queue 0
user@host# set forwarding-class fc2 queue 0
user@host# set forwarding-class fc3 queue 0
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user@host# set forwarding-class fc4 queue 1
user@host# set forwarding-class fc5 queue 1
user@host# set forwarding-class fc6 queue 1
user@host# set forwarding-class fc7 queue 1
user@host# set forwarding-class fc8 queue 2
user@host# set forwarding-class fc9 queue 2
user@host# set forwarding-class fc10 queue 2
user@host# set forwarding-class fc11 queue 2
user@host# set forwarding-class fc12 queue 3
user@host# set forwarding-class fc13 queue 3
user@host# set forwarding-class fc14 queue 3
user@host# set forwarding-class fc15 queue 3

If youmapmultiple forwarding classes to a queue, themultiple forwarding classesmust

refer to the same scheduler. To configure a scheduler map applicable to an interface

restricted to four queues:

1. Specify a scheduler map name and associate it with the scheduler configuration and

forwarding class.

[edit]
user@host# edit class-of-service scheduler-maps interface-restricted
user@host# set forwarding-class be scheduler 00
user@host# set forwarding-class ef scheduler Q1
user@host# set forwarding-class ef1 scheduler Q1
user@host# set forwarding-class ef2 scheduler Q1
user@host# set forwarding-class af1 scheduler Q2
user@host# set forwarding-class af scheduler Q2
user@host# set forwarding-class nc scheduler Q3
user@host# set forwarding-class nc1 scheduler Q3

2. Map the forwarding classes to the restricted queues.

[edit]
user@host# edit class-of-service restricted-queues
user@host# set forwarding-class be queue 0
user@host# set forwarding-class ef queue 1
user@host# set forwarding-class ef1 queue 1
user@host# set forwarding-class ef2 queue 1
user@host# set forwarding-class af queue 2
user@host# set forwarding-class af1 queue 2
user@host# set forwarding-class nc queue 3
user@host# set forwarding-class nc1 queue 3

Related
Documentation

UnderstandingHowForwardingClassesAssignClasses toOutputQueuesonpage 185•

• Default Forwarding Classes on page 188

Classifying Packets by Egress Interface

Supported Platforms MSeries,MXSeries, PTX Series, SRX Series, T Series
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For Juniper Networks M320Multiservice Edge Routers and T Series Core Routers with

the IntelligentQueuing (IQ), IQ2, Enhanced IQ(IQE),Multiservices link services intelligent

queuing (LSQ) interfaces, or ATM2 PICs, you can classify unicast andmulticast packets

based on the egress interface. For unicast traffic, you can also use amultifield filter, but

only egress interface classification applies to multicast traffic as well as unicast traffic.

If you configure egress classification of an interface, you cannot perform Differentiated

Services code point (DSCP) rewrites on the interface. By default, the system does not

perform any classification based on the egress interface.

OnanMXSeries router that containsMPCsandMS-DPCs,multicastpacketsaredropped

on the router and not processed properly if the router contains MLPPP LSQ logical

interfaces that function as multicast receivers and if the network services mode is

configured as enhanced IPmode on the router. This behavior is expected with LSQ

interfaces in conjunctionwith enhanced IPmode. In sucha scenario, if enhanced IPmode

is not configured,multicastingworks correctly. However, if the router contains redundant

LSQ interfaces and enhanced IP network servicesmode configuredwith FIB localization,

multicast works properly.

To enable packet classification by the egress interface, you first configure a forwarding
class map and one or more queue numbers for the egress interface at the [edit
class-of-service forwarding-class-map forwarding-class-map-name] hierarchy level:

[edit class-of-service]
forwarding-classes-interface-specific forwarding-class-map-name {
class class-name queue-num queue-number [ restricted-queue queue-number ];

}

For T Series routers that are restricted to only four queues, you can control the queue

assignmentwith the restricted-queueoption, or youcanallowthesystemtoautomatically

determine the queue in a modular fashion. For example, a map assigning packets to

queue 6 would map to queue 2 on a four-queue system.

NOTE: If you configure an output forwarding classmap associating a
forwarding class with a queue number, this map is not supported on
multiservices link services intelligent queuing (lsq-) interfaces.

Once the forwarding class map has been configured, you apply the map to the logical
interfacebyusing theoutput-forwarding-class-map statementat the [editclass-of-service
interfaces interface-name unit logical-unit-number ] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number]
output-forwarding-class-map forwarding-class-map-name;

All parameters relating to the queues and forwarding class must be configured as well.

Formore information about configuring forwarding classes and queues, see “Configuring

a Custom Forwarding Class for Each Queue” on page 191.

This example showshowtoconfigurean interface-specific forwarding-classmapnamed
FCMAP1 that restricts queues 5 and 6 to different queues on four-queue systems and
then applies FCMAP1 to unit 0 of interface ge-6/0/0:

[edit class-of-service]
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forwarding-class-map FCMAP1 {
class FC1 queue-num 6 restricted-queue 3;
class FC2 queue-num 5 restricted-queue 2;
class FC3 queue-num 3;
class FC4 queue-num0;
class FC3 queue-num0;
class FC4 queue-num 1;

}

[edit class-of-service]
interfaces {
ge-6/0/0 unit 0 {
output-forwarding-class-map FCMAP1;

}
}

Note that without the restricted-queue option in FCMAP1, the example would assign FC1

and FC2 to queues 2 and 1, respectively, on a system restricted to four queues.

Use the show class-of-service forwarding-class forwarding-class-map-name command

to display the forwarding-class map queue configuration:

user@host> show class-of-service forwarding-class FCMAP2

Forwarding class                       ID      Queue  Restricted queue
  FC1                                   0       6          3
  FC2                                   1       5          2
  FC3                                   2       3          3
  FC4                                   3       0          0
  FC5                                   4       0          0
  FC6                                   5       1          1
  FC7                                   6       6          2
  FC8                                   7       7          3

Use the show class-of-service interface interface-name command to display the

forwarding-class maps (and other information) assigned to a logical interface:

user@host> show class-of-service interface ge-6/0/0

Physical interface: ge-6/0/0, Index: 128
Queues supported: 8, Queues in use: 8
 Scheduler map: <default>, Index: 2
 Input scheduler map: <default>, Index: 3
 Chassis scheduler map: <default-chassis>, Index: 4

Logical interface: ge-6/0/0.0, Index: 67
 Object                      Name              Type                     Index
 Scheduler-map               sch-map1          Output                    6998
 Scheduler-map               sch-map1          Input                     6998
 Classifier                  dot1p             ieee8021p                 4906
 forwarding-class-map        FCMAP1            Output                    1221

Logical interface: ge-6/0/0.1, Index 68
 Object                      Name              Type                     Index
 Scheduler-map               <default>         Output                       2
 Scheduler-map               <default>         Input                        3
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Logical interface: ge-6/0/0.32767, Index 69
 Object                      Name              Type                     Index
 Scheduler-map               <default>         Output                       2
 Scheduler-map               <default>         Input                        3

Forwarding Policy Options Overview

Supported Platforms EX Series,MSeries,MXSeries, PTX Series,QFX10002, QFX10016, T Series

Class-of-service (CoS)-based forwarding (CBF)enablesyou tocontrol next-hopselection

based on a packet’s class of service and, in particular, the value of the IP packet’s

precedence bits.

For example, youmight want to specify a particular interface or next hop to carry

high-priority traffic while all best-effort traffic takes some other path. When a routing

protocol discovers equal-costpaths, Junospicksapathat randomor load-balanceacross

the paths through either hash selection or round robin. CBF allows path selection based

on class.

ToconfigureCBFproperties, include the followingstatementsat the [editclass-of-service]

hierarchy level:

[edit class-of-service]
forwarding-policy {
next-hop-mapmap-name {
forwarding-class class-name {
next-hop [ next-hop-name ];
lsp-next-hop [ lsp-regular-expression ];
non-lsp-next-hop;
discard;

}
forwarding-class-default {
discard;
lsp-next-hop [ lsp-regular-expression ];
next-hop [next-hop-name];
non-lsp-next-hop;

}
}
class class-name {
classification-override {
forwarding-class class-name;

}
}

}
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NOTE: Beginning with Junos OS Release 17.1R1, QFX10000 Series switches
support CoS-based forwarding. [set class-of-service forwarding-policy class]

is not supported on QFX10000 Series switches.

Beginning with Junos OS Release 17.2, MX routers with MPCs or MS-DPCs,
VMX, PTX3000 routers, PTX5000 routers, and VPTX support configuring
CoS-based forwarding (CBF) for up to 16 forwarding classes. All other
platforms support CBF for up to 8 forwarding classes. To support up to 16
forwarding classes for CBF onMX routers, enable enhanced-ip at the [edit

chassisnetwork-services]hierarchy level.Enablingenhanced-ip isnotnecessary

on PTX routers to support 16 forwarding classes for CBF.

Release History Table DescriptionRelease

Beginningwith Junos OSRelease 17.2, MX routers withMPCs or MS-DPCs, VMX,
PTX3000 routers, PTX5000 routers, andVPTX support configuring CoS-based
forwarding (CBF) for up to 16 forwarding classes.

17.2R1

Beginning with Junos OS Release 17.1R1, QFX10000 Series switches support
CoS-based forwarding. [set class-of-service forwarding-policy class] is
not supported on QFX10000 Series switches.

17.1R1

Related
Documentation

Configuring CoS-Based Forwarding on page 203•

• Example: Configuring CoS-Based Forwarding

Configuring CoS-Based Forwarding

Supported Platforms EX Series,MSeries,MXSeries, PTX Series,QFX10002, QFX10016, T Series

You can apply CoS-based forwarding (CBF) only to a defined set of routes. Therefore,
youmust configure a policy statement as in the following example:

[edit policy-options]
policy-statementmy-cos-forwarding {
from {
route-filter destination-prefix match-type;

}
then {
cos-next-hop-mapmap-name;

}
}

This configuration specifies that routes matching the route filter are subject to the CoS

next-hopmapping specifiedbymap-name. Formore informationabout configuringpolicy

statements, see the Routing Policies, Firewall Filters, and Traffic Policers Feature Guide.
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NOTE: OnMSeries routers (except the M120 andM320 routers),
forwarding-class-basedmatching and CBF do not work as expected if the
forwarding class has been set with amultifield filter on an input interface.

Beginning with Junos OS Release 17.2, MX routers with MPCs or MS-DPCs,
VMX, PTX3000 routers, PTX5000 routers, and VPTX support configuring
CoS-based forwarding (CBF) for up to 16 forwarding classes. All other
platforms support CBF for up to 8 forwarding classes. To support up to 16
forwarding classes for CBF onMX routers, enable enhanced-ip at the [edit

chassis network-services] hierarchy level.

You can configure CBF on a device with the supported number or fewer
forwarding classes plus a default forwarding class only. Under this condition,
the forwarding class to queuemapping can be either one-to-one or
one-to-many. However, you cannot configure CBF when the number of
forwardingclassesconfiguredexceeds thesupportednumber.Similarly,with
CBF configured, you cannot configuremore than the supported number of
forwarding classes plus a default forwarding class.

To specify a CoS next-hopmap, include the forwarding-policy statement at the [edit

class-of-service] hierarchy level:

[edit class-of-service]
forwarding-policy {
next-hop-mapmap-name {
forwarding-class class-name {
discard;
lsp-next-hop [ lsp-regular-expression ];
next-hop [ next-hop-name ];
non-lsp-next-hop;

}
forwarding-class-default {
discard;
lsp-next-hop [ lsp-regular-expression ];
next-hop [next-hop-name];
non-lsp-next-hop;

}
}

}

When you configure CBF with OSPF as the interior gateway protocol (IGP), youmust

specify thenexthopasan interfacenameornext-hopalias, notasan IPv4or IPv6address.

This is truebecauseOSPFadds routeswith the interfaceas thenexthop forpoint-to-point

interfaces; the next hop does not contain the IP address. For an example configuration,

see “Example: Configuring CoS-Based Forwarding” on page 206.

For Layer 3 VPNs, when you use class-based forwarding for the routes received from the

far-end provider edge (PE) router within a VRF instance, the software canmatch the

routes based on the attributes that come with the received route only. In other words,

the matching can be based on the route within RIB-in. In this case, the route-filter

statement you include at the [edit policy-options policy-statementmy-cos-forwarding
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from] hierarchy level has no effect because the policy checks the bgp.l3vpn.0 table, not

the vrf.inet.0 table.

Junos OS applies the CoS next-hopmap to the set of next hops previously defined; the

next hops themselves can be located across any outgoing interfaces on the routing

device. For example, the following configuration associates a set of forwarding classes

and next-hop identifiers:

[edit class-of-service forwarding-policy]
next-hop-mapmap1 {
forwarding-class expedited-forwarding {
next-hop next-hop1;
next-hop next-hop2;

}
forwarding-class best-effort {
next-hop next-hop3;
lsp-next-hop lsp-next-hop4;

}
forwarding-class-default {
lsp-next-hop lsp-next-hop5;

}
}

In this example, next-hopN is either an IP address or an egress interface for some next

hop, and lsp-next-hopN is a regular expression corresponding to any next hop with that

label. Q1 through QN are a set of forwarding classes that map to the specific next hop.

That is, when a packet is switched with Q1 through QN, it is forwarded out the interface

associated with the associated next hop.

This configuration has the following implications:

• A single forwarding class canmap tomultiple standard next hops or LSP next hops.

This implies that load sharing is done across standard next hops or LSP next hops

servicing the same class value. Tomake this work properly, Junos OS creates a list of

the equal-cost next hops and forwards packets according to standard load-sharing

rules for that forwarding class.

• If a forwarding class configuration includes LSP next hops and standard next hops,

the LSPnext hopsarepreferredover the standardnext hops. In thepreceding example,

if both next-hop3 and lsp-next-hop4 are valid next hops for a route to whichmap1 is

applied, the forwarding table includes entry lsp-next-hop4 only.

• Ifnext-hop-mapdoesnot specify all possible forwardingclasses, thedefault forwarding

class is selected as the default. default-forwarding class defines the next hop for traffic

that does notmeet any forwarding class in the next hopmap. If the default forwarding

class is not specified in thenext-hopmap, adefault is designated randomly. Thedefault

forwarding class is the class associated with queue 0.

• For LSPnexthops, JunosOSusesUNIX regex(3)-style regular expressions. For example,

if the following labels exist: lsp, lsp1, lsp2, lsp3, the statement lsp-next-hop lspmatches
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lsp, lsp1, lsp2, and lsp3. If you do not want this behavior, you must use the anchor

characters lsp-next-hop " ^lsp$", which match lsp only.

• The route filter does not work because the policy checks against the bgp.l3vpn.0 table

instead of the vrf.inet.0 table.

The final step is to apply the route filter to routes exported to the forwarding engine. This

is shown in the following example:

routing-options {
forwarding-table {
export my-cos-forwarding;

}
}

This configuration instructs the routing process to insert routes to the forwarding engine

matchingmy-cos-forwardingwith the associated next-hop CBF rules.

The following algorithm is used when you apply a configuration to a route:

• If the route is a single next-hop route, all traffic goes to that route; that is, no CBF takes

effect.

• For each next hop, associate the proper forwarding class. If a next hop appears in the

route but not in the cos-next-hopmap, it does not appear in the forwarding table entry.

• The default forwarding class is used if not all forwarding classes are specified in the

next-hopmap. If the default is not specified, the default is assigned to the lowest class

defined in the next-hopmap.

Release History Table DescriptionRelease

Beginning with Junos OS Release 17.2, MX routers with MPCs or MS-DPCs,
VMX, PTX3000 routers, PTX5000 routers, and VPTX support configuring
CoS-based forwarding (CBF) for up to 16 forwarding classes.

17.2R1

Related
Documentation

LoadBalancingVPLSNon-UnicastTrafficAcrossMember Linksof anAggregate Interface•

• Forwarding Policy Options Overview on page 202

Example: Configuring CoS-Based Forwarding

Supported Platforms MSeries,MXSeries, PTX Series,QFX10002, QFX10016, T Series

RouterAhas two routes todestination 10.255.71.208onRouterD.One route goes through

Router B, and the other goes through Router C, as shown in Figure 30 on page 207.

Configure Router Awith CoS-based forwarding (CBF) to select Router B for queue 0 and

queue 2, and Router C for queue 1 and queue 3.
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Figure 30: Sample CoS-Based Forwarding

When you configure CBF with OSPF as the IGP, youmust specify the next hop as an
interfacename, notasan IPv4or IPv6address. Thenexthops in this exampleare specified
as ge-2/0/0.0 and so-0/3/0.0.

[edit class-of-service]
forwarding-policy {
next-hop-mapmy_cbf {
forwarding-class be {
next-hop ge-2/0/0.0;

}
forwarding-class ef {
next-hop so-0/3/0.0;

}
forwarding-class af {
next-hop ge-2/0/0.0;

}
forwarding-class nc {
next-hop so-0/3/0.0;

}
}

}
classifiers {
inet-precedence inet {
forwarding-class be {
loss-priority low code-points [ 000 100 ];

}
forwarding-class ef {
loss-priority low code-points [ 001 101 ];

}
forwarding-class af {
loss-priority low code-points [ 010 110 ];

}
forwarding-class nc {
loss-priority low code-points [ 011 111 ];

}
}
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}
forwarding-classes {
queue 0 be;
queue 1 ef;
queue 2 af;
queue 3 nc;

}
interfaces {
at-4/2/0 {
unit 0 {
classifiers {
inet-precedence inet;

}
}

}
}

[edit policy-options]
policy-statement cbf {
from {
route-filter 10.255.71.208/32 exact;

}
then cos-next-hop-mapmy_cbf;

}

[edit routing-options]
graceful-restart;
forwarding-table {
export cbf;

}

[edit interfaces]
traceoptions {
file trace-intf size 5mworld-readable;
flag all;

}
so-0/3/0 {
unit 0 {
family inet {
address 10.40.13.1/30;

}
family iso;
family mpls;

}
}
ge-2/0/0 {
unit 0 {
family inet {
address 10.40.12.1/30;

}
family iso;
family mpls;

}
}
at-4/2/0 {
atm-options {
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vpi 1 {
maximum-vcs 1200;

}
}
unit 0 {
vci 1.100;
family inet {
address 10.40.11.2/30;

}
family iso;
family mpls;

}
}

Related
Documentation

Forwarding Policy Options Overview on page 202•

Example: Configuring CoS-Based Forwarding for Different Traffic Types

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

One common use for CoS-based forwarding and next-hopmaps is to enforce different

handling for different traffic types, such as voice and video. For example, an LSP-based

next hop can be used for voice and video, and a non-LSP next-hop can be used for best

effort traffic.

Only the forwarding policy is shown in this example:

[edit class-of-service]
forwarding-policy {
next-hop-map ldp-map {
forwarding-class expedited-forwarding {
lsp-next-hop voice;
non-lsp-next-hop;

}
forwarding-class assured-forwarding {
lsp-next-hop video;
non-lsp-next-hop;

}
forwarding-class best-effort {
non-lsp-next-hop;
discard;

}
}

}

Example: Configuring CoS-Based Forwarding for IPv6

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

This example configures CoS-based forwarding (CBF) next-hopmaps and CBF LSP

next-hopmaps for IPv6 addresses.
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Youcanconfigureanext-hopmapwithboth IPv4and IPv6addresses, or youcanconfigure

separate next-hopmaps for IPv4 and IPv6 addresses and include the from family (inet

| inet6) statementsat the [editpolicy-optionspolicy-optionspolicy-statementpolicy-name

term term-name]hierarchy level toensure thatonly next-hopmapsofa specifiedprotocol

are applied to a specified route.

If you do not configure separate next-hopmaps and include the from family (inet | inet6)

statements in the configuration, when a route uses two next hops (whether IPv4, IPv6,

interface, or LSP next hop) in at least two of the specified forwarding classes, CBF is

used for the route; otherwise, the CBF policy is ignored.

1. Define the CBF next-hopmap:

[edit class-of-service]
forwarding-policy {
next-hop-map cbf-map {
forwarding-class best-effort {
next-hop [ ::192.168.139.38 192.168.139.38 ];

}
forwarding-class expedited-forwarding {
next-hop [ ::192.168.140.5 192.168.140.5 ];

}
forwarding-class assured-forwarding {
next-hop [ ::192.168.145.5 192.168.145.5 ];

}
forwarding-class network-control {
next-hop [ ::192.168.141.2 192.168.141.2 ];

}
}

}

2. Define the CBF forwarding policy:

[edit policy-options]
policy-statement ls {
then cos-next-hop-map cbf-map;

}

3. Export the CBF forwarding policy:

[edit routing-options]
forwarding-table {
export ls;

}

Applying Forwarding Classes to Interfaces

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

You can configure fixed classification on a logical interface by specifying a forwarding

class tobeapplied toall packets receivedby the logical interface, regardlessof thepacket

contents.
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NOTE: On the T4000 router, BA classification and fixed classification are
mutually exclusive. That is, only one of the classifications can be configured.

To apply a forwarding class configuration to the input logical interface, include the

forwarding-class statement at the [edit class-of-service interfaces interface-name unit

logical-unit-number] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number]
forwarding-class class-name;

You can include interface wildcards for interface-name and logical-unit-number.

In the followingexample, all packets coming into the router fromthege-3/0/0.0 interface

are assigned to the assured-forwarding forwarding class:

[edit class-of-service]
interfaces {
ge-3/0/0 {
unit 0 {
forwarding-class assured-forwarding;

}
}

}

Related
Documentation

forwarding-class on page 1037•

Understanding Queuing andMarking of Host Outbound Traffic

Supported Platforms MSeries,MXSeries, PTX Series, SRX Series, T Series

This topic covers the following information:

• Host Outbound Traffic Overview on page 211

• Default Queuing and Marking of Host Outbound Traffic on page 212

• Configured Queuing and Marking of Host Outbound Traffic on page 212

• ConfiguredQueuing andMarking ofOutboundRouting Engine Traffic Only on page 213

Host Outbound Traffic Overview

Host outbound traffic, also called locally generated traffic, consists of traffic generated

by the Routing Engine and traffic generated by the distributed protocol handler.

Routing Engine Sourced Traffic

Traffic sent from the Routing Engine includes control plane packets such as OSPF Hello

packets, ICMP echo reply (ping) packets, and TCP-related packets such as BGPand LDP

control packets.
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Distributed Protocol Handler Traffic

Distributed protocol handler traffic refers to traffic from the router’s periodic packet

management (PPM) process when it runs sessions distributed to the Packet Forwarding

Engine (the default mode) in addition to the Routing Engine. The PPM process is

responsible for periodic transmission of protocol Hello or other keepalive packets on

behalf of its various client processes, such as Bidirectional Forwarding Detection (BFD)

Protocol or Link Aggregation Control Protocol (LACP), and it also receives packets on

behalf of client processes. In addition, PPM handles time-sensitive periodic processing

and performs such tasks as sending process-specific packets and gathering statistics.

By default, PPMsessions on theRouting Engine rundistributedon thePacket Forwarding

Engine, and this enables client processes to run on the Packet Forwarding Engine.

NOTE: For interfaces onMX80 routers, LACP control traffic is sent through
the Routing Engine rather than through the Packet Forwarding Engine.

Distributed protocol handler traffic includes both IP (Layer 3) traffic such as BFD

keepalivemessagesandnon-IP (Layer2) traffic suchasLACPcontrol trafficonaggregated

Ethernet.

Default Queuing andMarking of Host Outbound Traffic

By default, the router assigns host outbound traffic to the best-effort forwarding class

(which maps to queue 0) or to the network-control forwarding class (which maps to

queue 3) based on protocol. Formore information, see “Default Routing Engine Protocol

Queue Assignments” on page 214.

By default, the router marks the type of service (ToS) field of Layer 3 packets in the host

outbound traffic flow with DifffServ code point (DSCP) bits 000000 (which correlate

with the best-effort forwarding class). The router does not remark Layer 2 traffic such

as LACP control traffic on aggregated Ethernet. Formore information, see “Default DSCP

and DSCP IPv6 Classifiers” on page 39.

Configured Queuing andMarking of Host Outbound Traffic

You can configure a nondefault forwarding class and DSCP bits that the router uses to

queue and remark host outbound traffic. These configuration settings apply to the

following types of traffic:

• Packets generated by the Routing Engine

• Distributed protocol handler traffic for egress interfaces hosted on MX Series routers,

M120 routers, and Enhanced III FPCs in M320 routers.

To change these default settings, include the forwarding-class class-name statement

and the dscp-code-point value statement at the [edit class-of-service

host-outbound-traffic] hierarchy level. This feature does not affect transit traffic or

incoming traffic.
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The configured forwarding class override applies to all packets relating to Layer 2

protocols, Layer 3 protocols, and all application-level traffic (such as FTP or ping

operations). The configured DSCP bits override value does not apply to MPLS EXP bits

or IEEE 802.1p bits, however.

Configured Queuing andMarking of Outbound Routing Engine Traffic Only

To configure a nondefault forwarding class and DSCP bits that the router uses to queue

and remark traffic generated by the Routing Engine only, attach an IPv4 firewall filter to

the output of the router’s loopback address. Use the forwarding-class and dscp filter

actions to specify override values.

This feature overrides the host-outbound-traffic settings for the Routing Engine output

traffic only.

Related
Documentation

Default Routing Engine Protocol Queue Assignments on page 214•

• Default DSCP and DSCP IPv6 Classifiers on page 39

• Example: Configuring Different Queuing and Marking Defaults for Outbound Routing

Engine and Distributed Protocol Handler Traffic on page 221

Forwarding Classes and Fabric Priority Queues

Supported Platforms EX Series,M320,MXSeries, T Series

This topic covers the following information:

• Default Fabric Priority Queuing on page 213

• Overriding Default Fabric Priority Queuing on page 213

Default Fabric Priority Queuing

On Juniper Networks M320 routers, MX Series routers, T Series routers and EX Series

switches only, the default behavior is for fabric priority queuing on egress interfaces to

match the scheduling priority you assign. High-priority egress traffic is automatically

assigned tohigh-priority fabricqueues. Likewise, low-priority egress traffic is automatically

assigned to low-priority fabric queues.

Overriding Default Fabric Priority Queuing

You can override the default fabric priority queuing of egress traffic by including the
priority statement at the [edit class-of-service forwarding-classes queue queue-number
class-name] hierarchy level:

[edit class-of-service forwarding-classes queue queue-number class-name]
priority (high | low);

Related
Documentation

Associating Schedulers with Fabric Priorities on page 309•
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Default Routing Engine Protocol Queue Assignments

Supported Platforms MSeries,MXSeries, PTX Series, SRX Series, T Series

Table 25 on page 214 lists the default output queues to which Routing Engine sourced

traffic is mapped by protocol type. In general, control protocol packets are sent over

queue 3 andmanagement traffic is sent over queue 0. The following caveats apply to

these default queue assignments:

• For all packets sent to queue 3 over a VLAN-tagged interface, the software sets the

802.1p bit to 110, except for VRRP packets, in which case the software sets the 802.1p

bit to 111.

• For IPv4 and IPv6 packets, the software copies the IP type-of-service (ToS) value into

the 802.1p field independently of which queue the packets are sent out.

• For MPLS packets, the software copies the EXP bits into the 802.1p field.

Table 25: Default Queue Assignments for Packets Generated by the Routing Engine

Default Queue AssignmentRouting Engine Protocol

Queue 0Adaptive Services PIC TCP tickle (keepalive packets for
idle session generated with stateful firewall to probe idle
TCP sessions)

Queue 0Address Resolution Protocol (ARP)

Queue 3ATMOperation, Administration, and Maintenance (OAM)

Queue 3Bidirectional Forwarding Detection (BFD) Protocol

Queue 0BGP

Queue 3BGP TCP Retransmission

Queue 3Cisco High-Level Data Link Control (HDLC)

Queue 3Distance Vector Multicast Routing Protocol (DVMRP)

Queue 3EthernetOperation,Administration,andMaintenance(OAM)

Queue 3Frame Relay Local Management Interface (LMI)

Queue 3Frame Relay Asynchronization permanent virtual circuit
(PVC)/data link connection identifier (DLCI) status
messages

Queue 0FTP

Queue 3IS-IS Open Systems Interconnection (OSI)

Copyright © 2017, Juniper Networks, Inc.214

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/srx-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


Table25:DefaultQueueAssignments forPacketsGeneratedby theRoutingEngine (continued)

Default Queue AssignmentRouting Engine Protocol

Queue 0Internet Control Message Protocol (ICMP)

Queue 3Internet Group Management Protocol (IGMP) query

Queue 0IGMP Report

Queue 3IP version 6 (IPv6) Neighbor Solicitation

Queue 3IPv6 Neighbor Advertisement

Queue 0IPv6 Router Advertisement

Queue 3LabelDistributionProtocol (LDP)UserDatagramProtocol
(UDP) hello

Queue 0LDP keepalive and Session data

Queue 3LDP TCP Retransmission

Queue 3Link Aggregation Control Protocol (LACP)

If link fragmentation and interleaving (LFI) is enabled, all routing
protocol packets larger than 128 bytes are transmitted from
queue 0. This ensures that VoIP traffic is not affected.
Fragmentation is supported on queue 0 only.

Link Services (LS) PIC

Queue 0Multicast listener discovery (MLD)

Queue 0Multicast Source Discovery Protocol (MSDP)

Queue 3MSDP TCP Retransmission

Queue 3Multilink Frame Relay Link Integrity Protocol (LIP)

Queue 0NETCONF

Queue 0NetFlow

Queue 3OSPF protocol data unit (PDU)

Queue 3Point-to-Point Protocol (PPP)

Queue 3Protocol Independent Multicast (PIM)

Queue 3Real-time performancemonitoring (RPM) probe packets

Queue 3RSVP
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Table25:DefaultQueueAssignments forPacketsGeneratedby theRoutingEngine (continued)

Default Queue AssignmentRouting Engine Protocol

Queue 3Routing Information Protocol (RIP)

Queue 0SNMP

Queue 0SSH

Queue 0sFlowmonitoring technology

Queue 0Telnet

Queue 3Virtual Router Redundancy Protocol (VRRP)

Queue 0xnm-clear-text

Queue 0xnm-ssl

Assigning Forwarding Class and DSCP Value for Routing Engine-Generated Traffic

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

You can set the forwarding class and differentiated service code point (DSCP) value for

traffic originating in the Routing Engine. To configure forwarding class and DSCP values

thatapply toRoutingEngine–generated trafficonly, applyanoutput filter to the loopback

(lo.0) interface and set the appropriate forwarding class and DSCP bit configuration for

variousprotocols. Forexample, youcanset theDSCPvalueonOSPFpackets thatoriginate

in the Routing Engine to 10 and assign them to the AF (assured forwarding) forwarding

class while the DSCP value on ping packets are set to 0 and use forwarding class BE

(best effort).

This particular classification ability applies to packets generated by the Routing Engine

only.

The following example assigns Routing Engine sourced ping packets (using ICMP) a
DSCP value of 38 and a forwarding class of af17, OSPF packets a DSCP value of 12 and
a forwarding class of af11, and BGP packets (using TCP ) a DSCP value of 10 and a
forwarding class of af16.

[edit class-of-service]
forwarding-classes {
class af11 queue-num 7;
class af12 queue-num 1;
class af13 queue-num 2;
class af14 queue-num 4;
class af15 queue-num 5;
class af16 queue-num 4;
class af17 queue-num 6;
class af18 queue-num 7;

}
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[edit firewall filter family inet]
filter loopback-filter {
term t1 {
from {
protocol icmp; # For pings

}
then {
forwarding-class af17;
dscp 38;

}
}
term t2 {
from {
protocol ospf; # For OSPF

}
then {
forwarding-class af11;
dscp 12;

}
}
term t3 {
from {
protocol tcp; # For BGP

}
then {
forwarding-class af16;
dscp 10;

}
}
term t4 {
then accept; # Do not forget!

}
}

[edit interfaces]
lo0 {
unit 0 {
family inet {
filter {
output loopback-filter;

}
}

}
}

NOTE: This is not a complete router configuration. You still have to assign
resources to the queues, configure the routing protocols, addresses, and so
on.

Example:Writing Different DSCP and EXP Values in MPLS-Tagged IP Packets

Supported Platforms MSeries,MXSeries, PTX Series, T Series
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On Juniper Networks M320Multiservice Edge Routers and T Series Core Routers, you

can selectively set the DSCP field of MPLS-tagged IPv4 and IPv6 packets to 000000.

In the same packets, you can set the MPLS EXP field according to a configured rewrite

table, which is based on the forwarding classes that you set in incoming packets using

a BA or multifield classifier.

Queue selection is based on the forwarding classes you assign in scheduler maps. This

means that you can direct traffic to a single output queue, regardless of whether the

DSCP field is unchanged or rewritten to 000000. To do this, youmust configure a

multifield classifier that matches selected packets andmodifies themwith the dscp 0

action.

Selective marking of DSCP fields to 0, without affecting output queue assignment, can

be useful. For example, suppose you need to use the MPLS EXP value to configure CoS

applications for coreprovider routers. At thepenultimateegressprovider edge (PE) router

where the MPLS labels are removed, the CoS bits need to be provided by another value,

such as DSCP code points. This case illustrates why it is useful to mark both the DSCP

and MPLS EXP fields in the packet. Furthermore, it is useful to be able to mark the two

fields differently, because the CoS rules of the core provider router might differ from the

CoS rules of the egress penultimate router. At egress, as always, you can use a rewrite

table to rewrite the MPLS EXP values corresponding to the forwarding classes that you

need to set.

NOTE: Whenboth customer-facing and core-facing interfaces exist, you can
derive the EXP value in the following precedence order, while adding the
MPLS label:

1. EXP value provided by the CoS rewrite action.

2. EXP value derived from the top label of the stack (MPLS label stacking).

3. IPv4or IPv6precedence (Layer 3VPN, Layer 2VPN, andVPLS scenarios).

For IPv4 traffic, the dscp0 actionmodifier at the [edit firewall family inet filter filter-name

term term-name then] hierarchy level is valid. However, for IPv6 traffic, you configure this

feature by including the traffic-class 0 action modifier at the [edit firewall family inet6

filter filter-name term term-name then] hierarchy level.

In the following IPv4 example, term 1 of the multifield classifier matches packets with

DSCP001100 codepoints coming froma certain VRF, rewrites the bits toDSCP000000,

and sets the forwarding class to best-effort. In term 2, the classifier matches packets

withDSCP010110 codepoints and sets the forwarding class tobest-effort. Because term

2 does not include the dscp 0 action modifier, the DSCP 010110 bits remain unchanged.

Because the classifier sets the forwarding class for both code points to best-effort, both

traffic types are directed to the same output queue.
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NOTE: If you configure a bit string in a DSCPmatch condition in a firewall
filter, then youmust include the letter “b” in front of the string, or thematch
rule creation fails on commit.

[edit]
firewall {
family inet {
filter vrf-rewrite {
term 1 {
from {
dscp b001100;

}
then {
dscp 0;
forwarding-class best-effort;

}
}
term 2 {
from {
dscp b010110;

}
then {
forwarding-class best-effort;

}
}

}
}

}

Applying theMultifield
Classifier

Apply the filter to an input interface corresponding to the VRF:

[edit]
interfaces {
so-0/1/0 {
unit 0 {
family inet {
filter input vrf-rewrite;

}
}

}
}
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NOTE: The dscp 0 action is supported in both input and output filters. You

canuse thisaction fornon-MPLSpacketsaswell as for IPv4and IPv6packets
entering anMPLS network. All IPv4 and IPv6 firewall filter match conditions
are supported with the dscp 0 action.

The following limitations apply:

• You can use amultifield classifier to rewrite DSCP fields to value 0 only.
Other values are not supported.

• If a packet matches a filter that has the dscp 0 action, then the outgoing

DSCP value of the packet is 0, even if the packet matches a rewrite rule,

and the rewrite rule is configured tomark the packet to a non-zero value.
The dscp 0 action overrides any other rewrite rule actions configured on

the router.

• Although you can use the dscp 0 action on an input filter, the output filter

andother classifiersdonot see thepacketasbeingmarkeddscp0. Instead,

they classify the packet based on its original incoming DSCP value. The
DSCP value of the packet is set to 0 after all other classification actions

have completed on the packet.

Changing the Default Queuing andMarking of Host Outbound Traffic

Supported Platforms MSeries,MXSeries, T Series

You canmodify the default queue assignment (forwarding class) and DSCP bits used

in the ToS field of host outbound traffic (packets generated by the Routing Engine).

TCP-relatedpackets, suchasBGPorLDP, usequeue3(networkcontrol) for retransmitted

traffic. Changing the defaults for Routing Engine sourced traffic does not affect transit

or incoming traffic. The changes apply to all packets relating to Layer 3 and Layer 2

protocols, but not MPLS EXP bits or IEEE 802.1p bits. This feature applies to all

application-level traffic such as FTP or ping operations as well.

The queue selected is global to the routing device. That is, the traffic is placed in the

selected queue on all egress interfaces. In the case of a restricted interface, the Routing

Engine sourced traffic flows through the restricted queue.

The queue selectedmust be properly configured on all interfaces.

To change the default queue and DSCP bits for Routing Engine sourced traffic, include

the host-outbound-traffic statement at the [edit class-of-service] hierarchy level:

[edit class-of-service]
host-outbound-traffic {
forwarding-class class-name;
dscp-code-point value;

}
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The following example places all Routing Engine sourced traffic into queue 3 (network

control) with a DSCP value of 101010:

[edit class-of-service]
host-outbound-traffic {
forwarding-class network-control;
dscp-code-point 101010;

}

Related
Documentation

UnderstandingHowForwardingClassesAssignClasses toOutputQueuesonpage 185•

• Default Routing Engine Protocol Queue Assignments on page 214

• Default DSCP and DSCP IPv6 Classifiers on page 39

Example: Configuring Different Queuing andMarking Defaults for Outbound Routing
Engine and Distributed Protocol Handler Traffic

Supported Platforms MSeries,MXSeries, T Series

This example shows how to configure a supported router in an IPv4 network so that

traffic generated by the Routing Engine and traffic generated by the distributed protocol

handlerareassignedtodifferentnon-defaultqueuesandmarkedwithdifferentnondefault

DiffServ code point (DSCP) bits on all egress interfaces.

This configuration enables you to configure network-wide prioritization to control plane

protocol hello packets and keepalive packets generated by the router. This feature is

supported for egress interfaceshostedonMXSeries routers,M120 routers, andEnhanced

III FPCs in M320 routers.

• Requirements on page 221

• Overview on page 222

• Configuration on page 222

• Verification on page 226

Requirements

This example uses the following hardware and software components:

• TwoMX80 routers, R1 and R2, eachwith a 20-port Gigabit Ethernet MICwith SFP. The

two routers are directly connected over an IPv4 network.

• Junos OS Release 13.2 or later.

Before you configure this example, configure a Bidirectional Forwarding Detection (BFD)

session from port ge-1/0/19 on Router R1 and port ge-1/1/0 on Router R2.
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Overview

In this example, youconfigureanMX80router inan IPv4network so that traffic generated

by the Routing Engine and traffic generated by the distributed protocol handler are

assigned to different nondefault queues andmarked with different nondefault DSCP

bits.

• Distributedprotocol handler sourced traffic is placed inqueue7onall egress interfaces.

Of those packets, Layer 3 packets are marked at egress with DSCP bits 001010.

• Routing Engine sourced traffic is placed in queue 6 on all egress interfaces. Of those

packets, Layer 3 packets are marked at egress with DSCP bits 000011.

Because the MX80 router in this example has interfaces hosted on a 20-port Gigabit

EthernetMICwith SFP, you can override the default queuing andDSCPmarking behavior

of hostoutbound traffic by includingconfiguration statementsat the [editclass-of-service

host-outbound-traffic] hierarchy level. In this example, you use the forwarding-class and

dscp-code-point statements to specify the override values for traffic generated by the

distributed protocol handler.

NOTE: Thisconfigurationalsoaffects trafficgeneratedby theRoutingEngine.

To configure different queuing and DSCPmarking of Routing Engine sourced traffic, you

must apply a secondoverride configuration. You configure an IPv4 firewall filter that uses

the forwarding-class and dscp actions to specify the override values, and you attach that

filter to the egress of the router loopback address. This configuration affects the Routing

Engine sourced traffic but not the distributed protocol handler sourced traffic.

Configuration

To configure different queuing andDSCPmarking defaults for egress Routing Engine and

distributed protocol handler traffic, perform these tasks:

• Configuring R1 Packet Counting on page 223

• Configuring R2 Queuing and Re-Marking of Host Outbound Traffic on page 223

• ConfiguringR2QueuingandRe-MarkingofRoutingEngineSourcedTraffic onpage224

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Router R1 set firewall family inet filter f_bfd_source term 1 from forwarding-class control-traffic then
count c_sent_bfd

set firewall family inet filter f_bfd_source term 1 then accept
set firewall family inet filter f_bfd_source term2fromforwarding-class-exceptcontrol-traffic
then count c_sent_other

set firewall family inet filter f_bfd_source term 2 then accept
set forwarding-options family inet filter output bfd_source
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Router R2 set class-of-service forwarding-classes queue-num 7 bfd_keepalive
set class-of-service host-outbound-traffic forwarding-class bfd_keepalive
set class-of-service host-outbound-traffic dscp-code-point 110000
set class-of-service forwarding-classes queue-num 6 re_control
set firewall family inet filter f_out_loopback term 1 then forwarding-class re_control
set firewall family inet filter f_out_loopback term 1 then dscp 001010
set firewall family inet filter f_out_loopback term 1 then accept
set interfaces lo0 unit 0 family inet filter output f_out_loopback

Configuring R1 Packet Counting

Step-by-Step
Procedure

To configure Router R1 to count packets that arrive marked for the network-control

forwarding class:

1. Configure the IPv4 firewall filter term that counts packets marked for the
network-control forwarding class.

[edit]
user@R1# set firewall family inet filter f_bfd_source term 1 from forwarding-class
control-traffic then count c_sent_bfd

user@R1# set firewall family inet filter f_bfd_source term 1 then accept

2. Configure the IPv4 firewall filter term that counts all other packets.

[edit]
user@R1# set firewall family inet filter f_bfd_source term 2 from
forwarding-class-except control-traffic then count c_sent_other

user@R1# set firewall family inet filter f_bfd_source term 2 then accept

3. Apply the firewall filter to all egress packets.

[edit]
user@R1# set forwarding-options family inet filter output bfd_source

Configuring R2 Queuing and Re-Marking of Host Outbound Traffic

Step-by-Step
Procedure

To configure Router R2 to place host outbound traffic in queue 7 and re-mark Layer 3

packets with DSCP bits 110000:

1. Define the bfd_keepalive forwarding class andmap it to queue 7.

[edit]
user@R2# set class-of-service forwarding-classes queue-num 7 bfd_keepalive

2. Configure the router to place distributed protocol handler sourced traffic (and also
Routing Engine sourced traffic) in queue 7 on all egress interfaces.

[edit]
user@R2#setclass-of-servicehost-outbound-traffic forwarding-classbfd_keepalive
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3. Configure the router to re-mark Layer 3 distributed protocol handler sourced traffic
(andalsoRoutingEnginesourced traffic)withDSCPbits 110000,which iscompatible
with ToS bits 1100 0000.

[edit]
user@R2# set class-of-service host-outbound-traffic dscp-code-point 110000

Configuring R2 Queuing and Re-Marking of Routing Engine Sourced Traffic

Step-by-Step
Procedure

To configure Router R2 to place Routing Engine sourced traffic only in queue 6 and

re-mark Layer 3 packets with DSCP bits 001010:

1. Define the re_control forwarding class andmap it to queue 6.

[edit]
user@R2# set class-of-service forwarding-classes queue-num6 re_control

2. Define the IPv4 firewall filter f_out_loopback thatplacesmatchedpackets inqueue6,
re-marksmatchedLayer3packetswithDSCPbits001010, andacceptsallmatched
packets.

[edit]
user@R2# set firewall family inet filter f_out_loopback term 1 then forwarding-class
re_control

user@R2# set firewall family inet filter f_out_loopback term 1 then dscp 001010
user@R2# set firewall family inet filter f_out_loopback term 1 then accept

3. Attach the filter to the output of the router’s loopback address so that the filter
actions apply to Routing Engine sourced traffic only.

[edit]
user@R2# set interfaces lo0 unit 0 family inet filter output f_out_loopback

4. If you are done configuring the device, commit the configuration.

[edit]
user@R2# commit

Results Fromconfigurationmode, confirmyourconfigurationbyentering theshowclass-of-service,

show firewall, show forwarding-options, and show interfaces commands. If the output

does not display the intended configuration, repeat the configuration instructions in this

example to correct it.

Router R1 user@R1# show firewall
family inet {
filter f_bfd_source {
term 1 {
from {
forwarding-class control-traffic;

}
then {

Copyright © 2017, Juniper Networks, Inc.224

Class of Service Feature Guide for Routing Devices



count c_sent_bfd;
accept;

}
}
term 2 {
from {
forwarding-class-except control-traffic;

}
then {
count c_sent_other;
accept;

}
}

}
}

user@R1# show forwarding-options
family inet {
filter {
output bfd_source;

}
}

Router R2 user@R2# show class-of-service
forwarding-classes {
queue-num 6 re_control;
queue-num 7 bfd_keepalive;

}
host-outbound-traffic {
forwarding-class bfd_keepalive;
dscp-code-point 110000;

}

user@R2# show firewall
family inet {
filter f_out_loopback {
term 1 {
then {
forwarding-class re_control;
dscp 001010;
accept;

}
}

}
}

user@R2# show interfaces
lo0 {
unit 0 {
family inet {
filter {
output f_out_loopback;

}
}

}
}
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Verification

Before you begin verification, enable BFD sessions on both routers.

Confirm that the configuration is working properly.

• Verifying the Queue Assignment of the Traffic That R1 Is Sending in the BFD

Session on page 226

• Verifying That Router R1 Is Sending BFD Traffic on page 227

• Verifying That Router R2 Is Receiving BFD Traffic on page 227

Verifying the Queue Assignment of the Traffic That R1 Is Sending in the BFD
Session

Purpose Verify the class of service (CoS) forwarding class assignments and type of traffic sent

from the BFD source endpoint on Router R1.

Action From operational mode on Router R1, check that BFD packets are sent out the session

endpoint onRouter R1.With noCoSconfigurationpresent, the commandoutput displays

statistics about queued and transmitted traffic for the four forwarding classes and four

egress queues in use.

user@R1> show interfaces queue ge-1/0/19 egress
Physical interface: ge-1/0/19, Enabled, Physical link is Up
  Interface index: 175, SNMP ifIndex: 121
Forwarding classes: 8 supported, 4 in use
Egress queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort
  Queued:
    ...
  Transmitted:
    ...
Queue: 1, Forwarding classes: expedited-forwarding
  Queued:
    ...
 Transmitted:
    ...
Queue: 2, Forwarding classes: assured-forwarding
  Queued:
    ...
  Transmitted:
    ...
Queue: 3, Forwarding classes: network-control
  Queued:
    ...
  Transmitted:
    ...

Meaning The statistics for egress queue 3 reflect BFD session traffic sent to Router R2.
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Verifying That Router R1 Is Sending BFD Traffic

Purpose Verify that Router R1 is sending BFD packets from its BFD session endpoint.

Action From operationalmode on Router R1, check that the count of BFD packets that R1 sends

out the BFD session endpoint continues to increment.

user@R1> clear firewall filter f_bfd_source
user@R1> show firewall filter f_bfd_source
Filter: bfd_source                                             
Counters:
Name                            Bytes             Packets
c_sent_bfd                       2770                  70
c_sent_other                        0                   0

user@R1> show firewall filter f_bfd_source
Filter: bfd_source                                             
Counters:
Name                            Bytes             Packets
c_sent_bfd                    2182022               39482
c_sent_other                        0                   0

Verifying That Router R2 Is Receiving BFD Traffic

Purpose Verify that Router R2 is receiving BFD packets at its BFD session endpoint.
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Action From operational mode on router R2, check that the BFD session endpoint receives

packets destined for the Routing Engine with DSCP bits set to 110000, the default DSCP

CoS value for the network-control forwarding class. The DSCP bits 110000map to ToS

bits 1100 0000, or 0xC0.

user@R2> monitor traffic extensive ge-1/1/0 layer2-headers
Address resolution is ON. Use <no-resolve> to avoid any reverse lookup delay.
Address resolution timeout is 4s.
Listening on ge-1/1/0, capture size 1514 bytes

03:23:10.830472 bpf_flags 0x83,  In 
        Juniper PCAP Flags [Ext, no-L2, In], PCAP Extension(s) total length 16
          Device Media Type Extension TLV #3, length 1, value: Ethernet (1)
          Logical Interface Encapsulation Extension TLV #6, length 1, value: 
Ethernet (14)
          Device Interface Index Extension TLV #1, length 2, value: 132
          Logical Interface Index Extension TLV #4, length 4, value: 68
        -----original packet-----
        PFE proto 2 (ipv4): (tos 0xc0, ttl 255, id 1511, offset 0, flags [none],
 proto: UDP (17), length: 52) 10.1.1.1.bfd-src > 10.1.1.2.bfd-ip: [udp sum ok] 
        BFDv1, length: 24
        One-hop Control, State Up, Flags: [Control Plane Independent], Diagnostic:
 No Diagnostic (0x00)
        Detection Timer Multiplier: 3 (30000 ms Detection time), BFD Length: 24
        My Discriminator: 0x00000002, Your Discriminator: 0x00000001
          Desired min Tx Interval:    10000 ms
          Required min Rx Interval:   10000 ms
          Required min Echo Interval:    0 ms

Meaning The example input packet entry confirms that the original packet wasmarked with

tos 0xC0, which correlates to the default forwarding class network-control.

Related
Documentation

Understanding Queuing and Marking of Host Outbound Traffic on page 211•

• Changing the Default Queuing and Marking of Host Outbound Traffic on page 220

• monitor traffic

• show firewall

• show interfaces queue on page 1304

Overriding the Input Classification

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

For IPv4 or IPv6 packets, you can override the incoming classification, assigning them to

the same forwarding class based on their input interface, input precedence bits, or

destinationaddress. Youdo sobydefiningapolicy classwhenconfiguringCoSproperties

and referencing this class when configuring a routing policy.

When you override the classification of incoming packets, any mappings you configured

for associated precedence bits or incoming interfaces to output transmission queues are
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ignored. Also, if the packet loss priority (PLP) bit was set in the packet by the incoming

interface, the PLP bit is cleared.

To override the input packet classification, do the following:

1. Define the policy class by including the class statement at the [edit class-of-service

forwarding-policy] hierarchy level:

[edit class-of-service]
forwarding-policy {
class class-name {
classification-override {
forwarding-class class-name;

}
}

}

class-name is a name that identifies the class.

2. Associate the policy class with a routing policy by including it in a policy-statement

statement at the [edit policy-options] hierarchy level. Specify the destination prefixes

in the route-filter statement and the CoS policy class name in the then statement.

[edit policy-options]
policy-statement policy-name {
term term-name {
from {
route-filter destination-prefix match-type <class class-name>

}
then class class-name;

}
}

3. Apply the policy by including the export statement at the [edit routing-options]

hierarchy level:

[edit routing-options]
forwarding-table {
export policy-name;

}

Related
Documentation

• classification-override on page 975
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CHAPTER 6

Defining Output Queue Properties with
Schedulers

• How Schedulers Define Output Queue Properties on page 231

• Default Schedulers Overview on page 234

• Configuring Schedulers on page 235

• Configuring Scheduler Maps on page 236

• Applying Scheduler Maps Overview on page 236

• Applying Scheduler Maps to Physical Interfaces on page 237

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• Configuring an Input Scheduler on an Interface on page 240

• Understanding Interface Sets on page 241

• Configuring Interface Sets on page 242

• Interface Set Caveats on page 244

• Configuring Internal Scheduler Nodes on page 246

• Example: Configuring and Applying Scheduler Maps on page 246

HowSchedulers Define Output Queue Properties

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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You use schedulers to define the class-of-service (CoS) properties of output queues. You

configure CoS properties in a scheduler, thenmap the scheduler to a forwarding class.

Forwardingclassesare in turnmapped tooutputqueues.Classifiersmap incoming traffic

into forwardingclassesbasedonCoSvalues inwell-knownpacketheader fields (behavior

aggregate classification) or onmultiple packet header fields (multifield classification).

Output queue properties include the amount of interface bandwidth assigned to the

queue, the size of thememorybuffer allocated for storingpackets, the schedulingpriority

of the queue, and the random early detection (RED) drop profiles associated with the

queue to control packet drop during periods of congestion.

Scheduler mapsmap schedulers to forwarding classes. The output queuemapped to a

forwarding class receives the port resources and properties defined in the scheduler

mapped to that forwarding class. You apply a scheduler map to an interface to apply

queue scheduling to a port. You can associate different scheduler maps with different

interfaces to configure port-specific scheduling for forwarding classes (output queues).

To configure class-of-service (CoS) schedulers, include the following statements at the

[edit class-of-service] hierarchy level:

[edit class-of-service]
interfaces {
interface-name {
scheduler-mapmap-name;
scheduler-map-chassismap-name;
shaping-rate rate;
unit {
output-traffic-control-profile profile-name;
scheduler-mapmap-name;
shaping-rate rate;

}
}

}
fabric {
scheduler-map {
priority (high | low) scheduler scheduler-name;

}
}
scheduler-maps {
map-name {
forwarding-class class-name scheduler scheduler-name;

}
}
schedulers {
scheduler-name {
buffer-size (percent percentage | remainder | temporalmicroseconds );
drop-profile-map loss-priority (any | low |medium-low |medium-high | high)protocol
(any | non-tcp | tcp) drop-profile profile-name;

excess-priority (low | high);
excess-rate percent percentage;
excess-rate (percent percentage | proportion value);
priority priority-level;
transmit-rate (rate | percent percentage remainder) <exact | rate-limit>;

}
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}
traffic-control-profiles profile-name {
delay-buffer-rate (percent percentage | rate);
excess-rate percent percentage;
guaranteed-rate (percent percentage | rate);
scheduler-mapmap-name;
shaping-rate (percent percentage | rate);

}

You cannot configure both the shaping-rate statement at the [edit class-of-service

interfaces interface-name] hierarchy level and the transmit-rate rate-limit statement and

option at the [edit class-of-service schedulers scheduler-name] hierarchy level. These

statementsaremutually exclusive. If youdoconfigureboth, youwill notbeable tocommit

the configuration:

[edit class-of-service]
'shaping-rate'
only one option (shaping-rate or transmit-rate rate-limit) can be configured at a time
error: commit failed (statements constraint check failed)

NOTE: For PTX Series Packet Transport Routers:

• The fabric and traffic-control-profiles statements at the [edit

class-of-service] hierarchy level are not supported.

• Queue Scheduling Components on page 233

Queue Scheduling Components

Table 26 on page 233 provides a quick reference to the scheduler components you can

configure to determine the bandwidth properties of output queues (forwarding classes).

Table 26: Output Queue Scheduler Components

Description
Output Queue Scheduler
Component

Sets the size of the queue buffer.Buffer size

Maps a drop profile to a packet loss priority. Drop profile
map components include:

• Drop profile—Sets the probability of dropping packets
as the queue fills up.

• Loss priority—Sets the traffic packet loss priority to
which a drop profile applies.

Drop profile map

Sets the scheduling priority of excess bandwidth traffic
on a scheduler.

Excess priority
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Table 26: Output Queue Scheduler Components (continued)

Description
Output Queue Scheduler
Component

Sets the percentage of extra bandwidth (bandwidth that
is not used by other queues) a queue can receive. If not
set, the device uses the transmit rate to determine how
much extra bandwidth the queue can use. Extra
bandwidth is the bandwidth remaining after all
guaranteed bandwidth requirements are met.

Excess rate

Sets the scheduling priority applied to the queue.Priority

Setsa limit onexcessbandwidthusage.The transmit rate
configures theminimumbandwidthallocated toaqueue.
Configure the shaping rate as an absolute maximum
usageandnot theadditional usagebeyond theconfigured
transmit rate. If you do not set a shaping rate, the default
shaping rate is 100 percent, which is the same as no
shaping at all.

Shaping rate

Sets the minimum guaranteed bandwidth . By default, if
you do not configure an excess rate, extra bandwidth is
shared among queues in proportion to the transmit rate
of each queue.

On strict-high priority queues, sets the amount of
bandwidth that receives strict-high priority forwarding
treatment. Traffic that exceeds the transmit rate shares
in theport excessbandwidthpoolbasedon thestrict-high
priority excess bandwidth sharing weight of “1”, which is
not configurable. The actual amount of extra bandwidth
that traffic exceeding the transmit rate receives depends
on howmany other queues consume excess bandwidth
and the excess rates of those queues.

If you configure twoormore strict-high priority queues on
a port, you must configure a transmit rate on those
queues. However, we strongly recommend that you
always configure a transmit rate on strict-high priority
queues to prevent them from starving other queues.

Transmit rate

Related
Documentation

UnderstandingHowForwardingClassesAssignClasses toOutputQueuesonpage 185•

• Default Schedulers Overview on page 234

• Configuring Schedulers on page 235

• Priority Scheduling Overview on page 305

Default Schedulers Overview

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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Each forwarding class has an associated scheduler priority. Only two forwarding classes,

best effort and network control (queue 0 and queue 3), are used in the Junos default

scheduler configuration.

By default, the best effort forwarding class (queue 0) receives 95 percent of the

bandwidth andbuffer space for the output link, and the network control forwarding class

(queue 3) receives 5 percent. The default drop profile causes the buffer to fill and then

discard all packets until it has space.

The expedited-forwarding (queue 1) and assured-forwarding (queue 2) classes have no

reserved bandwidth or buffer space because, by default, no schedulers are assigned to

those forwarding classes. However, you canmanually configure resources for the

expedited-forwarding and assured-forwarding classes.

Also by default, each queue can exceed the assigned bandwidth if additional bandwidth

is available from other queues. When a forwarding class does not fully use the allocated

transmission bandwidth, the remaining bandwidth can be used by other forwarding

classes if they receive a larger amount of the offered load than the bandwidth allocated.

For more information, see “Allocation of Leftover Bandwidth” on page 262.

The followingdefault scheduler is providedwhen you install the JunosOS. These settings

are not visible in the output of the show class-of-service command; rather, they are

implicit.

[edit class-of-service]
schedulers {
network-control {
transmit-rate percent 5;
buffer-size percent 5;
priority low;
drop-profile-map loss-priority any protocol any drop-profile terminal;

}
best-effort {
transmit-rate percent 95;
buffer-size percent 95;
priority low;
drop-profile-map loss-priority any protocol any drop-profile terminal;

}
}
drop-profiles {
terminal {
fill-level 100 drop-probability 100;

}
}

Configuring Schedulers

Supported Platforms EX Series,MSeries,MXSeries, T Series
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You configure a scheduler by including the scheduler statement at the [edit

class-of-service] hierarchy level:

schedulers {
scheduler-name {
buffer-size (percent percentage | remainder | temporalmicroseconds);
drop-profile-map loss-priority (any | low |medium-low |medium-high | high)protocol
(any | non-tcp | tcp) drop-profile profile-name;

priority priority-level;
shaping-rate (percent percentage | rate);
transmit-rate (rate | percent percentage remainder) <exact | rate-limit>;

}
}

NOTE: Committing changes to schedulers and queues interrupts traffic on
affected ports while queue resources are reconfigured.

For detailed information about scheduler configuration statements, see the indicated

topics:

• Managing Congestion on the Egress Interface by Configuring the Scheduler Buffer Size

on page 341

• Determining Packet Drop Behavior by Configuring Drop Profile Maps for Schedulers

on page 335

• Configuring Scheduler Transmission Rate on page 260

• Configuring Schedulers for Priority Scheduling on page 308

Configuring Scheduler Maps

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

After defining a scheduler, you can associate it with a specified forwarding class by

including it in a scheduler map. To do this, include the scheduler-maps statement at the

[edit class-of-service] hierarchy level:

[edit class-of-service]
scheduler-maps {
map-name {
forwarding-class class-name scheduler scheduler-name;

}
}

Applying Scheduler Maps Overview

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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Physical interfaces (forexample, t3-0/0/0, t3-0/0/0:0, andge-0/0/0) support scheduling

with any encapsulation type pertinent to that physical interface. For a single port, you

cannot apply scheduling to the physical interface if you have applied scheduling to one

or more of the associated logical interfaces.

Logical interfaces (for example, t3-0/0/0unit0and ge-0/0/0unit0) support scheduling

on data link connection identifiers (DLCIs) or VLANs only.

In the Junos OS implementation, the term logical interfaces generally refers to interfaces

you configure by including the unit statement at the [edit interfaces interface-name]

hierarchy level. Logical interfaces have the .logical descriptor at the end of the interface

name, as in ge-0/0/0.1 or t1-0/0/0:0.1, where the logical unit number is 1.

Although channelized interfaces are generally thought of as logical or virtual, the Junos

OS sees T3, T1, andNxDS0 interfaces within a channelized IQ PIC as physical interfaces.

For example, both t3-0/0/0 and t3-0/0/0:1 are treated as physical interfaces by the

Junos OS. In contrast, t3-0/0/0.2 and t3-0/0/0:1.2 are considered logical interfaces

because they have the .2 at the end of the interface names.

Within the [edit class-of-service] hierarchy level, you cannot use the .logical descriptor

when you assign properties to logical interfaces. Instead, youmust include the unit

statement in the configuration. For example:

[edit class-of-service]
user@host# set interfaces t3-0/0/0 unit 0 scheduler-mapmap1

Related
Documentation

To apply a scheduler map to network traffic, you associate the map with an interface.

See the following topics:

• Applying Scheduler Maps to Physical Interfaces on page 237

• ApplyingSchedulerMapsandShapingRatetoPhysical Interfaceson IQPICsonpage686

• Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277

• Oversubscribing Interface Bandwidth on page 251

• Providing a Guaranteed Minimum Rate on page 263

• Applying Scheduler Maps to Chassis-Level Queues on page 700

• Forwarding Classes and Fabric Priority Queues on page 213

• Associating Schedulers with Fabric Priorities on page 309

Applying Scheduler Maps to Physical Interfaces

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

After you have defined a scheduler map, as described in “Configuring Scheduler Maps”

onpage236, youcanapply it toanoutput interface. Include the scheduler-map statement

at the [edit class-of-service interfaces interface-name] hierarchy level:

[edit class-of-service interfaces interface-name]
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scheduler-mapmap-name;

Interface wildcards are supported. However, scheduler maps using wildcard interfaces

are not checked against routing device interfaces at commit time and can result in a

configuration that is incompatible with installed hardware. Fully specified interfaces, on

theotherhand, check theconfigurationagainst thehardwareand report errorsorwarning

if the hardware does not support the configuration.

Generally, you can associate schedulers with physical interfaces only. For some IQ

interfaces, you can also associate schedulers with the logical interface. For more

information, see “Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs” on

page 277.

NOTE: For original Channelized OC12 PICs, limited CoS functionality is
supported.Formore information, contact JuniperNetworkscustomersupport.

When you apply a scheduler map to a physical interface, or when youmodify the

configuration of a scheduler map that is already applied to a physical interface, packets

already in the output queues of the interface might get dropped. The amount of packet

loss is not deterministic and depends on the offered traffic load at the time you apply or

modify the scheduler map.

Configuring Traffic Control Profiles for Shared Scheduling and Shaping

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Sharedschedulingandshapingallowsyou toallocateseparatepoolsof shared resources

to subsets of logical interfaces belonging to the samephysical port. You configure shared

schedulingandshapingby first creatinga traffic-control profile,which specifies a shaping

rate and references a scheduler map. Youmust then share this set of shaping and

scheduling resources by applying an instance of the traffic-control profile to a subset of

logical interfaces. You can apply a separate instance of the same (or a different)

traffic-control profile to another subset of logical interfaces, thereby allocating separate

pools of shared resources.

Before you start this procedure:

• Make sure you define a scheduler map. For information about configuring schedulers

and scheduler maps, see “Configuring Schedulers” on page 235 and “Configuring

Scheduler Maps” on page 236. Gigabit Ethernet IQ2 interfaces support up to eight

forwarding classes and queues.

To configure a traffic-control profile, perform the following steps:

1. Create the traffic control profile and configure a shaping rate for it.

[edit]
user@host# edit class-of-service traffic-control-profiles profile-name
user@host# set shaping-rate (percent percentage | rate)
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You can configure the shaping rate as a percentage from 1 through 100 or as an

absolute rate from 1000 through 6,400,000,000,000 bits per second (bps). The

shaping rate corresponds to a peak information rate (PIR). For more information, see

“Oversubscribing Interface Bandwidth” on page 251.

2. Define an association between the traffic-control profile and a previously configured
schedulermapby including the scheduler-map statement at the [edit class-of-service
traffic-control-profiles profile-name] hierarchy level.

[edit class-of-service traffic-control-profiles profile-name]
user@host# set scheduler-mapmap-name;

3. Configure the delay-buffer rate.

If you do not include this statement, the delay-buffer rate is based on the guaranteed
rate if one is configured, or on the shaping rate if no guaranteed rate is configured.

[edit class-of-service traffic-control-profiles profile-name]
user@host# set delay-buffer-rate (percent percentage | rate)

You can configure the delay-buffer rate as a percentage from 1 through 100 or as an

absolute rate from 1000 through 6,400,000,000,000 bits per second. The

delay-buffer ratecontrols latency. Formore information, see “Oversubscribing Interface

Bandwidth” on page 251 and “Providing a Guaranteed Minimum Rate” on page 263.

4. Configure a guaranteedminimum rate for the traffic-control profile.

[edit class-of-service traffic-control-profiles profile-name]
user@host# set guaranteed-rate (percent percentage | rate)

You can configure the guaranteed rate as a percentage from 1 through 100 or as an

absolute rate from 1000 through 6,400,000,000,000 bps. The guaranteed rate

corresponds to a committed information rate (CIR). For more information, see

“Providing a Guaranteed Minimum Rate” on page 263.

Youmust now share an instance of the traffic-control profile.

5. Enable shared-scheduling on the interface.

[edit]
user@host# edit interfaces interface-name
user@host# set shared-scheduler

This statementenables logical interfacesbelonging to thesamephysical port to share

one set of shaping and scheduling resources.

NOTE: On each physical interface, the shared-scheduler and

per-unit-scheduler statements aremutually exclusive. Even so, you can

configure one logical interface for each shared instance. This effectively
provides the functionality of per-unit scheduling.

239Copyright © 2017, Juniper Networks, Inc.

Chapter 6: Defining Output Queue Properties with Schedulers



6. (Optional) Apply the traffic-control profile to an input interface.

[edit]
user@host# edit class-of-service interfaces interface-name unit logical-unit-number
user@host# set input-traffic-control-profile profile-name shared-instance
instance-name

These statements are explained in Step 7.

7. (Optional) Apply the traffic-control profile to an output interface.

[edit]
user@host# edit class-of-service interfaces interface-name unit logical-unit-number
user@host# set output-traffic-control-profile profile-name shared-instance
instance-name

Theprofile name references the traffic-control profile you configured inStep 1 through

Step 4. The shared-instance name does not reference a configuration. It can be any

text string you wish to apply to multiple logical interfaces that you want to share the

set of resources configured in the traffic-control profile. Each logical interface shares

a set of scheduling and shaping resourceswith other logical interfaces that are on the

same physical port and that have the same shared-instance name applied.

This concept is demonstrated in “Example: ConfiguringSharedResourcesonEthernet

IQ2 Interfaces” on page 754.

NOTE: You cannot include the output-traffic-control-profile statement in

the configuration if either the scheduler-map or shaping-rate statement is

included in the logical interface configuration.

Related
Documentation

Scheduling and Shaping in Hierarchical CoSQueues for Traffic Routed to GRE Tunnels

on page 514

•

• Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277

• Hierarchical Schedulers and Traffic Control Profiles on page 321

Configuring an Input Scheduler on an Interface

Supported Platforms MSeries,MXSeries, T Series
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As an alternative to shared input traffic-control profiles, you can configure each interface

to use its own input scheduler. For each physical interface, you can apply an input

scheduler map to the physical interface or its logical interfaces, but not both.

Input scheduler maps are supported on the following Ethernet interfaces:

• IQ2 and IQ2E PICs

• DPCs and MPCs that support Enhanced Queuing (Q/EQ)

• MX80with support for per-VLAN queuing

Before you start this procedure:

• Define a scheduler map at the [edit class-of-service scheduler-maps] hierarchy level.

To configure a separate input scheduler on the physical interface:

• Specify the name of the physical interface and the scheduler map.

[edit class-of-service interfaces interface-name]
user@host# set input-scheduler-mapmap-name

To configure a separate input scheduler on a logical interface:

1. Specify the name of the physical and logical interface and scheduler map.

[edit]
user@host# edit class-of-service interfaces interface-name unit logical-unit-number
user@host# set input-scheduler-mapmap-name

2. Enable the association of the scheduler map name and interface.

[edit]
user@host# edit interfaces interface-name
user@host# set per-unit-scheduler

The per-unit-scheduler statement enables one set of output queues for each logical

interface configured under the physical interface.

On Gigabit Ethernet IQ2 PIC interfaces, configuration of the per-unit-scheduler

statement requires that you configure VLAN tagging also. When you include the

per-unit-scheduler statement, the maximum number of VLANs supported is 768 on

a single-port Gigabit Ethernet IQ PIC. On a dual-port Gigabit Ethernet IQ PIC, the

maximum number is 384.

Related
Documentation

Configuring Schedulers on page 235•

• Configuring Scheduler Maps on page 236

• input-traffic-control-profile on page 1078

Understanding Interface Sets

Supported Platforms MSeries,MXSeries, T Series
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Although the interface set is applied at the [edit interfaces] hierarchy level, the CoS

parameters for the interface set are defined at the [edit class-of-service interfaces]

hierarchy level, usually with the output-traffic-control-profile profile-name statement.

This example applies a traffic control profile called tcp-set1 to an interface set called
set-ge-0:

[edit class-of-service interfaces]
interface-set set-ge-0 {
output-traffic-control-profile tcp-set1;

}

Related
Documentation

output-traffic-control-profile on page 1115•

Configuring Interface Sets

Supported Platforms MSeries,MXSeries

To configure an interface set, include the interface-set statement at the [edit

class-of-service interfaces] hierarchy level:

[edit class-of-service interfaces]
interface-set interface-set-name {
...interface-cos-configuration-statements ...

}

To apply the interface set to interfaces, include the interface-set statement at the [edit

interfaces] hierarchy level:

[edit interfaces]
interface-set interface-set-name {
interface ethernet-interface-name {
... interface-cos-configuration-statements ...

}
}

Interface sets can be defined in twomajor ways:

• As a list of logical interfaces or aggregated Ethernet interfaces (unit 100, unit 200, and

so on)

• At the stacked VLAN level using a list of outer VLAN IDs (vlan-tags-outer 210,

vlan-tags-outer 220, and so on).

The svlan number listing option with a single outer VLAN tag is a convenient way to

specify a set of VLANmembers having the same outer VLAN tags. Service providers

can use these statements to group interfaces to apply scheduling parameters such as

guaranteed rate and shaping rate to the traffic in the groups.

Whether using the logical interface listing option for a group of customer VLANs,

aggregated Ethernet interfaces, or the S-VLAN set listing option for a group of VLAN

outer tags, all traffic heading downstreammust be gathered into an interface set with

the interface-set statement at the [edit class-of-service interfaces] hierarchy level.
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Regardless of listing convention, you can only use one of the types in an interface set.

Examples of this limitation appear later in this section.

NOTE: Interface sets are currently used only by CoS, but they are applied at
the [edit interfaces] hierarchy level tomake them available to other services
that might use them in future.

[edit interfaces]
interface-set interface-set-name {
interface ethernet-interface-name {
(unit logical-unit-number | vlan-tags-outer vlan-tag) {
...

}
}

}

The logical interface naming option lists Ethernet interfaces:

[edit interfaces]
interface-set unitl-set-ge-0 {
interface ge-0/0/0 {
unit 0;
unit 1;
...

}
}

The interface naming option lists aggregated Ethernet interfaces:

[edit interfaces]
interface-set demuxset1 {
interface demux0 {
unit 1;
..

}
}
demux0 {
unit 1 {
demux-options {
underlying-interface ae0.1;

}
family inet {
demux-source {
10.1.1.1/24;

}
address 10.1.1.1/24;

}
}
..
ae0 {
unit 1 {
}
..

}
}
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class-of-service {
interface-set demuxset1 {
output-traffic-control-profile tcp2;

}
}

}

The S-VLAN option lists only one S-VLAN (outer) tag value:

[edit interfaces]
interface-set svlan-set {
interface ge-1/0/0 {
vlan-tags-outer 2000;

}
}

The S-VLAN naming option lists S-VLAN (outer) tag values:

[edit interfaces]
interface-set svlan-set-tags {
interface ge-2/0/0 {
vlan-tags-outer 2000;
vlan-tags-outer 2001;
vlan-tags-outer 2002;
...

}
}

NOTE: Rangesarenotsupported: youmust list eachVLANor logical interface
separately.

Related
Documentation

Interface Set Caveats on page 244•

Interface Set Caveats

Supported Platforms MSeries,MXSeries

When configuring interface sets, consider the following guidelines:

• Interface sets can be defined in twomajor ways: as a list of logical interfaces or groups

of aggregated Ethernet logical interfaces (unit 100, unit 200, and so on), or at the

stacked VLAN level using a list of outer VLAN IDs (vlan-tags-outer 210,

vlan-tags-outer 220, and so on). You can configure sets of aggregated Ethernet

interfaces on MIC or MPC interfaces only.

• You cannot specify an interface set mixing the logical interface, aggregated Ethernet,

S-VLAN, or VLAN outer tag list forms of the interface-set statement.
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• Keep the following guidelines in mind when configuring interface sets of logical

interfaces over aggregated Ethernet:

• Sets of aggregated Ethernet interfaces are supported on MIC and MPC interfaces

only.

• The supported interface stacks for aggregated Ethernet in an interface set include

VLAN demux interfaces, IP demux interfaces, and PPPoE logical interfaces over

VLAN demux interfaces.

• The linkmembership list and scheduler mode of the interface set are inherited from

the underlying aggregated Ethernet interface over which the interface set is

configured.

• When an aggregated Ethernet interface operates in link protection mode, or if the

scheduler mode is configured to replicatemember links, the scheduling parameters

of the interface set are copied to each of the member links.

• If the scheduler mode of the aggregated Ethernet interface is set to scale member

links, the scheduling parameters are scaled based on the number of activemember

links and applied to each of the aggregated interface member links.

• A logical interfacecanonlybelong toone interface set. If you try toadd the same logical

interface to different interface sets, the commit operation fails.

This example generates a commit error:

[edit interfaces]
interface-set set-one {
interface ge-2/0/0 {
unit 0;
unit 2;

}
}
interface-set set-two {
interface ge-2/0/0 {
unit 1;
unit 3;
unit 0; # COMMIT ERROR! Unit 0 already belongs to set-one.

}
}

• Membersofan interface set cannot spanmultiplephysical interfaces.Onlyonephysical

interface is allowed to appear in an interface set.

This configuration is not supported:

[edit interfaces]
interface-set set-group {
interface ge-0/0/1 {
unit 0;
unit 1;

}
interface ge-0/0/2 { # This is NOT supported in the same interface set!
unit 0;
unit 1;

}
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}

Related
Documentation

Configuring Interface Sets on page 242•

Configuring Internal Scheduler Nodes

Supported Platforms MSeries,MXSeries, T Series

A node in the hierarchy is considered internal if either of the following conditions apply:

• Any one of its children nodes has a traffic control profile configured and applied.

• You include the internal-node statement at the [edit class-of-service interfaces

interface-set set-name] hierarchy level.

Why would it be important to make a certain node internal? Generally, there are more

resources available at the logical interface (unit) level than at the interface set level.

Also, it might be desirable to configure all resources at a single level, rather than spread

over several levels. The internal-node statement provides this flexibility. This can be a

helpful configurationdevicewhen interface-set queuingwithout logical interfaces is used

exclusively on the interface.

The internal-node statement can be used to raise the interface set without children to

the same level as the other configured interface sets with children, allowing them to

compete for the same set of resources.

In summary, using the internal-node statement allows statements to all be scheduled

at the same level with or without children.

The following example makes the interfaces sets if-set-1 and if-set-2 internal:

[edit class-of-service interfaces]
interface-set {
if-set-1 {
internal-node;
output-traffic-control-profile tcp-200m-no-smap;

}
if-set-2 {
internal-node;
output-traffic-control-profile tcp-100m-no-smap;

}
}

If an interface set has logical interfaces configured with a traffic control profile, then the

use of the internal-node statement has no effect.

Internal nodes can specify a traffic-control-profile-remaining statement.

Example: Configuring and Applying Scheduler Maps

Supported Platforms MSeries,MXSeries, PTX Series, SRX Series, T Series, vSRX
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This example shows how to configure and apply a schedulermap to a device’s interface.

• Requirements on page 247

• Overview on page 247

• Configuration on page 247

• Verification on page 249

Requirements

Before you begin:

• Create and configure the forwarding classes. See “Configuring a Custom Forwarding

Class for Each Queue” on page 191.

• Create and configure the schedulers. See Example: Configuring Class-of-Service

Schedulers.

Overview

After youdefinea scheduler, youcan include it in a schedulermap,whichmapsaspecified

forwarding class to a scheduler configuration. You configure a scheduler map to assign

a forwarding class to a scheduler, and then apply the scheduler map to any interface

that must enforce DiffServ CoS.

After they are applied to an interface, the scheduler maps affect the hardware queues,

packet schedulers, and RED drop profiles.

In this example, you create the scheduler map diffserv-cos-map and apply it to the

device's Ethernet interface ge-0/0/0. Themap associates the mf-classifier forwarding

classes to the schedulers as shown in Table 27 on page 247.

Table 27: Sample diffserv-cos-map Scheduler Mapping

diffserv-cos-map SchedulerFor CoS Traffic Typemf-classifier Forwarding Class

be-schedulerBest-effort trafficbe-class

ef-schedulerExpedited forwarding trafficef-class

af-schedulerAssured forwarding trafficaf-class

nc-schedulerNetwork control trafficnc-class

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, copy and paste the commands into the CLI at the [edit] hierarchy level,

and then enter commit from the configuration mode.
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setclass-of-servicescheduler-mapsdiffserv-cos-mapforwarding-classbe-classscheduler
be-scheduler

setclass-of-servicescheduler-mapsdiffserv-cos-mapforwarding-classef-classscheduler
ef-scheduler

setclass-of-servicescheduler-mapsdiffserv-cos-mapforwarding-classaf-classscheduler
af-scheduler

setclass-of-servicescheduler-mapsdiffserv-cos-mapforwarding-classnc-classscheduler
nc-scheduler

set class-of-service interfaces ge-0/0/0 unit 0 scheduler-map diffserv-cos-map

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To configure and apply a scheduler map to a device’s interface:

1. Configure a scheduler map for DiffServ CoS.

[edit class-of-service]
user@host# edit scheduler-maps diffserv-cos-map

2. Configure a best-effort forwarding class and scheduler.

[edit class-of-service scheduler-maps diffserv-cos-map]
user@host# set forwarding-class be-class scheduler be-scheduler

3. Configure an expedited forwarding class and scheduler.

[edit class-of-service scheduler-maps diffserv-cos-map]
user@host# set forwarding-class ef-class scheduler ef-scheduler

4. Configure an assured forwarding class and scheduler.

[edit class-of-service scheduler-maps diffserv-cos-map]
user@host# set forwarding-class af-class scheduler af-scheduler

5. Configure a network control class and scheduler.

[edit class-of-service scheduler-maps diffserv-cos-map]
user@host# set forwarding-class nc-class scheduler nc-scheduler

6. Apply the scheduler map to an interface.

[edit class-of-service]
user@host# set interfaces ge-0/0/0 unit 0 scheduler-map diffserv-cos-map

Results Fromconfigurationmode, confirmyour configurationbyentering the showclass-of-service

command. If the output does not display the intended configuration, repeat the

configuration instructions in this example to correct it.

[edit]
user@host# show class-of-service
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interfaces {
ge-0/0/0 {
unit 0 {
scheduler-map diffserv-cos-map;

}
}

}
scheduler-maps {
diffserv-cos-map {
forwarding-class be-class scheduler be-scheduler;
forwarding-class ef-class scheduler ef-scheduler;
forwarding-class af-class scheduler af-scheduler;
forwarding-class nc-class scheduler nc-scheduler;

}
}

If you are done configuring the device, enter commit from configuration mode.

Verification

Verifying the Scheduler Map Configuration

Purpose Verify that scheduler maps are configured properly.

Action From operational mode, enter the show class-of-service command.

Related
Documentation

• Default Schedulers Overview on page 234

• Configuring Schedulers on page 235

• Configuring Scheduler Maps on page 236
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CHAPTER 7

Controlling Bandwidth with Scheduler
Rates

• Oversubscribing Interface Bandwidth on page 251

• Configuring Scheduler Transmission Rate on page 260

• Providing a Guaranteed Minimum Rate on page 263

• PIR-Only and CIR Mode on page 267

• Excess Rate and Excess Priority Configuration Examples on page 267

• Controlling Remaining Traffic on page 272

• Bandwidth Sharing on Nonqueuing Packet Forwarding Engines Overview on page 275

• Configuring Rate Limits on Nonqueuing Packet Forwarding Engines on page 276

• Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277

• Example: Applying Scheduler Maps and Shaping Rate to DLCIs on page 285

• Example: Applying Scheduling and Shaping to VLANs on page 289

• Example: LimitingEgressTrafficonan InterfaceUsingPortShaping forCoSonpage296

• Configuring Input Shaping Rates for Both Physical and Logical Interfaces on page 302

Oversubscribing Interface Bandwidth

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

The term oversubscribing interface bandwidthmeans configuring shaping rates (peak

information rates [PIRs]) so that their sum exceeds the interface bandwidth.

On Channelized IQ PICs, Gigabit Ethernet IQ PICs, and FRF.15 and FRF.16 link services IQ

(LSQ) interfaces on Services PICs, Multiservices PICs, and Multiservices DPCs, you can

oversubscribe interface bandwidth. This means that the logical interfaces (and DLCIs

within an FRF.15 or FRF.16 bundle) can be oversubscribed when there is leftover

bandwidth. In the case of FRF.16 bundle interfaces, the physical interface can be

oversubscribed. The oversubscription is capped to the configured PIR. Any unused

bandwidth is distributed equally among oversubscribed logical interfaces or data-link

connection identifiers (DLCIs), or physical interfaces.

For networks that are not likely to experience congestion, oversubscribing interface

bandwidth improves network utilization, thereby allowing more customers to be
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provisioned on a single interface. If the actual data traffic does not exceed the interface

bandwidth, oversubscription allows you to sell more bandwidth than the interface can

support.

We recommend avoiding oversubscription in networks that are likely to experience

congestion. Be cautious not to oversubscribe a service by toomuch, because this can

cause degradation in the performance of the routing platform during congestion. When

you configure oversubscription, starvation of someoutput queues can occur if the actual

data traffic exceeds the physical interface bandwidth. You can prevent degradation by

using statistical multiplexing to ensure that the actual data traffic does not exceed the

interface bandwidth.

NOTE: You cannot oversubscribe interface bandwidth when you configure
traffic shaping using themethoddescribed in “ApplyingSchedulerMaps and
Shaping Rate to DLCIs and VLANs” on page 277.

When configuring oversubscription for FRF.16 bundle interfaces, you can assign traffic

control profiles that apply on a physical interface basis. When you apply traffic control

profiles to FRF.16 bundles at the logical interface level, member link interface bandwidth

is underutilizedwhen there is a small proportionof traffic or no traffic at all onan individual

DLCI. Support for traffic control features on the FRF.16 bundle physical interface level

addresses this limitation.

To configure oversubscription of the interface, perform the following steps:

1. Include the shaping-rate statement at the [edit class-of-service traffic-control-profiles

profile-name] hierarchy level:

[edit class-of-service traffic-control-profiles profile-name]
shaping-rate (percent percentage | rate);

NOTE: When configuring oversubscription for FRF.16 bundle interfaces
on a physical interface basis, youmust specify shaping-rate as a

percentage.

On LSQ interfaces, you can configure the shaping rate as a percentage from

1 through 100.

On IQ and IQ2 interfaces, you can configure the shaping rate as an absolute rate

from 1000 through 6,400,000,000,000 bps.

For all MX Series router and EX Series switch interfaces, the shaping rate can be from

65,535 through 6,400,000,000,000 bps.

Alternatively, youcanconfigurea shaping rate for a logical interfaceandoversubscribe

the physical interface by including the shaping-rate statement at the [edit

class-of-service interfaces interface-name unit logical-unit-number] hierarchy level.

However, with this configuration approach, you cannot independently control the

delay-buffer rate, as described in Step 2.
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NOTE: ForchannelizedandGigabitEthernet IQ interfaces, theshaping-rate

and guaranteed-rate statements aremutually exclusive. You cannot

configure some logical interfaces to use a shaping rate and others to use
a guaranteed rate. This means there are no service guarantees when you
configure a PIR. For these interfaces, you can configure either a PIR or a
committed information rate (CIR), but not both.

This restriction does not apply to Gigabit Ethernet IQ2 PICs or LSQ
interfacesonMultiservicesandServicesPICs.ForLSQandGigabitEthernet
IQ2 interfaces, you can configure both a PIR and aCIR on an interface. For
more informationaboutCIRs, see “ProvidingaGuaranteedMinimumRate”
on page 263.

For more information about Gigabit Ethernet IQ2 PICs, see “CoS on
Enhanced IQ2 PICs Overview” on page 716.

2. Optionally, you can base the delay-buffer calculation on a delay-buffer rate. To do

this, include the delay-buffer-rate statement at the [edit class-of-service

traffic-control-profiles profile-name] hierarchy level:

NOTE: When configuring oversubscription for FRF.16 bundle interfaces
on a physical interface basis, youmust specify delay-buffer-rate as a

percentage.

[edit class-of-service traffic-control-profiles profile-name]
delay-buffer-rate (percent percentage | rate);

The delay-buffer rate overrides the shaping rate as the basis for the delay-buffer

calculation. In other words, the shaping rate or scaled shaping rate is used for

delay-buffer calculations only when the delay-buffer rate is not configured.

For LSQ interfaces, if you do not configure a delay-buffer rate, the guaranteed rate

(CIR) is used to assign buffers. If you do not configure a guaranteed rate, the shaping

rate (PIR) is used in the undersubscribed case, and the scaled shaping rate is used in

the oversubscribed case.

On LSQ interfaces, you can configure the delay-buffer rate as a percentage from

1 through 100.

On IQ and IQ2 interfaces, you can configure the delay-buffer rate as an absolute rate

from 1000 through 6,400,000,000,000 bps.

The actual delay buffer is based on the calculations described in “Configuring Large

DelayBuffers forSlower Interfaces”onpage341and “MaximumDelayBuffer forNxDS0

Interfaces”onpage341. Foranexampleshowinghowthedelay-buffer ratesareapplied,

see “Examples: Oversubscribing Interface Bandwidth” on page 257.

Configuring large buffers on relatively slow-speed links can cause packet aging. To

help prevent this problem, the software requires that the sum of the delay-buffer

rates be less than or equal to the port speed.
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This restriction does not eliminate the possibility of packet aging, so you should be

cautious when using the delay-buffer-rate statement. Though some amount of extra

buffering might be desirable for burst absorption, delay-buffer rates should not far

exceed the service rate of the logical interface.

If you configure delay-buffer rates so that the sum exceeds the port speed, the

configured delay-buffer rate is not implemented for the last logical interface that you

configure. Instead, that logical interface receives a delay-buffer rate of zero, and a

warning message is displayed in the CLI. If bandwidth becomes available (because

another logical interface is deleted or deactivated, or the port speed is increased), the

configured delay-buffer-rate is reevaluated and implemented if possible.

If you do not configure a delay-buffer rate or a guaranteed rate, the logical interface

receives a delay-buffer rate in proportion to the shaping rate and the remaining

delay-buffer rate available. In other words, the delay-buffer rate for each logical

interface with no configured delay-buffer rate is equal to:

(remaining delay-buffer rate * shaping rate) / (sum of shaping rates)

where the remaining delay-buffer rate is equal to:

(interface speed) - (sum of configured delay-buffer rates)

3. To assign a scheduler map to the logical interface, include the scheduler-map

statement at the [edit class-of-service traffic-control-profiles profile-name] hierarchy

level:

[edit class-of-service traffic-control-profiles profile-name]
scheduler-mapmap-name;

For information about configuring schedulers and scheduler maps, see “Configuring

Schedulers” on page 235 and “Configuring Scheduler Maps” on page 236.

4. Optionally, you can enable large buffer sizes to be configured. To do this, include the

q-pic-large-buffer statement at the [edit chassis fpc slot-number pic pic-number]

hierarchy level:

[edit chassis fpc slot-number pic pic-number]
q-pic-large-buffer;

If you do not include this statement, the delay-buffer size is more restricted.

We recommend restricted buffers for delay-sensitive traffic, such as voice traffic. For

more information, see “Managing Congestion on the Egress Interface by Configuring

the Scheduler Buffer Size” on page 341.

5. To enable scheduling on logical interfaces, include the per-unit-scheduler statement

at the [edit interfaces interface-name] hierarchy level:

[edit interfaces interface-name]
per-unit-scheduler;

When you include this statement, the maximum number of VLANs supported is 768

on a single-port Gigabit Ethernet IQ PIC. On a dual-port Gigabit Ethernet IQ PIC, the

maximum number is 384.

6. To enable scheduling for FRF.16 bundles physical interfaces, include the

no-per-unit-scheduler statementat the [edit interfaces interface-name]hierarchy level:
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[edit interfaces interface-name]
no-per-unit-scheduler;

7. To apply the traffic-scheduling profile , include the output-traffic-control-profile

statement at the [edit class-of-service interfaces interface-name unit

logical-unit-number] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number]
output-traffic-control-profile profile-name;

You cannot include the output-traffic-control-profile statement in the configuration

if either the scheduler-mapor shaping-rate statement is included in the logical interface

configuration.

Table 28onpage 255 showshow thebandwidth anddelay buffer are allocated in various

configurations.

Table 28: Bandwidth and Delay Buffer Allocations by Configuration
Scenario

Delay Buffer AllocationConfiguration Scenario

Logical interface receives the remaining bandwidth and receives a delay buffer
in proportion to the remaining bandwidth.

Youdonot oversubscribe the interface. You
do not configure a guaranteed rate. You do
not configure a shaping rate. You do not
configure a delay-buffer rate.

For backward compatibility, the shaped logical interface receives a delay buffer
based on the shaping rate. Themultiplicative factor depends on whether you
include the q-pic-large-buffer statement. For more information, see “Managing
Congestion on the Egress Interface by Configuring the Scheduler Buffer Size” on
page 341.

Unshaped logical interfaces receive the remaining bandwidth and a delay buffer
in proportion to the remaining bandwidth.

Youdonot oversubscribe the interface. You
configure a shaping rate at the
[edit class-of-service interfaces
interface-name unit logical-unit-number]
hierarchy level.

Logical interface receives minimal bandwidth with no guarantees and receives a
minimal delay buffer equal to four MTU-sized packets.

Youoversubscribe the interface. Youdonot
configure a guaranteed rate. You do not
configure a shaping rate. You do not
configure a delay-buffer rate.

Logical interface receives a delay buffer based on the scaled shaping rate:

scaled shaping rate = (shaping-rate * [physical interface bandwidth]) / SUM
(shaping-rates of all logical interfaces on the physical interface)

The logical interface receives variable bandwidth, depending on howmuch
oversubscription and statistical multiplexing is present. If the amount of
oversubscription is low enough that statistical multiplexing does not make all
logical interfaces active at the same time and the physical interface bandwidth
is not exceeded, the logical interface receives bandwidth equal to the shaping
rate. Otherwise, the logical interface receives a smaller amount of bandwidth.
In either case, the logical interface bandwidth does not exceed the shaping rate.

You oversubscribe the interface. You
configure a shaping rate. You do not
configure a guaranteed rate. You do not
configure a delay-buffer rate.
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Table 28: Bandwidth and Delay Buffer Allocations by Configuration
Scenario (continued)

Delay Buffer AllocationConfiguration Scenario

Logical interface receives a delay buffer based on the delay-buffer rate.
For example, on IQ and IQ2 interfaces:

delay-buffer-rate <= 10Mbps: 400-millisecond (ms) delay buffer
delay-buffer-rate <= 20Mbps: 300-ms delay buffer
delay-buffer-rate <= 30Mbps: 200-ms delay buffer
delay-buffer-rate <= 40Mbps: 150-ms delay buffer
delay-buffer-rate > 40Mbps: 100-ms delay buffer

On LSQ DLCIs, if total bundle bandwidth < T1 bandwidth:

delay-buffer-rate = 1 second

On LSQ DLCIs, if total bundle bandwidth >= T1 bandwidth:

delay-buffer-rate = 200ms

Themultiplicative factor depends on whether you include the q-pic-large-buffer
statement. For more information, see “Managing Congestion on the Egress
Interface by Configuring the Scheduler Buffer Size” on page 341.

The logical interface receives variable bandwidth, depending on howmuch
oversubscription and statistical multiplexing is present. If the amount of
oversubscription is low enough that statistical multiplexing does not make all
logical interfaces active at the same time and the physical interface bandwidth
is not exceeded, the logical interface receives bandwidth equal to the shaping
rate. Otherwise, the logical interface receives a smaller amount of bandwidth.
In either case, the logical interface bandwidth does not exceed the shaping rate.

You oversubscribe the interface. You
configure a shaping rate. You configure a
delay-buffer rate.

Logical interface receives a delay buffer based on the delay-buffer rate.Youoversubscribe the interface. Youdonot
configure a shaping rate. You configure a
guaranteed rate. You configure a
delay-buffer rate.

This scenario is notallowed. If youconfigureadelay-buffer rate, the traffic-control
profile must also include either a shaping rate or a guaranteed rate.

Youoversubscribe the interface. Youdonot
configure a shaping rate. You do not
configure a guaranteed rate. You configure
a delay-buffer rate.

Logical interface receives a delay buffer based on the guaranteed rate.

This configuration is valid on LSQ interfaces and Gigabit Ethernet IQ2 interfaces
only. On channelized interfaces, you cannot configure both a shaping rate (PIR)
and a guaranteed rate (CIR).

You oversubscribe the interface. You
configure a shaping rate. You configure a
guaranteed rate. You do not configure a
delay-buffer rate.

NOTE: In JunosOSRelease 13.3, IP packetswithDLCI 0 or 1023 are identified
as part of control traffic and routed to the high-priority queue. This
oversubscribes the high-priority queue, which is reserved for frame relay
control traffic.Oversubscribing thehigh-priorityqueuecauses the frame relay
Local Management Interface (LMI) packets to be dropped.
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Verifying Configuration of Bandwidth Oversubscription

To verify your configuration, you can issue this following operational mode commands:

• show class-of-service interfaces

• show class-of-service traffic-control-profile profile-name

Examples: Oversubscribing Interface Bandwidth

This section provides two examples: oversubscription of a channelized interface and

oversubscription of an LSQ interface.

Oversubscribing a
Channelized Interface

Two logical interface units, 0 and 1, are shaped to rates 2 Mbps and 3Mbps, respectively.
Thedelay-buffer rates are 750Kbpsand500Kbps, respectively. Theactual delaybuffers
allocated to each logical interface are 1 second of 750 Kbps and 2 seconds of 500 Kbps,
respectively. The 1-second and 2-second values are based on the following calculations:

delay-buffer-rate < [16 x 64 Kbps]): 1 second of delay-buffer-rate
delay-buffer-rate < [8 x 64 Kbps]): 2 seconds of delay-buffer-rate

Formore information about these calculations, see “Managing Congestion on the Egress
Interface by Configuring the Scheduler Buffer Size” on page 341.

chassis {
fpc 3 {
pic 0 {
q-pic-large-buffer;

}
}

}
interfaces {
t1-3/0/0 {
per-unit-scheduler;

}
}
class-of-service {
traffic-control-profiles {
tc-profile1 {
shaping-rate 2m;
delay-buffer-rate 750k; # 750 Kbps is less than 16 x 64 Kbps
scheduler-map sched-map1;

}
tc-profile2 {
shaping-rate 3m;
delay-buffer-rate 500k; # 500 Kbps is less than 8 x 64 Kbps
scheduler-map sched-map2;

}
}
interfaces {
t1-3/0/0 {
unit 0 {
output-traffic-control-profile tc-profile1;

}
unit 1 {
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output-traffic-control-profile tc-profile2;
}

}
}

}

Oversubscribing an
LSQ Interface with

Apply a traffic-control profile to a logical interface representing a DLCI on an FRF.16
bundle:

interfaces {
Scheduling Based on
the Logical Interface lsq-1/3/0:0 {

per-unit-scheduler;
unit 0 {
dlci 100;

}
unit 1 {
dlci 200;

}
}

}

class-of-service {
traffic-control-profiles {
tc_0 {
shaping-rate percent 100;
guaranteed-rate percent 60;
delay-buffer-rate percent 80;

}
tc_1 {
shaping-rate percent 80;
guaranteed-rate percent 40;

}
}
interfaces {
lsq-1/3/0 {
unit 0 {
output-traffic-control-profile tc_0;

}
unit 1 {
output-traffic-control-profile tc_1;

}
}

}
}

Oversubscribing an
LSQ Interface with

Apply a traffic-control profile to the physical interface representing an FRF.16 bundle:

interfaces {
Scheduling Based on
the Physical Interface

lsq-0/2/0:0 {
no-per-unit-scheduler;
encapsulationmultilink-frame-relay-uni-nni;
unit 0 {
dlci 100;
family inet {
address 10.18.18.2/24;
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}
}

}
class-of-service {
traffic-control-profiles {
rlsq_tc {
scheduler-map rlsq;
shaping-rate percent 60;
delay-buffer-rate percent 10;

}
}
interfaces {
lsq-0/2/0:0 {
output-traffic-control-profile rlsq_tc;

}
}

}
scheduler-maps {
rlsq {
forwarding-class best-effort scheduler rlsq_scheduler;
forwarding-class expedited-forwarding scheduler rlsq_scheduler1;

}
}
schedulers {
rlsq_scheduler {
transmit-rate percent 20;
priority low;

}
rlsq_scheduler1 {
transmit-rate percent 40;
priority high;

}
}

On an FRF.15 bundle, apply the following configuration:

class-of-service {
traffic-control-profiles {
rlsq {
scheduler-map sched_0;
shaping-rate percent 40;
delay-buffer-rate percent 50;

}
}
interfaces lsq-2/0/0 {
unit 0 {
output-traffic-control-profile rlsq;

}
}

}
interfaces lsq-2/0/0 {
per-unit-scheduler;
unit 0 {
encapsulationmultilink-frame-relay-end-to-end;
family inet {
address 10.1.1.2/32;
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}
}

}

Configuring Scheduler Transmission Rate

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

The transmission rate control determines the actual traffic bandwidth from each

forwarding class you configure. The rate is specified in bits per second (bps). Each queue

is allocated some portion of the bandwidth of the outgoing interface.

This bandwidth amount can be a fixed value, such as 1 megabit per second (Mbps), a

percentage of the total available bandwidth, or the rest of the available bandwidth. You

can limit the transmission bandwidth to the exact value you configure, or allow it to

exceed the configured rate if additional bandwidth is available from other queues. This

property allows you to ensure that each queue receives the amount of bandwidth

appropriate to its level of service.

On M Series routers other than the M120 and M320 routers, you should not configure a

buffer-size larger than the transmit-rate for a rate-limited queue in a scheduler. If you do,

thePacket ForwardingEnginewill reject theCoSconfiguration.However, you canachieve

the same effect by removing the exact option from the transmit rate or specifying the

buffer size using the temporal option.

NOTE: For 8-port, 12-port, and 48-port Fast Ethernet PICs, transmission
scheduling is not supported.

To configure transmission scheduling, include the transmit-rate statement at the [edit

class-of-service schedulers scheduler-name] hierarchy level:

[edit class-of-service schedulers scheduler-name]
transmit-rate (rate | percent percentage | remainder) <exact | rate-limit>;

You can specify the transmit rate as follows:

• rate—Transmission rate, inbitsper second. ForallMXSeries router andEXSeries switch

interfaces, the rate can be from65,535 through 6,400,000,000,000 bps. On all other

platforms, the rate can be from 3200 through 6,400,000,000,000 bps.

• percent percentage—Percentage of transmission capacity.

• remainder—Use remaining rate available. In the configuration, you cannot combine the

remainder and exact options.

• exact—(Optional) Enforce the exact transmission rate or percentage you configure

with the transmit-rate rate or transmit-rate percent statement. Under sustained

congestion, a rate-controlledqueue that goes intonegative credit fills upandeventually

drops packets. You specify the exact option as follows:

[edit class-of-service schedulers scheduler-name]
transmit-rate rate exact;
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[edit class-of-service schedulers scheduler-name]
transmit-rate percent percentage exact;

In the configuration, you cannot combine the remainder and exact options.

NOTE:

• Including the exact option is not supported on Enhanced Queuing Dense

Port Concentrators (DPCs) on Juniper Network MX Series 3D Universal
Edge Routers.

• The configuration of the transmit-rate percent 0 exact statement at the

[edit class-of-service schedulers scheduler-name] hierarchy is ineffective on

T4000 routers with Type 5 FPCs.

• rate-limit—(Optional) Limit the transmission rate to the specified amount. You can

configure this option for all 8 queues of a logical interface (unit) and apply it to shaped

or unshaped logical interfaces. If you configure a zero rate-limited transmit rate, all

packets belonging to that queue are dropped. On IQEPICs, the rate-limit option for the

schedulers’ transmit rate is implementedasastatic policer. Therefore, these schedulers

are not aware of congestion and themaximum rate possible on these schedulers is

limited by the value specified in the transmit-rate statement. Even if there is no

congestion, the queue cannot send traffic above the transmit rate due to the static

policer.

NOTE: Youcanapplya transmit rate limit to logical interfacesonMultiservices
100, 400, or 500 PICs. Typically, rate limits are used to prevent a strict-high
queue (such as voice) from starving lower priority queues. You can only
rate-limit one queue per logical interface. To apply a rate-limit to a
Multiservices PIC interface, configure the rate limit in a scheduler and apply
the scheduler map to the Multiservices (lsq-) interface at the [edit

class-of-service interfaces] hierarchy level. For information about configuring

other scheduler components, see “Configuring Schedulers” on page 235.

For more information about scheduler transmission rate, see the following sections:

• Example: Configuring Scheduler Transmission Rate on page 261

• Allocation of Leftover Bandwidth on page 262

Example: Configuring Scheduler Transmission Rate

Configure thebest-effortscheduler touse the remainderof thebandwidthonany interface

to which it is assigned:

class-of-service {
schedulers {
best-effort {
transmit-rate remainder;

}
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}
}

Allocation of Leftover Bandwidth

The allocation of leftover bandwidth is a complex topic. It is difficult to predict and to

test, because the behavior of the software varies depending on the traffic mix.

If aqueue receivesoffered loads inexcessof thequeue’sbandwidthallocation, thequeue

has negative bandwidth credit, and receives a share of any available leftover bandwidth.

Negative bandwidth credit means the queue has used up its allocated bandwidth. If a

queue’s bandwidth credit is positive, meaning it is not receiving offered loads in excess

of its bandwidth configuration, then the queue does not receive a share of leftover

bandwidth. If the credit is positive, then the queue does not need to use leftover

bandwidth, because it can use its own allocation.

This useof leftover bandwidth is thedefault. If youdonotwantaqueue touseany leftover

bandwidth, youmust configure it for strict allocation by including the transmit-rate

statement with the exact option at the [edit class-of-service schedulers scheduler-name]

hierarchy level. With rate control in place, the specified bandwidth is strictly observed.

Juniper Networks M Series Multiservice Edge Routers and T Series Core Routers do not

distribute leftover bandwidth in proportion to the configured transmit rate of the queues.

Instead, the scheduler distributes the leftover bandwidth equally in round-robin fashion

to queues that have negative bandwidth credit. All negative-credit queues can take the

leftover bandwidth in equal share. This description suggests a simple round-robin

distributionprocessamong thequeueswithnegativecredits. Inactual operation, aqueue

might change its bandwidth credit status from positive to negative and from negative to

positive instantly while the leftover bandwidth is being distributed. Lower-rate queues

tend to be allocated a larger share of leftover bandwidth, because their bandwidth credit

is more likely to be negative at any given time, if they are overdriven persistently. Also, if

there is a large packet size difference, (for example, queue 0 receives 64-byte packets,

whereas queue 1 receives 1500-byte packets), then the actual leftover bandwidth

distribution ratio can be skewed substantially, because each round-robin turn allows

exactly onepacket tobe transmittedbyanegative-credit queue, regardless of thepacket

size.

By default, on MX Series routers, the M320 Enhanced Type 4 FPCs, and T4000 routers

with Type 5 FPCs and EX Series switches, excess bandwidth is shared in the ratio of the

transmit rates. You can adjust this distribution by configuring the excess-rate statement
at the [edit class-of-service schedulers scheduler-name] hierarchy level. You can specify

the excess rate sharing by percentage or by proportion.

In summary, M Series and T Series routers distribute leftover bandwidth in equal shares

for the queueswith the same priority and same negative-credit status. MXSeries routers

and M320 Enhanced Type 4 FPCs, and EX Series switches, share excess bandwidth in

the ratio of the transmit rates, but you can adjust this distribution.

Related
Documentation

Configuring Schedulers for Priority Scheduling on page 308•

• How Schedulers Define Output Queue Properties on page 231
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• Configuring a Scheduler on page 456

• excess-rate on page 1015

• schedulers on page 1158

Providing a GuaranteedMinimumRate

Supported Platforms EX Series,MSeries,MXSeries, T Series

On Gigabit Ethernet IQ PIC, EQ DPC, MIC, MPC, and Channelized IQ PIC interfaces, and

onFRF.16LSQ interfacesonMultiservicesandServicesPICs, youcanconfigureguaranteed

bandwidth, also knownas a committed information rate (CIR). This allows you to specify

a guaranteed rate for each logical interface. The guaranteed rate is aminimum. If excess

physical interface bandwidth is available for use, the logical interface receivesmore than

the guaranteed rate provisioned for the interface.

You cannot provision the sum of the guaranteed rates to bemore than the physical

interface bandwidth, or the bundle bandwidth for LSQ interfaces. If the sum of the

guaranteed rates exceeds the interface or bundle bandwidth, the commit operation does

not fail, but the software automatically decreases the rates so that the sum of the

guaranteed rates is equal to the available bundle bandwidth.

To configure a guaranteedminimum rate, perform the following steps:

1. Include the guaranteed-rate statement at the [edit class-of-service

traffic-control-profile profile-name] hierarchy level:

[edit class-of-service traffic-control-profiles profile-name]
guaranteed-rate (percent percentage | rate) <burst-size bytes>;

On LSQ interfaces, you can configure the guaranteed rate as a percentage from

1 through 100.

On IQ and IQ2 interfaces, you can configure the guaranteed rate as an absolute rate

from 1000 through 6,400,000,000,000 bps.

NOTE: ForchannelizedandGigabitEthernet IQ interfaces, theshaping-rate

and guaranteed-rate statements aremutually exclusive. You cannot

configure some logical interfaces to use a shaping rate and others to use
a guaranteed rate. This means there are no service guarantees when you
configure a PIR. For these interfaces, you can configure either a PIR or a
CIR, but not both.

This restriction does not apply to Gigabit Ethernet IQ2 PICs or LSQ
interfacesonMultiservicesandServicesPICs.ForLSQandGigabitEthernet
IQ2 interfaces, you can configure both a PIR and a CIR on an interface.

For more information about Gigabit Ethernet IQ2 PICs, see “CoS on
Enhanced IQ2 PICs Overview” on page 716.
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2. Optionally, you can base the delay-buffer calculation on a delay-buffer rate. To do

this, include the delay-buffer-rate statement [edit class-of-service

traffic-control-profiles profile-name] hierarchy level:

[edit class-of-service traffic-control-profiles profile-name]
delay-buffer-rate (percent percentage | rate);

On LSQ interfaces, you can configure the delay-buffer rate as a percentage from 1

through 100.

On IQ and IQ2 interfaces, you can configure the delay-buffer rate as an absolute rate

from 1000 through 6,400,000,000,000 bps.

The actual delay buffer is based on the calculations described in “Configuring Large

DelayBuffers forSlower Interfaces”onpage341and “MaximumDelayBuffer forNxDS0

Interfaces”onpage341. Foranexampleshowinghowthedelay-buffer ratesareapplied,

see “Example: Providing a Guaranteed Minimum Rate” on page 266.

If you do not include the delay-buffer-rate statement, the delay-buffer calculation is

based on the guaranteed rate, the shaping rate if no guaranteed rate is configured, or

the scaled shaping rate if the interface is oversubscribed.

If you do not specify a shaping rate or a guaranteed rate, the logical interface receives

aminimal delay-buffer rate andminimal bandwidth equal to fourMTU-sizedpackets.

You can configure a rate for the delay buffer that is higher than the guaranteed rate.

This can be usefulwhen the traffic flowmight not requiremuch bandwidth in general,

but in some cases traffic can be bursty and therefore needs a large buffer.

Configuring large buffers on relatively slow-speed links can cause packet aging. To

help prevent this problem, the software requires that the sum of the delay-buffer

rates be less than or equal to the port speed. This restriction does not eliminate the

possibility of packetaging, so youshouldbecautiouswhenusing thedelay-buffer-rate

statement. Though some amount of extra buffering might be desirable for burst

absorption, delay-buffer rates should not far exceed the service rate of the logical

interface.

If you configure delay-buffer rates so that the sum exceeds the port speed, the

configured delay-buffer rate is not implemented for the last logical interface that you

configure. Instead, that logical interface receivesadelay-buffer rateof0, andawarning

message is displayed in the CLI. If bandwidth becomes available (because another

logical interface is deleted or deactivated, or the port speed is increased), the

configured delay-buffer-rate is reevaluated and implemented if possible.

If the guaranteed rate of a logical interface cannot be implemented, that logical

interface receives a delay-buffer rate of 0, even if the configured delay-buffer rate is

within the interface speed. If at a later time the guaranteed rate of the logical interface

can bemet, the configured delay-buffer rate is reevaluated and if the delay-buffer

rate is within the remaining bandwidth, it is implemented.

If any logical interface has a configured guaranteed rate, all other logical interfaces

on that port that do not have a guaranteed rate configured receive a delay-buffer rate

of 0. This is because the absence of a guaranteed rate configuration corresponds to

a guaranteed rate of 0 and, consequently, a delay-buffer rate of 0.
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3. To assign a scheduler map to the logical interface, include the scheduler-map

statement at the [edit class-of-service traffic-control-profiles profile-name] hierarchy

level:

[edit class-of-service traffic-control-profiles profile-name]
scheduler-mapmap-name;

For information about configuring schedulers and scheduler maps, see “Configuring

Schedulers” on page 235 and “Configuring Scheduler Maps” on page 236.

4. To enable large buffer sizes to be configured, include the q-pic-large-buffer statement

at the [edit chassis fpc slot-number pic pic-number] hierarchy level:

[edit chassis fpc slot-number pic pic-number]
q-pic-large-buffer;

If you do not include this statement, the delay-buffer size is more restricted. Formore

information, see “Configuring Large Delay Buffers for Slower Interfaces” on page 341.

5. To enable scheduling on logical interfaces, include the per-unit-scheduler statement

at the [edit interfaces interface-name] hierarchy level:

[edit interfaces interface-name]
per-unit-scheduler;

When you include this statement, the maximum number of VLANs supported is 768

on a single-port Gigabit Ethernet IQ PIC. On a dual-port Gigabit Ethernet IQ PIC, the

maximum number is 384.

6. To apply the traffic-scheduling profile to the logical interface, include the

output-traffic-control-profile statement at the [edit class-of-service interfaces

interface-name unit logical-unit-number] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number]
output-traffic-control-profile profile-name;

Table 29onpage265 showshow thebandwidth anddelaybuffer are allocated in various

configurations.

Table 29: Bandwidth and Delay Buffer Allocations by Configuration
Scenario

Delay Buffer AllocationConfiguration Scenario

Logical interface receives minimal bandwidth with no guarantees and receives a
minimal delay buffer equal to 4 MTU-sized packets.

Youdonotconfigureaguaranteed rate.You
do not configure a delay-buffer rate.

Logical interface receives bandwidth equal to the guaranteed rate and a delay
bufferbasedon theguaranteed rate.Themultiplicative factordependsonwhether
you include the q-pic-large-buffer statement. For more information, see
“Configuring Large Delay Buffers for Slower Interfaces” on page 341.

You configure a guaranteed rate. You do
not configure a delay-buffer rate.

Logical interface receives bandwidth equal to the guaranteed rate and a delay
buffer based on the delay-buffer rate. Themultiplicative factor depends on
whether you include the q-pic-large-buffer statement. For more information, see
“Configuring Large Delay Buffers for Slower Interfaces” on page 341.

You configure a guaranteed rate. You
configure a delay-buffer rate.
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Verifying Configuration of GuaranteedMinimumRate

To verify your configuration, you can issue this following operational mode commands:

• show class-of-service interfaces

• show class-of-service traffic-control-profile profile-name

Example: Providing a GuaranteedMinimumRate

Two logical interface units, 0 and 1, are provisioned with a guaranteedminimum of
750 Kbps and 500 Kbps, respectively. For logical unit 1, the delay buffer is based on the
guaranteed rate setting. For logical unit 0, a delay-buffer rate of 500 Kbps is specified.
The actual delay buffers allocated to each logical interface are 2 seconds of 500 Kbps.
The 2-second value is based on the following calculation:

delay-buffer-rate < [8 x 64 Kbps]): 2 seconds of delay-buffer-rate

For more information about this calculation, see “MaximumDelay Buffer for NxDS0

Interfaces” on page 341.

chassis {
fpc 3 {
pic 0 {
q-pic-large-buffer;

}
}

}
interfaces {
t1-3/0/1 {
per-unit-scheduler;

}
}
class-of-service {
traffic-control-profiles {
tc-profile3 {
guaranteed-rate 750k;
scheduler-map sched-map3;
delay-buffer-rate 500k; # 500 Kbps is less than 8 x 64 Kbps

}
tc-profile4 {
guaranteed-rate 500k; # 500 Kbps is less than 8 x 64 Kbps
scheduler-map sched-map4;

}
}
interfaces {
t1-3/0/1 {
unit 0 {
output-traffic-control-profile tc-profile3;

}
unit 1 {
output-traffic-control-profile tc-profile4;

}
}

}
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PIR-Only and CIRMode

Supported Platforms MSeries,MXSeries, T Series

Theactual behavior ofmanyCoSparameters, especially the shaping rateandguaranteed

rate, depend on whether the physical interface is operating in PIR-only or CIR mode.

In PIR-only mode, one or more nodes perform shaping. The physical interface is in the

PIR-only mode if no child (or grandchild) node under the port has a guaranteed rate

configured.

Themode of the port is important because in PIR-only mode, the scheduling across the

child nodes is in proportion to their shaping rates (PIRs) and not the guaranteed rates

(CIRs). This can be important if the observed behavior is not what is anticipated.

In CIRmode, one or more nodes applies a guaranteed rate andmight perform shaping.

A physical interface is in CIRmode if at least one child (or grandchild) node has a

guaranteed rate configured.

In CIRmode, one or more nodes applies the guaranteed rates. In addition, any child or

grandchild node under the physical interface can have a shaping rate configured. Only

the guaranteed rate matters. In CIRmode, nodes that do not have a guaranteed rate

configured are assumed to have a very small guaranteed rate (queuing weight).

Excess Rate and Excess Priority Configuration Examples

Supported Platforms EX Series,MSeries,MXSeries, T Series

To configure the excess rate for nonqueuing Packet Forwarding Engines, include the

excess-rate statement at the [edit class-of-serviceschedulers scheduler-name]hierarchy

level.

To configure the excess priority for nonqueuing Packet Forwarding Engines, include the

excess-priority statement at the [edit class-of-service schedulers scheduler-name]

hierarchy level.

The relationshipbetween theconfiguredguaranteed rate, excess rate, guaranteedpriority,

excess priority, and offered load is not always obvious. The following tables show the

expected throughput of a Gigabit Ethernet port with various bandwidth-sharing

parameters configured on the queues.

The default behavior of a nonqueuing Gigabit Ethernet interface with multiple priority

levels is shown in Table 30 on page 268. All queues in the table get their guaranteed rate.

The excess bandwidth is first offered to the excess high-priority queues. Because these

use all available bandwidth, these is no remaining excess bandwidth for the low-priority

queues.
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Table 30: Current Behavior with Multiple Priority Levels

Expected ThroughputOffered Load
Excess
Priority

Guaranteed
Priority

Guaranteed
(Transmit) RateQueue

200 + 366.67 = 566.67 Mbps600Mbpshighhigh20%Q0

100 + 183.33 = 283.33 Mbps500Mbpshighhigh10%Q1

100 + 0 = 100Mbps500Mbpslowlow10%Q2

50 + 0 = 50Mbps500Mbpslowlow5%Q3

The default behavior of a nonqueuing Gigabit Ethernet interface with the same priority

levels is shown in Table 31 on page 268. All queues in the table get their guaranteed rate.

Because all queues have the same excess priority, they share the excess bandwidth and

each queue gets excess bandwidth in proportion to the transmit rate.

Table 31: Current Behavior with Same Priority Levels

Expected ThroughputOffered Load
Excess
Priority

Guaranteed
Priority

Guaranteed
(Transmit) RateQueue

200 + 244.44 = 444.44 Mbps500Mbpshighhigh20%Q0

100 + 122.22 = 222.22 Mbps500Mbpshighhigh10%Q1

100 + 122.22 = 222.22 Mbps500Mbpshighhigh10%Q2

50 + 61.11= 111.11 Mbps500Mbpshighhigh5%Q3

The default behavior of a nonqueuing Gigabit Ethernet interface with the at least one

strict-high priority level is shown in Table 32 on page 268. First the high priority and

strict-high are serviced in a weighted round-robin fashion. The high priority queue gets

its guaranteed bandwidth and the strict-high queue gets what remains. The high excess

priority queue gets all the excess bandwidth.

Table 32: Current Behavior with Strict-High Priority

Expected ThroughputOffered Load
Excess
Priority

Guaranteed
Priority

Guaranteed
(Transmit) RateQueue

500Mbps500MbpsXstrict-high20%Q0

100 + 250 = 350Mbps500Mbpshighhigh10%Q1

100 + 0 = 100Mbps500Mbpslowlow10%Q2

50 + 0= 50Mbps500Mbpslowlow5%Q3
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The default behavior of a nonqueuing Gigabit Ethernet interface with the at least one

strict-highpriority level andahigher offered loadonQ0 is shown inTable 33onpage269.

First the high priority and strict-high are serviced in a weighted round-robin fashion. The

high priority queue gets its guaranteed bandwidth and the strict-high queue gets what

remains. (The high priority queue receives its guaranteed bandwidth unless a strict-high

queue is configured, which in certain conditions might starve the high priority queue. To

guarantee theconfigured transmit rateonhigh-priority queues, apply the rate-limitoption

to the transmit rate of the strict-high priority queue.) There is no excess bandwidth.

Table 33: Strict-High Priority with Higher Load

Expected ThroughputOffered Load
Excess
Priority

Guaranteed
Priority

Guaranteed
(Transmit) RateQueue

900Mbps1 GbpsXstrict-high20%Q0

100 + 0 = 100Mbps500Mbpshighhigh10%Q1

0 + 0 = 0Mbps500Mbpslowlow10%Q2

0 + 0= 0Mbps500Mbpslowlow5%Q3

Now consider the behavior of the queues with configured excess rates and excess

priorities.

Thebehaviorwithmultiple priority levels is shown inTable 34onpage269.All queuesget

the guaranteed rate. The excess bandwidth is first offered to the excess high priority

queues and these consume all the bandwidth. There is no remaining excess bandwidth

for low priority queues.

Table 34: Sharing with Multiple Priority Levels

Expected ThroughputOffered Load
Excess
Priority

Guaranteed
Priority

Excess
Rate

Guaranteed
(Transmit)
RateQueue

200 + 275 = 475 Mbps500Mbpshighhigh10%20%Q0

100 + 0 = 100Mbps500Mbpslowhigh20%10%Q1

100 + 275 = 275 Mbps500Mbpshighlow10%10%Q2

50 + 0= 50Mbps500Mbpslowlow20%5%Q3

The behavior with the same (high) priority levels is shown in Table 35 on page 270. All

queues get the guaranteed rate. Because all queues have the same excess priority, they

share the excess bandwidth in proportion to their transmit rate.
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Table 35: Sharing with the Same Priority Levels

Expected ThroughputOffered Load
Excess
Priority

Guaranteed
Priority

Excess
Rate

Guaranteed
(Transmit)
RateQueue

200 + 91.67 = 291.67 Mbps500Mbpshighhigh10%20%Q0

100+ 183.33 = 283.33Mbps500Mbpshighhigh20%10%Q1

100 + 91.67 = 191.67 Mbps500Mbpshighhigh10%10%Q2

50 + 183.33 = 233.33 Mbps500Mbpshighhigh20%5%Q3

The behavior with at least one strict-high priority level is shown in Table 36 on page 270.

The high priority and strict-high queues are serviced in a weighted round-robin fashion.

The high priority queue gets its guaranteed rate and the strict-high queue gets the rest.

The excess high-priority queue get all the excess bandwidth.

Table 36: Sharing with at Least One Strict-High Priority

Expected ThroughputOffered Load
Excess
Priority

Guaranteed
Priority

Excess
Rate

Guaranteed
(Transmit)
RateQueue

500Mbps500MbpsXstrict-highX20%Q0

100 + 0 = 100Mbps500Mbpslowhigh20%10%Q1

100 + 250 = 350Mbps500Mbpshighlow10%10%Q2

50 + 0 = 50Mbps500Mbpslowlow20%5%Q3

The behavior with at least one strict-high priority level and a higher offered load is shown

inTable37onpage270. Thehighpriority andstrict-highqueuesare serviced inaweighted

round-robin fashion. The high priority queue gets its guaranteed rate and the strict-high

queue gets the rest. There is no excess bandwidth.

Table 37: Sharing with at Least One Strict-High Priority and Higher Load

ExpectedThroughputOffered Load
Excess
Priority

Guaranteed
Priority

Excess
Rate

Guaranteed
(Transmit)
RateQueue

900Mbps900MbpsXstrict-highX20%Q0

100 + 0 = 100Mbps500Mbpslowhigh20%10%Q1

0 + 0 = 0Mbps500Mbpshighlow10%10%Q2

0 + 0 = 0Mbps500Mbpslowlow20%5%Q3
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The behavior with at least one strict-high priority level and a rate limit is shown in

Table 38 on page 271. Queue0 andQueue 2 are rate limited, so themaximumbandwidth

they are offered is the transmit bandwidth and they will not be offered any excess

bandwidth. All other queues are offered the guaranteed bandwidth and the excess is

shared by the non-rate-limited queues.

Table 38: Sharing with at Least One Strict-High Priority and Rate Limit

Expected
Throughput

Offered
Load

Excess
Priority

Guaranteed
PriorityExcess RateRate Limit

Guaranteed
(Transmit)
RateQueue

200 + 0 =
200Mbps

500MbpsXstrict-highXYes20%Q0

100 + 275 =
375 Mbps

500Mbpslowhigh20%No10%Q1

100 + 0 =
100Mbps

500Mbpshighlow10%Yes10%Q2

50 + 275 =
325 Mbps

500Mbpslowlow20%No5%Q3

Configuring the
Schedulers

The following example configures schedulers, forwarding classes, and a scheduler map
for an interface with excess rates and excess priorities.

[edit class-of-service schedulers]
scheduler-1 {
transmit-rate percent 20;
priority high;
excess-rate percent 10;
excess-priority low;

}
scheduler-2 {
transmit-rate percent 10;
priority strict-high;

}
scheduler-3 {
transmit-rate percent 10;
priority medium-high;
excess-rate percent 20;
excess-priority high;

}
scheduler-4 {
transmit-rate percent 5;
priority medium-high;
excess-rate percent 30;
excess-priority low;

}

Configuring the
Forwarding Classes

[edit class-of-service]
forwarding-classes {
class cp_000 queue-num0;
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class cp_001 queue-num 1;
class cp_010 queue-num 2;
class cp_011 queue-num 3;
class cp_100 queue-num 4;
class cp_101 queue-num 5;
class cp_110 queue-num 6;
class cp_111 queue-num 7;

}

Configuring the
Scheduler Map

[edit class-of-service scheduler-maps]
scheduler-map-1 {
forwarding-class cp_000 scheduler scheduler-1;
forwarding-class cp_001 scheduler scheduler-2;
forwarding-class cp_010 scheduler scheduler-3;
forwarding-class cp_011 scheduler scheduler-4;

}

ApplyingtheScheduler
Map to the Interface

[edit interfaces]
ge-1/1/0 {
scheduler-map scheduler-map-1;
unit 0 {
family inet {
address 192.168.1.2/32;

}
}

}

Controlling Remaining Traffic

Supported Platforms MSeries,MXSeries, T Series

You can configure many logical interfaces under an interface. However, only a subset of

themmight have a traffic control profile attached. For example, you can configure three

logical interfaces (units) over the same service VLAN, but apply a traffic control profile

specifying best-effort and voice queues to only one of the logical interface units. Traffic

from the two remaining logical interfaces is considered remaining traffic. To configure

transmit rate guarantees for the remaining traffic, you configure the

output-traffic-control-profile-remaining statement specifying a guaranteed rate for the

remaining traffic. Without this statement, the remaining traffic gets a default, minimal

bandwidth. In the same way, the shaping-rate and delay-buffer-rate statements can be

specified in the traffic control profile referenced with the

output-traffic-control-profile-remaining statement inorder to shapeandprovidebuffering

for remaining traffic.

Consider the interface shown in Figure 31 on page 273. Customer VLANs 3 and 4 have no

explicit traffic control profile. However, the service provider might want to establish a

shaping and guaranteed transmit rate for aggregate traffic heading for those customer

VLANs. The solution in to configure and apply a traffic control profile for all remaining

traffic on the interface.
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Figure 31: Handling Remaining Traffic

This example considers the case where customer VLANs 3 and 4 have no explicit traffic
control profile, yet need to establish a shaping and guaranteed transmit rate for traffic
heading for those customer VLANs. The solution is to add a traffic control profile to the
svlan1 interface set. This example builds on the earlier example and so does not repeat
all configuration details, only those at the service VLAN level.

[edit class-of-service interfaces]
interface-set svlan0 {
output-traffic-control-profile tcp-svlan0;

}
interface-set svlan1 {
output-traffic-control-profile tcp-svlan1; # For explicitly shaped traffic.
output-traffic-control-profile-remaining tcp-svlan1-remaining;#Forall remaining traffic.

}

[edit class-of-service traffic-control-profiles]
tcp-svlan1 {
shaping-rate 400m;
guaranteed-rate 300m;

}
tcp-svlan1-remaining {
shaping-rate 300m;
guaranteed-rate 200m;
scheduler-map smap-remainder; # this smap is not shown in detail

}

Next, consider the example shown in Figure 32 on page 274.
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Figure 32: Another Example of Handling Remaining Traffic

In this example, ge-1/0/0 has three logical interfaces (unit 1, unit 2, and unit 3), and

SVLAN 2000, which are covered by the interface set:

• Scheduling for the interface set svlan0 is specified by referencing an

output-traffic-control-profile statement which specifies the guaranteed-rate,

shaping-rate, and delay-buffer-rate statement values for the interface set. In this

example, the output traffic control profile called tcp-svlan0 guarantees 100Mbps and

shapes the interface set svlan0 to 200Mbps.

• Scheduling and queuing for remaining traffic of svlan0 is specified by referencing an

output-traffic-control-profile-remaining statement which references a scheduler-map

statement that establishesqueues for the remaining traffic. Thespecified traffic control

profile canalso configure guaranteed, shaping, anddelay-buffer rates for the remaining

traffic. In this example, output-traffic-control-profile-remaining tcp-svlan0-rem

references scheduler-map smap-svlan0-rem, which calls for a best-effort queue for

remaining traffic (that is, traffic onunit 3andunit 4,which is not classifiedby the svlan0

interface set). The example also specifies a guaranteed-rate of 200Mbps and a

shaping-rate of 300Mbps for all remaining traffic.

• Scheduling andqueuing for logical interface ge-1/0/0unit 1 is configured “traditionally”

and uses an output-traffic-control-profile specified for that unit. In this example,

output-traffic-control-profile tcp-ifl1 specifies schedulingandqueuing forge-1/0/0unit 1.

This example does not include the [edit interfaces] configuration.

[edit class-of-service interfaces]
interface-set {
svlan0 {
output-traffic-control-profile tcp-svlan0; # Guarantee & shaper for svlan0.

}
}
ge-1/0/0 {
output-traffic-control-profile-remaining tcp-svlan0-rem;
# Unit 3 and 4 are not explicitly configured, but captured by “remaining”
unit 1 {
output-traffic-control-profile tcp-ifl1; # Unit 1 be & ef queues.

}
}
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Here is how the traffic control profiles for this example are configured:

[edit class-of-service traffic-control-profiles]
tcp-svlan0 {
shaping-rate 200m;
guaranteed-rate 100m;

}
tcp-svlan0-rem {
shaping-rate 300m;
guaranteed-rate 200m;
scheduler-map smap-svlan0-rem; # This specifies queues for remaining traffic

}
tcp-ifl1 {
scheduler-map smap-ifl1;

}

Finally, here are the scheduler maps and queues for the example:

[edit class-of-service scheduler-maps]
smap-svlan0-rem {
forwarding-class best-effort scheduler sched-foo;

}
smap-ifl1 {
forwarding-class best-effort scheduler sched-bar;
forwarding-class assured-forwarding scheduler sched-baz;

}

The configuration for the referenced schedulers are not given for this example.

Bandwidth Sharing on Nonqueuing Packet Forwarding Engines Overview

Supported Platforms EX Series,MSeries,MXSeries

You can configure bandwidth sharing rate limits, excess rate, and excess priority at the

queue level on the following Juniper Networks routers and switches:

• EX Series switches

• M120Multiservice Edge Router (rate limit and excess priority only; excess rate is not

configured by the user)

• M320 router with Enhanced FPCs (rate limit, excess rate, and excess priority)

• MX Series 3D Universal Edge Router with nonqueuing DPCs (rate limit, excess rate,

and excess priority)

You configure rate limits when you have a concern that low-latency packets (such as

highor strict-highpriority packets for voice)might starve low-priority andmedium-priority

packets. In Junos OS, the low latency queue is implemented by rate-limiting packets to

the transmit bandwidth. The rate-limiting is performed immediately before queuing the

packet for transmission.All packets thatexceed the rate limit arenotqueued,butdropped.

By default, if the excess priority is not configured for a queue, the excess priority will be

the same as the normal queue priority. If none of the queues have an excess rate

configured, then the excess rate will be the same as the transmit rate percentage. If at
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least oneof thequeueshasanexcess rate configured, then the excess rate for thequeues

that do not have an excess rate configured will be set to zero.

When the physical interface is on queuing hardware such as the IQ, IQ2, or IQE PICs, or

MX Series routers queuing DPCs or EX Series switches, these features are dependent on

the PIC (or queuing DPC in the case of the MX Series router) configuration.

Youcannotconfigureboth rate limitsandbuffer sizeson thesePacketForwardingEngines.

Four levels of excess priorities are supported: low, medium-low, medium-high, and high.

NOTE: Rate limiting is implemented differently on Enhanced Queuing DPCs
and non-queuing Packet Forwarding Engines. On Enhanced Queuing DPCs,
rate-limiting is implemented using a single rate two color policer. On
non-queuingPacketForwardingEngines, rate-limiting isachievedbyshaping
the queue to the transmit rate and keeping the queue delay buffers small to
prevent toomany packets from being queued once the shaping rate is
reached.

Configuring Rate Limits on Nonqueuing Packet Forwarding Engines

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

On non-queuing Packet Forwarding Engines, rate-limiting is achieved by shaping the

queue to the transmit rate and keeping the queue delay buffers small to prevent too

many packets from being queued once the shaping rate is reached. To configure rate

limits for non-queuing Packet Forwarding Engines, include the transmit-rate statement

at the [edit class-of-service schedulers scheduler-name] hierarchy level.

NOTE: Rate limiting is implemented differently on MPCs and Enhanced
Queuing DPCs than on non-queuing Packet Forwarding Engines. OnMPCs
andEnhancedQueuingDPCs, rate-limiting is implementedusingasingle-rate
two-color policer. See “Example: Limiting Outbound TrafficWithin Your
Network by Configuring an Egress Single-Rate Two-Color Policer and
Configuring Multifield Classifiers” on page 148 for an example of configuring
a single-rate two-color policer to rate limit traffic.

Configuring the
Schedulers

The following example configures schedulers, forwarding classes, and a scheduler map
for a rate-limited interface.

[edit class-of-service schedulers]
scheduler-1 {
transmit-rate percent 20 rate-limit;
priority high;

}
scheduler-2 {
transmit-rate percent 10 rate-limit;
priority strict-high;
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}
scheduler-3 {
transmit-rate percent 40;
priority medium-high;

}
scheduler-4 {
transmit-rate percent 30;
priority medium-high;

}

Configuring the
Forwarding Classes

[edit class-of-service]
forwarding-classes {
class cp_000 queue-num0;
class cp_001 queue-num 1;
class cp_010 queue-num 2;
class cp_011 queue-num 3;
class cp_100 queue-num 4;
class cp_101 queue-num 5;
class cp_110 queue-num 6;
class cp_111 queue-num 7;

}

Configuring the
Scheduler Map

[edit class-of-service scheduler-maps]
scheduler-map-1 {
forwarding-class cp_000 scheduler scheduler-1;
forwarding-class cp_001 scheduler scheduler-2;
forwarding-class cp_010 scheduler scheduler-3;
forwarding-class cp_011 scheduler scheduler-4;

}

ApplyingtheScheduler
Map to the Interface

[edit class-of-service interfaces]
ge-1/0/0 {
scheduler-map scheduler-map-1;

}

Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs

Supported Platforms EX Series,MSeries,MXSeries, T Series

By default, output scheduling is not enabled on logical interfaces. Logical interfaces

without shaping configured share a default scheduler. This scheduler has a committed

information rate (CIR) that equals 0. (The CIR is the guaranteed rate.) The default

scheduler has a peak information rate (PIR) that equals the physical interface shaping

rate.
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NOTE: If you apply a shaping rate, youmust keep inmind that the transit
statistics for physical interfaces are obtained from the packet forwarding
engine, but the traffic statistics are supplied by the PIC. Therefore, if shaping
is applied to the PIC, the count of packets in the transit statistics fields do
not always agree with the counts in the traffic statistics. For example, the
IPv6 transit statistics will not necessarily match the traffic statistics on the
interface. However, at the logical interface (DLCI) level, both transit and
traffic statistics are obtained from the Packet Forwarding Engine and will
not show any difference.

Logical interface scheduling (alsocalledper-unit scheduling) allowsyou toenablemultiple

output queues on a logical interface and associate customized output scheduling and

shaping for each queue.

NOTE: Ingress scheduling does not support logical interface scheduling.

You can configure logical interface scheduling on the following PICs:

• Multiservices and Services PICs , on link services IQ (lsq-) interfaces

• Channelized E1 IQ PIC

• Channelized OC3 IQ PIC

• Channelized OC12 IQ PIC (Per-unit scheduling is not supported on T1 interfaces

configured on this PIC.)

• Channelized STM1 IQ PIC

• Channelized T3 IQ PIC

• E3 IQ PIC

• Gigabit Ethernet IQ PIC

• Gigabit Ethernet IQ2 PIC

• IQE PICs

You can configure logical interface scheduling on the following MICs and MPCs as well

as any MPC that contains a queuing chip:

• 16x10GEMPC

• MPC3E:

• 2x10GEMIC with XFP

• 10x10GEMIC with SFP+

• 2x40GEMIC with QSFP+

• 1x100GEMIC with CXP
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• MPC4E:

• 32x10GE with SFPP

• 2x100GE + 8x10GE with SFPP

• MPC6E:

• 24x10GEMIC with SFPP

• 24x10GEMIC with SFPP OTN

• 2x100GEMIC with CFP2 OTN

• 4x100GEMIC with CXP

For Channelized and Gigabit Ethernet IQ PICs only, you can configure a shaping rate for

a VLAN or DLCI and oversubscribe the physical interface by including the shaping-rate

statement at the [edit class-of-service traffic-control-profiles] hierarchy level. With this

configurationapproach, youcan independently control thedelay-buffer rate, asdescribed

in “Oversubscribing Interface Bandwidth” on page 251.

Physical interfaces (forexample, t3-0/0/0, t3-0/0/0:0, andge-0/0/0) support scheduling

with any encapsulation type pertinent to that physical interface. For a single port, you

cannot apply scheduling to the physical interface if you apply scheduling to one or more

of the associated logical interfaces.

For Gigabit Ethernet IQ2 PIC PICs only, you can configure hierarchical traffic shaping,

meaning the shaping is performedonboth thephysical interfaceand the logical interface.

You can also configure input traffic scheduling and shared scheduling. For more

information, see “CoS on Enhanced IQ2 PICs Overview” on page 716.

Logical interfaces (for example. t3-0/0/0.0, ge-0/0/0.0, and t1-0/0/0:0.1) support

scheduling on DLCIs or VLANs only. Furthermore, logical interface scheduling is not

supported on PICs that do not have IQ.
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NOTE: In the Junos OS implementation, the term logical interfaces generally
refers to interfaces you configure by including the unit statement at the [edit

interfaces interface-name] hierarchy level. As such, logical interfaces have the

logical descriptor at the end of the interface name, as in ge-0/0/0.1 or

t1-0/0/0:0.1, where the logical unit number is 1.

Although channelized interfaces are generally thought of as logical or virtual,
the Junos OS sees T3, T1, andNxDS0 interfaces within a channelized IQ PIC
asphysical interfaces. For example, both t3-0/0/0and t3-0/0/0:1are treated

asphysical interfacesby the JunosOS. Incontrast, t3-0/0/0.2and t3-0/0/0:1.2

are considered logical interfaces because they have the .2 at the end of the

interface names.

Within the [edit class-of-service] hierarchy level, you cannot use the .logical

descriptorwhenyouassignproperties to logical interfaces. Instead, youmust
include the unit statement in the configuration. For example:

[edit class-of-service]
user@host# set interfaces t3-0/0/0 unit 0 scheduler-mapmap1

Table 39 on page 280 shows the interfaces/PICs that support fine-grained queuing and

scheduling.

Table 39: Fine-Grained Queuing and Scheduling Support by Interface or PIC Type

Example ConfigurationSupportedPIC TypeInterface Type

IQ PICs

Example of supported configuration:

[edit class-of-service interfaces at-0/0/0]
scheduler-mapmap-1;

YesATM2 IQPhysical
interfaces

Example of supported configuration:

[edit class-of-service interfaces t1-0/0/0:1]
scheduler-mapmap-1;

YesChannelized DS3 IQChannelized
interfaces
configured on IQ
PICs
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Table 39: Fine-Grained Queuing and Scheduling Support by Interface or PIC Type (continued)

Example ConfigurationSupportedPIC TypeInterface Type

Example of supported configuration:

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesGigabit Ethernet IQ
with VLAN tagging
enabled

Logical
interfaces (DLCIs
and VLANs only)
configured on IQ
PICs

Example of supported configuration:

[edit class-of-service interfaces e3-0/0/0 unit 1]
scheduler-mapmap-1;

YesE3 IQwith FrameRelay
encapsulation

Example of supported configuration:

[edit class-of-service interfaces t1-1/0/0:1:1 unit 0]
scheduler-mapmap-1;

YesChannelized OC3 IQ
with Frame Relay
encapsulation

Example of supported configuration:

[edit class-of-service interfaces e1-0/0/0:1 unit 1]
scheduler-mapmap-1;

YesChannelized STM1 IQ
with Frame Relay
encapsulation

Example of supported configuration:

[edit class-of-service interfaces t1-0/0/0 unit 1]
scheduler-mapmap-1;

YesChannelized T3 IQ
with Frame Relay
encapsulation

NoNoE3 IQ PIC with Cisco
HDLC encapsulation

Logical
interfaces
configured on IQ
PICs (interfaces
that are not
DLCIs or VLANs)

NoNoATM2 IQ PIC with
LLC/SNAP
encapsulation

NoNoChannelized OC12 IQ
PIC with PPP
encapsulation

Non-IQ PICs

Example of supported configuration:

[edit class-of-service interfaces t3-0/0/0]
scheduler-mapmap-1;

YesT3Physical
interfaces

Example of supported configuration:

[edit class-of-service interfaces t3-0/0/0:1]
scheduler-mapmap-1;

YesChannelized OC12Channelized
OC12 PIC

NoNoChannelized STM1Channelized
interfaces
(except the
Channelized
OC12 PIC)
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Table 39: Fine-Grained Queuing and Scheduling Support by Interface or PIC Type (continued)

Example ConfigurationSupportedPIC TypeInterface Type

NoNoFast EthernetLogical
interfaces

NoNoGigabit Ethernet

NoNoATM1

NoNoChannelized OC12

Table 40 on page 282 shows the MICs andMPCs that support fine-grained queuing and

scheduling.

Table 40: Fine-Grained Queuing and Scheduling Support byMIC or MPC Type

Example ConfigurationSupportedMICMPC

Fixed ConfigurationMPCs

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesNo16x10GEMPC

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesNo32x10GEMPC4E

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesNo2x100GE + 8x10GE
MPC4E

NoNoNo6x40GE + 24x10GE
MPC5E

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesNo6x40GE + 24x10GE
MPC5EQ

NoNoNo2x100GE + 4x10GE
MPC5E

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesNo2x100GE + 4x10GE
MPC5EQ

MPCs

NoNoNoMPC1

NoNoNoMPC1E

Example of supported configuration:

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesAny supported MICMPC1 Q
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Table 40: Fine-Grained Queuing and Scheduling Support byMIC or MPC Type (continued)

Example ConfigurationSupportedMICMPC

Example of supported configuration:

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesAny supported MICMPC1E Q

NoNoNoMPC2

NoNoNoMPC2E

Example of supported configuration:

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesAny supported MICMPC2 Q

Example of supported configuration:

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesAny supported MICMPC2E Q

Example of supported configuration:

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesAny supported MICMPC2 EQ

Example of supported configuration:

[edit class-of-service interfaces ge-0/0/0 unit 1]
scheduler-mapmap-1;

YesAny supported MICMPC2E EQ

NoNoNoMPC2E P

Example of supported configuration:

[edit class-of-service interfaces xe-0/0/0 unit 1]
scheduler-mapmap-1;

Yes10-GigabitEthernetMIC
with SFP+

MPC3E

Example of supported configuration:

[edit class-of-service interfaces et-0/0/0 unit 1]
scheduler-mapmap-1;

Yes40-Gigabit Ethernet
MIC with QSFP+

Example of supported configuration:

[edit class-of-service interfaces et-0/0/0 unit 1]
scheduler-mapmap-1;

Yes100-Gigabit Ethernet
MIC with CXP

Example of supported configuration:

[edit class-of-service interfaces et-0/0/0 unit 1]
scheduler-mapmap-1;

YesAny supported MICMPC6E

To configure scheduling on logical interfaces:
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1. Enable per-unit scheduling on the interface by including the per-unit-scheduler

statement at the [edit interfaces interface-name] hierarchy level:

[edit interfaces interface-name]
per-unit-scheduler;

When including the per-unit-scheduler statement, youmust also include the

vlan-tagging statement or the flexible-vlan-tagging statement (to apply scheduling

to VLANs) or the encapsulation frame-relay statement (to apply scheduling to DLCIs)

at the [edit interfaces interface-name] hierarchy level.

When you include this statement, the maximum number of VLANs supported is 768

on a single-port Gigabit Ethernet IQ PIC. On a dual-port Gigabit Ethernet IQ PIC, the

maximum number is 384.

See “Scaling of Per-VLAN Queuing on Non-Queuing MPCs” on page 858 for scaling

information on non-queuing MPCs.

2. Associate a scheduler with the interface by including the scheduler-map statement

at the [editclass-of-service interfaces interface-nameunit logical-unit-number]hierarchy

level:

[edit class-of-service interfaces interface-name unit logical-unit-number]
scheduler-mapmap-name;

Alternatively, associate a scheduler with the interface by including the scheduler-map

statement at the [edit class-of-service traffic-control-profiles traffic control profile

name] hierarchy level and then include the output-traffic-control-profile statement

at the [edit class-of-service interfaces interfacenameunit logicalunitnumber]hierarchy

level.

[edit class-of-service traffic-control-profiles traffic control profile name]
scheduler-mapmap-name;

[edit class-of-service interfaces interface-name unit logical-unit-number]
output-traffic-control-profile traffic-control-profile-name;

3. Configure shaping on the interface by including the shaping-rate statement at the

[edit class-of-service interfaces interface-name unit logical-unit-number] hierarchy

level:

[edit class-of-service interfaces interface-name unit logical-unit-number]
shaping-rate rate;

NOTE: You can also apply the shaping rate to the traffic control profile.

By default, the logical interface bandwidth is the average of unused bandwidth for

the number of logical interfaces that require default bandwidth treatment. You can

specify a peak bandwidth rate in bps, either as a complete decimal number or as a

decimal number followed by the abbreviation k (1000),m (1,000,000), or

g (1,000,000,000). The range is from 1000 through 6,400,000,000,000 bps. For

the IQ2 Gigabit Ethernet PIC, the minimum is 80,000 bps, and for the IQ2 10 Gigabit

Ethernet PIC, the minimum is 160,000 bps. For the 16x10GEMPC, the minimum is

250,000 bps, and for theMPC3E, MPC4E, andMPC6E, theminimum is 292,000 bps.
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For FRF.16 bundles on link services interfaces, only shaping rates based onpercentage

are supported.

Related
Documentation

per-unit-scheduler on page 1122•

• Example: Applying Scheduling and Shaping to VLANs on page 289

• Example: Applying Scheduler Maps and Shaping Rate to DLCIs on page 285

Example: Applying Scheduler Maps and Shaping Rate to DLCIs

Supported Platforms ACX Series,M120,MXSeries, PTX Series, T1600, T640

This example shows how to apply schedulermaps and shaping rates to individual logical

interfaces.

• Requirements on page 285

• Overview on page 285

• Configuration on page 286

Requirements

This example uses the following hardware and software components:

• Junos OS Release 7.4 or later running on router line cards that support Intelligent

Queuing (IQ).

• Junos OS Release 13.2 or later running on MX Series routers containing 16x10GEMPC

or MPC3E line cards.

• Junos OS Release 13.3 or later running on MX Series routers containing MPC4E line

cards.

• Junos OS Release 15.1 or later running on MX Series routers containing MPC6E line

cards.

Overview

By default, output scheduling is not enabled on logical interfaces. Logical interfaces

without shaping configured share a default scheduler. Logical interface scheduling (also

called per-unit scheduling) allows you to enable multiple output queues on a logical

interface and associate customized scheduling and shaping for each queue.

This example shows how to define schedulers for logical interfaces through the direct

use of scheduler maps and shaping rates.

In this example, we associate the scheduler sched-map-logical-0with logical interface

unit 0 on physical interface t3-1/0/0, and allocate 10 Mbps of transmission bandwidth

to the logical interface.We also associate the scheduler sched-map-logical-1with logical

interface unit 1 on the same physical interface, t3-1/0/0, and allocate 20 Mbps of

transmission bandwidth to the logical interface.
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The allocated bandwidth is shared among the individual forwarding classes in the

scheduler map. Although these schedulers are configured on a single physical interface,

they are independent fromeachother. Traffic onone logical interfaceunit doesnot affect

the transmission priority, bandwidth allocation, or drop behavior on the other logical

interface unit.

For a similar example, see “Example: Applying Scheduling and Shaping to VLANs” on

page 289.

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

set interfaces t3-1/0/0:1 per-unit-scheduler
set interfaces t3-1/0/0:1 encapsulation frame-relay
set interfaces t3-1/0/0:1 unit 0 dlci 100
set interfaces t3-1/0/0:1 unit 0 family inet address 10.1.1.0/24
set interfaces t3-1/0/0:1 unit 1 dlci 101
set interfaces t3-1/0/0:1 unit 1 family inet address 10.1.1.1/24
set class-of-service interfaces t3-1/0/0:1 unit 0 scheduler-map sched-map-logical-0
set class-of-service interfaces t3-1/0/0:1 unit 0 shaping-rate 10m
set class-of-service interfaces t3-1/0/0:1 unit 1 scheduler-map sched-map-logical-1
set class-of-service interfaces t3-1/0/0:1 unit 1 shaping-rate 20m
set class-of-service scheduler-maps sched-map-logical-0 forwarding-class best-effort
scheduler sched-best-effort-0

set class-of-service scheduler-maps sched-map-logical-0 forwarding-class
assured-forwarding scheduler sched-bronze-0

set class-of-service scheduler-maps sched-map-logical-0 forwarding-class
expedited-forwarding scheduler sched-silver-0

set class-of-service scheduler-maps sched-map-logical-0 forwarding-class
network-control scheduler sched-gold-0

set class-of-service scheduler-maps sched-map-logical-1 forwarding-class best-effort
scheduler sched-best-effort-1

set class-of-service scheduler-maps sched-map-logical-1 forwarding-class
assured-forwarding scheduler sched-bronze-1

set class-of-service scheduler-maps sched-map-logical-1 forwarding-class
expedited-forwarding scheduler sched-silver-1

set class-of-service scheduler-maps sched-map-logical-1 forwarding-class
network-control scheduler sched-gold-1

set class-of-service schedulers sched-best-effort-0 transmit-rate 4m
set class-of-service schedulers sched-bronze-0 transmit-rate 3m
set class-of-service schedulers sched-silver-0 transmit-rate 2m
set class-of-service schedulers sched-gold-0 transmit-rate 1m
set class-of-service schedulers sched-best-effort-1 transmit-rate 8m
set class-of-service schedulers sched-bronze-1 transmit-rate 6m
set class-of-service schedulers sched-silver-1 transmit-rate 4m
set class-of-service schedulers sched-gold-1 transmit-rate 2m
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Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For information about navigating the CLI, see the CLI User Guide.

1. Configure the device interfaces.

[edit interfaces]
user@PE1# set t3-1/0/0:1 per-unit-scheduler
user@PE1# set t3-1/0/0:1 encapsulation frame-relay
user@PE1# set t3-1/0/0:1 unit 0 dlci 100
user@PE1# set t3-1/0/0:1 unit 0 family inet address 10.1.1.0/24
user@PE1# set t3-1/0/0:1 unit 1 dlci 101
user@PE1# set t3-1/0/0:1 unit 1 family inet address 10.1.1.1/24

2. Define the schedulers.

[edit class-of-service]
user@PE1# set schedulers sched-best-effort-0 transmit-rate 4m
user@PE1# set schedulers sched-bronze-0 transmit-rate 3m
user@PE1# set schedulers sched-silver-0 transmit-rate 2m
user@PE1# set schedulers sched-gold-0 transmit-rate 1m
user@PE1# set schedulers sched-best-effort-1 transmit-rate 8m
user@PE1# set schedulers sched-bronze-1 transmit-rate 6m
user@PE1# set schedulers sched-silver-1 transmit-rate 4m
user@PE1# set schedulers sched-gold-1 transmit-rate 2m

3. Define the scheduler maps.

[edit class-of-service]
user@PE1# set scheduler-maps sched-map-logical-0 forwarding-class best-effort
scheduler sched-best-effort-0

user@PE1# set scheduler-maps sched-map-logical-0 forwarding-class
assured-forwarding scheduler sched-bronze-0

user@PE1# set scheduler-maps sched-map-logical-0 forwarding-class
expedited-forwarding scheduler sched-silver-0

user@PE1# set scheduler-maps sched-map-logical-0 forwarding-class
network-control scheduler sched-gold-0

user@PE1# set scheduler-maps sched-map-logical-1 forwarding-class best-effort
scheduler sched-best-effort-1

user@PE1# set scheduler-maps sched-map-logical-1 forwarding-class
assured-forwarding scheduler sched-bronze-1

user@PE1# set scheduler-maps sched-map-logical-1 forwarding-class
expedited-forwarding scheduler sched-silver-1

user@PE1# set scheduler-maps sched-map-logical-1 forwarding-class
network-control scheduler sched-gold-1

4. Apply the scheduler maps and shaping rates to the logical interfaces.

[edit class-of-service]
user@PE1# set interfaces t3-1/0/0:1 unit 0 scheduler-map sched-map-logical-0
user@PE1# set interfaces t3-1/0/0:1 unit 0 shaping-rate 10m
user@PE1# set interfaces t3-1/0/0:1 unit 1 scheduler-map sched-map-logical-1
user@PE1# set interfaces t3-1/0/0:1 unit 1 shaping-rate 20m
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Results

Fromconfigurationmode, confirm your configuration by entering the show interfacesand

show class-of-service commands. If the output does not display the intended

configuration, repeat the instructions in this example to correct the configuration.

[edit interfaces]
user@PE1# show
t3-1/0/0:1 {
encapsulation frame-relay;
per-unit-scheduler;

}

[edit class-of-service]
user@PE1# show
interfaces {
t3-1/0/0:1 {
unit 0 {
scheduler-map sched-map-logical-0;
shaping-rate 10m;

}
unit 1 {
scheduler-map sched-map-logical-1;
shaping-rate 20m;

}
}

}
scheduler-maps {
sched-map-logical-0 {
forwarding-class best-effort scheduler sched-best-effort-0;
forwarding-class assured-forwarding scheduler sched-bronze-0;
forwarding-class expedited-forwarding scheduler sched-silver-0;
forwarding-class network-control scheduler sched-gold-0;

}
sched-map-logical-1 {
forwarding-class best-effort scheduler sched-best-effort-1;
forwarding-class assured-forwarding scheduler sched-bronze-1;
forwarding-class expedited-forwarding scheduler sched-silver-1;
forwarding-class network-control scheduler sched-gold-1;

}
}
schedulers {
sched-best-effort-0 {
transmit-rate 4m;

}
sched-bronze-0 {
transmit-rate 3m;

}
sched-silver-0 {
transmit-rate 2m;

}
sched-gold-0 {
transmit-rate 1m;

}
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sched-best-effort-1 {
transmit-rate 8m;

}
sched-bronze-1 {
transmit-rate 6m;

}
sched-silver-1 {
transmit-rate 4m;

}
sched-gold-1 {
transmit-rate 2m;

}
}

If you are done configuring the device, enter commit from configuration mode.

Related
Documentation

Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277•

• Example: Applying Scheduling and Shaping to VLANs on page 289

• per-unit-scheduler on page 1122

Example: Applying Scheduling and Shaping to VLANs

Supported Platforms ACX Series,M120,MXSeries, PTX Series, T1600, T640

This example shows how to apply schedulers to individual logical interfaces.

• Requirements on page 289

• Overview on page 289

• Configuration on page 290

Requirements

This example uses the following hardware and software components:

• Junos OS Release 7.4 or later running on router line cards that support Intelligent

Queuing (IQ).

• Junos OS Release 13.2 or later running on MX Series routers containing 16x10GEMPC

or MPC3E line cards.

• Junos OS Release 13.3 or later running on MX Series routers containing MPC4E line

cards.

• Junos OS Release 15.1 or later running on MX Series routers containing MPC6E line

cards.

Overview

By default, output scheduling is not enabled on logical interfaces. Logical interfaces

without shaping configured share a default scheduler. Logical interface scheduling (also

289Copyright © 2017, Juniper Networks, Inc.

Chapter 7: Controlling Bandwidth with Scheduler Rates

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/acx-series/
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/m120/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t1600/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t640/index.html


called per-unit scheduling) allows you to enable multiple output queues on a logical

interface and associate customized scheduling and shaping for each queue.

To enable per-unit scheduling, include the per-unit-scheduler statement at the [edit

interfaces interface name] hierarchy level.When per-unit schedulers are enabled, you can

define dedicated schedulers for logical interfaces by including the scheduler-map

statement at the [edit class-of-service interfaces interface name unit logical unit number]

hierarchy level. Alternatively, you can include the scheduler-map statement at the [edit

class-of-service traffic-control-profiles traffic control profile name] hierarchy level and

then include the output-traffic-control-profile statement at the [edit class-of-service

interfaces interface name unit logical unit number] hierarchy level.

This example shows how to define schedulers for logical interfaces through the use of

traffic control profiles.

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

set interfaces xe-9/0/3 per-unit-scheduler
set interfaces xe-9/0/3 vlan-tagging
set interfaces xe-9/0/3 unit 1 vlan-id 101
set interfaces xe-9/0/3 unit 1 family inet address 10.1.1.1/24
set interfaces xe-9/0/3 unit 2 vlan-id 102
set interfaces xe-9/0/3 unit 2 family inet address 10.2.1.1/24
set class-of-service classifiers inet-precedence c8 forwarding-class be loss-priority low
code-points 000

set class-of-service classifiers inet-precedence c8 forwarding-class ef loss-priority low
code-points 001

set class-of-service classifiers inet-precedence c8 forwarding-class af loss-priority low
code-points 010

set class-of-service classifiers inet-precedence c8 forwarding-class nc loss-priority low
code-points 011

set class-of-service classifiers inet-precedence c8 forwarding-class be1 loss-priority low
code-points 100

set class-of-service classifiers inet-precedence c8 forwarding-class ef1 loss-priority low
code-points 101

set class-of-service classifiers inet-precedence c8 forwarding-class af1 loss-priority low
code-points 110

set class-of-service classifiers inet-precedence c8 forwarding-class nc1 loss-priority low
code-points 111

set class-of-service forwarding-classes queue 0 be
set class-of-service forwarding-classes queue 1 ef
set class-of-service forwarding-classes queue 2 af
set class-of-service forwarding-classes queue 3 nc
set class-of-service forwarding-classes queue 4 be1
set class-of-service forwarding-classes queue 5 ef1
set class-of-service forwarding-classes queue 6 af1
set class-of-service forwarding-classes queue 7 nc1
set class-of-service traffic-control-profiles tcp_ifd shaping-rate 2500000000
set class-of-service traffic-control-profiles tcp_ifd overhead-accounting bytes -20
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set class-of-service traffic-control-profiles tcp_gold scheduler-map gold
set class-of-service traffic-control-profiles tcp_gold shaping-rate 2500000000
set class-of-service traffic-control-profiles tcp_gold overhead-accounting bytes -20
set class-of-service traffic-control-profiles tcp_gold guaranteed-rate 1g
set class-of-service traffic-control-profiles tcp_silver scheduler-map silver
set class-of-service traffic-control-profiles tcp_silver shaping-rate 1g
set class-of-service traffic-control-profiles tcp_silver overhead-accounting bytes -20
set class-of-service traffic-control-profiles tcp_silver guaranteed-rate 500m
set class-of-service interfaces xe-9/0/3 output-traffic-control-profile tcp_ifd
set class-of-service interfaces xe-9/0/3 unit 1 output-traffic-control-profile tcp_gold
set class-of-service interfaces xe-9/0/3 unit 2 output-traffic-control-profile tcp_silver
set class-of-service scheduler-maps gold forwarding-class be scheduler gold_internet
set class-of-service scheduler-maps gold forwarding-class ef scheduler gold_video
set class-of-service scheduler-maps gold forwarding-class af scheduler gold_voice
set class-of-service scheduler-maps gold forwarding-class nc scheduler gold_reserved
set class-of-service scheduler-maps silver forwarding-class be scheduler silver_internet
set class-of-service scheduler-maps silver forwarding-class ef scheduler silver_video
set class-of-service scheduler-maps silver forwarding-class af scheduler silver_voice
set class-of-service scheduler-maps silver forwarding-class nc scheduler silver_reserved
set class-of-service schedulers gold_internet excess-rate percent 40
set class-of-service schedulers gold_internet buffer-size percent 20
set class-of-service schedulers gold_internet priority low
set class-of-service schedulers gold_video transmit-rate percent 50
set class-of-service schedulers gold_video buffer-size percent 50
set class-of-service schedulers gold_voice shaping-rate percent 10
set class-of-service schedulers gold_voice buffer-size percent 10
set class-of-service schedulers gold_voice priority strict-high
set class-of-service schedulers gold_reserved excess-rate percent 20
set class-of-service schedulers gold_reserved buffer-size percent 10
set class-of-service schedulers gold_reserved priority low
set class-of-service schedulers silver_internet excess-rate percent 40
set class-of-service schedulers silver_internet buffer-size percent 20
set class-of-service schedulers silver_internet priority low
set class-of-service schedulers silver_video transmit-rate percent 50
set class-of-service schedulers silver_video buffer-size percent 50
set class-of-service schedulers silver_voice shaping-rate percent 10
set class-of-service schedulers silver_voice buffer-size percent 10
set class-of-service schedulers silver_voice priority strict-high
set class-of-service schedulers silver_reserved excess-rate percent 20
set class-of-service schedulers silver_reserved buffer-size percent 10
set class-of-service schedulers silver_reserved priority low

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For information about navigating the CLI, see the CLI User Guide.

1. Configure the device interfaces.

[edit interfaces]
user@PE1# set xe-9/0/3 per-unit-scheduler
user@PE1# set xe-9/0/3 vlan-tagging
user@PE1# set xe-9/0/3 unit 1 vlan-id 101
user@PE1# set xe-9/0/3 unit 1 family inet address 10.1.1.1/24
user@PE1# set xe-9/0/3 unit 2 vlan-id 102
user@PE1# set xe-9/0/3 unit 2 family inet address 10.2.1.1/24
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2. Configure the classifiers.

[edit class-of-service]
user@PE1# set classifiers inet-precedence c8 forwarding-class be loss-priority low
code-points 000

user@PE1# set classifiers inet-precedence c8 forwarding-class ef loss-priority low
code-points 001

user@PE1# set classifiers inet-precedence c8 forwarding-class af loss-priority low
code-points 010

user@PE1# set classifiers inet-precedence c8 forwarding-class nc loss-priority low
code-points 011

user@PE1# set classifiers inet-precedencec8 forwarding-classbe1 loss-priority low
code-points 100

user@PE1# set classifiers inet-precedence c8 forwarding-class ef1 loss-priority low
code-points 101

user@PE1# set classifiers inet-precedence c8 forwarding-class af1 loss-priority low
code-points 110

user@PE1# set classifiers inet-precedence c8 forwarding-class nc1 loss-priority low
code-points 111

3. Configure the forwarding classes.

[edit class-of-service]
user@PE1# set forwarding-classes queue 0 be
user@PE1# set forwarding-classes queue 1 ef
user@PE1# set forwarding-classes queue 2 af
user@PE1# set forwarding-classes queue 3 nc
user@PE1# set forwarding-classes queue 4 be1
user@PE1# set forwarding-classes queue 5 ef1
user@PE1# set forwarding-classes queue 6 af1
user@PE1# set forwarding-classes queue 7 nc1

4. Configure the traffic control profiles.

[edit class-of-service]
user@PE1# set traffic-control-profiles tcp_ifd shaping-rate 2500000000
user@PE1# set traffic-control-profiles tcp_ifd overhead-accounting bytes -20
user@PE1# set traffic-control-profiles tcp_gold scheduler-map gold
user@PE1# set traffic-control-profiles tcp_gold shaping-rate 2500000000
user@PE1# set traffic-control-profiles tcp_gold overhead-accounting bytes -20
user@PE1# set traffic-control-profiles tcp_gold guaranteed-rate 1g
user@PE1# set traffic-control-profiles tcp_silver scheduler-map silver
user@PE1# set traffic-control-profiles tcp_silver shaping-rate 1g
user@PE1# set traffic-control-profiles tcp_silver overhead-accounting bytes -20
user@PE1# set traffic-control-profiles tcp_silver guaranteed-rate 500m

5. Map the traffic control profiles to their respective physical or logical interface.

[edit class-of-service]
user@PE1# set interfaces xe-9/0/3 output-traffic-control-profile tcp_ifd
user@PE1# set interfaces xe-9/0/3 unit 1 output-traffic-control-profile tcp_gold
user@PE1# set interfaces xe-9/0/3 unit 2 output-traffic-control-profile tcp_silver

6. Configure the scheduler maps.
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[edit class-of-service]
user@PE1# set scheduler-maps gold forwarding-class be scheduler gold_internet
user@PE1# set scheduler-maps gold forwarding-class ef scheduler gold_video
user@PE1# set scheduler-maps gold forwarding-class af scheduler gold_voice
user@PE1# set scheduler-maps gold forwarding-class nc scheduler gold_reserved
user@PE1# set scheduler-maps silver forwarding-class be scheduler silver_internet
user@PE1# set scheduler-maps silver forwarding-class ef scheduler silver_video
user@PE1# set scheduler-maps silver forwarding-class af scheduler silver_voice
user@PE1#setscheduler-mapssilver forwarding-classncschedulersilver_reserved

7. Configure the schedulers.

[edit class-of-service]
user@PE1# set schedulers gold_internet excess-rate percent 40
user@PE1# set schedulers gold_internet buffer-size percent 20
user@PE1# set schedulers gold_internet priority low
user@PE1# set schedulers gold_video transmit-rate percent 50
user@PE1# set schedulers gold_video buffer-size percent 50
user@PE1# set schedulers gold_voice shaping-rate percent 10
user@PE1# set schedulers gold_voice buffer-size percent 10
user@PE1# set schedulers gold_voice priority strict-high
user@PE1# set schedulers gold_reserved excess-rate percent 20
user@PE1# set schedulers gold_reserved buffer-size percent 10
user@PE1# set schedulers gold_reserved priority low
user@PE1# set schedulers silver_internet excess-rate percent 40
user@PE1# set schedulers silver_internet buffer-size percent 20
user@PE1# set schedulers silver_internet priority low
user@PE1# set schedulers silver_video transmit-rate percent 50
user@PE1# set schedulers silver_video buffer-size percent 50
user@PE1# set schedulers silver_voice shaping-rate percent 10
user@PE1# set schedulers silver_voice buffer-size percent 10
user@PE1# set schedulers silver_voice priority strict-high
user@PE1# set schedulers silver_reserved excess-rate percent 20
user@PE1# set schedulers silver_reserved buffer-size percent 10
user@PE1# set schedulers silver_reserved priority low

Results

Fromconfigurationmode, confirm your configuration by entering the show interfacesand

show class-of-service commands. If the output does not display the intended

configuration, repeat the instructions in this example to correct the configuration.

user@PE1# show interfaces
interfaces {
    xe-9/0/3 {
        per-unit-scheduler;
        vlan-tagging;
        unit 1 {
            vlan-id 101;
            family inet {
                address 10.1.1.1/24;
            }
        }
        unit 2 {
            vlan-id 102;
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            family inet {
                address 10.2.1.1/24;
            }
        }
    }
}

user@PE1# show class-of-service
class-of-service {
    classifiers {
        inet-precedence c8 {
            forwarding-class be {
                loss-priority low code-points 000;
            }
            forwarding-class ef {
                loss-priority low code-points 001;
            }
            forwarding-class af {
                loss-priority low code-points 010;
            }
            forwarding-class nc {
                loss-priority low code-points 011;
            }
            forwarding-class be1 {
                loss-priority low code-points 100;
            }
            forwarding-class ef1 {
                loss-priority low code-points 101;
            }
            forwarding-class af1 {
                loss-priority low code-points 110;
            }
            forwarding-class nc1 {
                loss-priority low code-points 111;
            }
        }
    }
    forwarding-classes {                
        queue 0 be;
        queue 1 ef;
        queue 2 af;
        queue 3 nc;
        queue 4 be1;
        queue 5 ef1;
        queue 6 af1;
        queue 7 nc1;
    }
    traffic-control-profiles {
        tcp_ifd {
            shaping-rate 2500000000;
            overhead-accounting bytes -20;
        }
        tcp_gold {
            scheduler-map gold;
            shaping-rate 2500000000;
            overhead-accounting bytes -20;
            guaranteed-rate 1g;
        }
        tcp_silver {
            scheduler-map silver;
            shaping-rate 1g;
            overhead-accounting bytes -20;
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            guaranteed-rate 500m;
        }
    }
    interfaces {
        xe-9/0/3 {
            output-traffic-control-profile tcp_ifd;
            unit 1 {
                output-traffic-control-profile tcp_gold;
            }
            unit 2 {
                output-traffic-control-profile tcp_silver;
            }
        }
    }
    scheduler-maps {
        gold {                          
            forwarding-class be scheduler gold_internet;
            forwarding-class ef scheduler gold_video;
            forwarding-class af scheduler gold_voice;
            forwarding-class nc scheduler gold_reserved;
        }
        silver {
            forwarding-class be scheduler silver_internet;
            forwarding-class ef scheduler silver_video;
            forwarding-class af scheduler silver_voice;
            forwarding-class nc scheduler silver_reserved;
        }
    }
    schedulers {
        gold_internet {
            excess-rate percent 40;
            buffer-size percent 20;
            priority low;
        }
        gold_video {
            transmit-rate percent 50;
            buffer-size percent 50;
        }
        gold_voice {
            shaping-rate percent 10;
            buffer-size percent 10;
            priority strict-high;
        }
        gold_reserved {
            excess-rate percent 20;
            buffer-size percent 10;
            priority low;
        }
        silver_internet {
            excess-rate percent 40;
            buffer-size percent 20;
            priority low;
        }
        silver_video {
            transmit-rate percent 50;
            buffer-size percent 50;
        }
        silver_voice {
            shaping-rate percent 10;
            buffer-size percent 10;
            priority strict-high;
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        }
        silver_reserved {               
            excess-rate percent 20;
            buffer-size percent 10;
            priority low;
        }
    }
}

If you are done configuring the device, enter commit from configuration mode.

Related
Documentation

Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277•

• Example: Applying Scheduler Maps and Shaping Rate to DLCIs on page 285

• per-unit-scheduler on page 1122

Example: Limiting Egress Traffic on an Interface Using Port Shaping for CoS

Supported Platforms MSeries,MXSeries, T Series

This example shows how using port shaping as a form of class of service (CoS) enables

you to limit traffic on an interface, so that you can control the amount of traffic passing

through the interface.

• Requirements on page 296

• Overview on page 296

• Configuration on page 297

• Verification on page 301

Requirements

To verify this procedure, this example uses a traffic generator. The traffic generator can

be hardware-based or it can be software running on a server or host machine.

The functionality in this procedure is widely supported on devices that run JunosOS. The

example shown here was tested and verified on MX Series routers running Junos OS

Release 10.4.

Overview

The purpose of this example is to demonstrate how port shaping enables you to shape

the traffic passing through an interface to a rate that is less than the line rate for that

interface.When you configure port shaping on an interface, you are essentially specifying

avalue that indicates themaximumamountof traffic that canpass through the interface.

This value must be less than themaximum bandwidth for that interface. When you

configureport shaping, you can specify either themaximumrateatwhich traffic canpass

through the interface or as a percentage of the bandwidth of the interface.

In this example the port shaping is done on Device R1. The information required for

implementing port shaping on Device R2 is not included in this example. However, you
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can use the port shaping information in Device R1 (making changes for the interfaces

used) and apply it to Device R2 to achieve port shaping on Device R2.

Topology

This example uses the topology in Figure 33 on page 297.

Figure 33: Port Shaping Scenario

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Device R1 Using Only
Class of Service

set interfaces ge-2/0/5 description to-Host
set interfaces ge-2/0/5 unit 0 family inet address 172.16.70.2/30
set interfaces ge-2/0/8 description to-R2
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.13.1/32
set class-of-service interfaces ge-2/0/8 shaping-rate 160k
set protocols ospf area 0.0.0.0 interface ge-2/0/5.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

Device R1 Using Traffic
Control Profiles and

Class of Service

set interfaces ge-2/0/5 description to-Host
set interfaces ge-2/0/5 unit 0 family inet address 172.16.70.2/30
set interfaces ge-2/0/8 description to-R2
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.13.1/32
set class-of-service traffic-control-profiles output shaping-rate 160k
set class-of-service traffic-control-profiles output shaping-rate burst-size 30k
set class-of-service interfaces ge-2/0/8 output-traffic-control-profile output
set protocols ospf area 0.0.0.0 interface ge-2/0/5.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

Device R2 set interfaces ge-2/0/7 description to-Host
set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.2/30
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set interfaces ge-2/0/8 description to-R1
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.14.1/32
set protocols ospf area 0.0.0.0 interface ge-2/0/7.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

You can configure port shaping on network interfaces, aggregated Ethernet interfaces

(also known as link aggregation groups (LAGs)), and loopback interfaces.

To configure Device R1:

1. Configure the device interfaces.

[edit]
user@R1# set interfaces ge-2/0/5 description to-Host
user@R1# set interfaces ge-2/0/5 unit 0 family inet address 172.16.70.2/30
user@R1# set interfaces ge-2/0/8 description to-R2
user@R1# set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
user@R1# set interfaces lo0 unit 0 description looback-interface
user@R1# set interfaces lo0 unit 0 family inet address 192.168.13.1/32

2. Configure port shaping using only class of service.

[edit]
user@R1# set class-of-service interfaces ge-2/0/8 shaping-rate 160k

3. Configure port shaping using traffic control profiles and class of service.

NOTE: If youconfigurea fixedshaping rate, youcanconfigureanoptional
burst size in bytes. If you configure the shaping rate as a percentage,
the burst-size option is not allowed.

[edit]
user@R1# set class-of-service traffic-control-profiles output shaping-rate 160k
user@R1#setclass-of-service traffic-control-profilesoutputshaping-rateburst-size
30k

user@R1# set class-of-service interfaces ge-2/0/8 output-traffic-control-profile
output

4. Configure OSPF.

[edit]
user@R1# set protocols ospf area 0.0.0.0 interface ge-2/0/5.0 passive
user@R1# set protocols ospf area 0.0.0.0 interface lo0.0 passive
user@R1# set protocols ospf area 0.0.0.0 interface ge-2/0/8.0
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Step-by-Step
Procedure

To configure Device R2:

Configure the device interfaces.1.

[edit interfaces]
set interfaces ge-2/0/7 description to-Host
set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.2/30
set interfaces ge-2/0/8 description to-R1
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
set interfaces lo0 unit 0 description looback-interface
set interfaces lo0 unit 0 family inet address 192.168.14.1/32

2. Configure OSPF.

[edit ]
user@R1# set protocols ospf area 0.0.0.0 interface ge-2/0/7.0 passive
user@R1# set protocols ospf area 0.0.0.0 interface lo0.0 passive
user@R1# set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

Results From configuration mode, confirm your configuration by entering the show interfaces ,

showclass-of-service, and showprotocolsospf commands. If theoutput doesnotdisplay

the intended configuration, repeat the instructions in this example to correct the

configuration.

Results for R1

user@R1# show interfaces
ge-2/0/5 {
description to-Host;
unit 0 {
family inet {
address 172.16.70.2/30;

}
}

}
ge-2/0/8 {
description to-R2;
unit 0 {
family inet {
address 10.50.0.1/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
family inet {
address 192.168.13.1/32;

}
}

}
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Configuring Port
Shaping Using only
Class-of-Service

user@R1# show class-of-service
interfaces {
ge-2/0/8 {
shaping-rate 160k;

}
}

Configuring Port
Shaping Using Traffic

user@R1# show class-of-service
traffic-control-profiles {
output {Control Profiles and

Class of Service shaping-rate 160k burst-size 30k;
}

}
interfaces {
ge-2/0/8 {
output-traffic-control-profile output;

}
}

user@R1# show protocols ospf
area 0.0.0.0 {
interface ge-2/0/5.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-2/0/8.0;

}

If you are done configuring Device R1, enter commit from configuration mode.

Results for R2

user@R2# show interfaces
ge-2/0/7 {
description to-Host;
unit 0 {
family inet {
address 172.16.80.2/30;

}
}

}
ge-2/0/8 {
description to-R1;
unit 0 {
family inet {
address 10.50.0.2/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
family inet {
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address 192.168.14.1/32;
}

}
}

user@R2# show protocols ospf
area 0.0.0.0 {
interface ge-2/0/7.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-2/0/8.0;

}

If you are done configuring Device R2, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

• Clearing the Counters on page 301

• Sending TCP Traffic into the Network and Monitoring the Port Shaping on page 301

Clearing the Counters

Purpose Confirm that the interface counters are cleared.

Action OnDevice R1, run the clear interfaces statistics ge-2/0/8 command to reset the interface

statistics to 0.

user@R1> clear interfaces statistics ge-2/0/8

Sending TCP Traffic into the Network andMonitoring the Port Shaping

Purpose Make sure that the traffic is rate-limited on the output interface (ge-2/0/8) on Device

R1 by sending traffic into the network using the host connected to Device R1.

Action Use a traffic generator to send several continuous streams of TCP packets with a

source port of 80.

1.

The -s flag sets the source port. The -k flag causes the source port to remain steady

at 80 instead of incrementing. The -d flag sets the packet size. The -c flag sets the

packet count to be sent.

The destination IP address of 172.16.80.1 represents a user that is downstream of

DeviceR2. The user has requested awebpage from thehost (thewebserver emulated

by the traffic generator), and the packets are sent in response to the request.
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NOTE: Remember in this example the port shaping has been set to
160 Kbps.

[user@host]# hping 172.16.80.1 -s 80 -k -d 1500 -c 20 &
 hping 172.16.80.1 -s 80 -k -d 1500 -c 20 &
.
.
.

2. On Device R1, check the interface counters by using the show interfaces extensive

ge-2/0/8 command.

user@R1> show interfaces extensive ge-2/0/8
  Queue counters:       Queued packets  Transmitted packets      Dropped packets

    0                            17244                 3741            13470
    1                               13                   13                0
    2                                0                    0                0
    3                           149363               149363                0
  Queue number:         Mapped forwarding classes
    0                   best-effort
    1                   expedited-forwarding
    2                   assured-forwarding
    3                   network-control

Meaning In the output you can see that 13470 packets have been dropped. These are the packets

that exceeded the 160 Kbps shaping rate configured on ge-2/0/8.

Related
Documentation

Routing Policies, Firewall Filters, and Traffic Policers Feature Guide•

• Example: Configuring a Two-Rate Three-Color Policer

Configuring Input Shaping Rates for Both Physical and Logical Interfaces

Supported Platforms MSeries,MXSeries, T Series

You can apply input shaping rates to both the physical interface and its logical interfaces.

The rate specified at the physical level is distributed among the logical interfaces based

on their input shaping-rate ratio.

To configure an input shaper on the physical interface:

• Specify the phyiscal interface and associated shaping rate.

[edit]
user@host# edit class-of-service interfaces interface-name
user@host# set input-shaping-rate rate

To configure an input shaper on the logical interface:
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• Specify the physical and logical interface names and associated shaping rate.

[edit]
user@host# edit class-of-service interfaces interface-name unit logical-unit-number
user@host# set input-shaping-rate (percent percentage | rate)

For each logical interface, you can specify apercentageof thephysical rate or anactual

rate. The Junos OS software converts actual rates into percentages of the physical

rate.

Related
Documentation

• Configuring Shaping on 10-Gigabit Ethernet IQ2 PICs on page 746
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CHAPTER 8

Setting Transmission Order with
Scheduler Priorities and Hierarchical
Scheduling

• Priority Scheduling Overview on page 305

• Platform Support for Priority Scheduling on page 307

• Configuring Schedulers for Priority Scheduling on page 308

• Associating Schedulers with Fabric Priorities on page 309

• Hierarchical Class of Service Overview on page 310

• Hierarchical Class of Service Network Scenarios on page 313

• Understanding Hierarchical Scheduling on page 315

• Priority Propagation on page 317

• Configuring Hierarchical Schedulers for CoS on page 320

• Hierarchical Schedulers and Traffic Control Profiles on page 321

• Example: Building a Four-Level Hierarchy of Schedulers on page 323

Priority Scheduling Overview

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

The JunosOSsupportsmultiple levels of transmissionpriority,which inorder of increasing

priority are low,medium-low,medium-high, and high, and strict-high. This allows the

software to service higher-priority queues before lower-priority queues.

Priority scheduling determines the order in which an output interface transmits traffic

from its queues, thus ensuring that queues containing important traffic are provided

better access to the outgoing interface. Junos OS accomplishes priority scheduling by

examining the assigned priority of each individual queue and whether each individual

queue iswithin its definedbandwidth profile. JunosOSdetermineswhether an individual

queue is within its bandwidth profile by comparing, at regular intervals, the amount of

data transmitted by the queue against the amount of bandwidth allocated to it by the

configuredscheduler transmission rate (transmit-rate)definedat the [editclass-of-service

schedulers scheduler-name] hierarchy level. When the transmitted amount is less than
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the allocated amount, the queue is considered to be in profile. A queue is out of profile

when its transmitted amount is larger than its allocated amount.

The queues for a given output physical interface (or output logical interface if per-unit

scheduling is enabled on that interface) are divided into sets based on their priority. Any

such set contains queues of the same priority.

Junos OS traverses the sets in descending order of priority. If at least one of the queues

in the set has a packet to transmit, the software selects that set. A queue from the set

is selected based on the weighted round robin (WRR) algorithm, which operates within

the set.

The Junos OS performs priority queuing using the following steps:

1. Thesoftware locatesall high-priority queues that are currently in profile. Thesequeues

are serviced first in a weighted round-robin fashion.

2. The software locates all medium-high priority queues that are currently in profile.

These queues are serviced second in a weighted round-robin fashion.

3. The software locates all medium-low priority queues that are currently in profile.

These queues are serviced third in a weighted round-robin fashion.

4. The software locates all low-priority queues that are currently in profile. Thesequeues

are serviced fourth in a weighted round-robin fashion.

5. The software locates all high-priority queues that are currently out of profile and are

not rate limited. The weighted round-robin algorithm is applied to these queues for

servicing.

6. The software locates all medium-high priority queues that are currently out of profile

andarenot rate limited.Theweighted round-robinalgorithm isapplied to thesequeues

for servicing.

7. The software locates all medium-low priority queues that are currently out of profile

andarenot rate limited.Theweighted round-robinalgorithm isapplied to thesequeues

for servicing.

8. The software locates all low-priority queues that are currently out of profile and are

alsonot rate limited. Thesequeuesare serviced last in aweighted round-robinmanner.

Strict-High Priority Configuration Overview

You can configure one queue per interface to have strict-high priority, which works the

same as high priority, but provides unlimited transmission bandwidth. As long as the

queue with strict-high priority has traffic to send, it receives precedence over all other

queues, except queues with high priority. Queues with strict-high and high priority take

turns transmitting packets until the strict-high queue is empty, the high priority queues

are empty, or the high priority queues run out of bandwidth credit. Only when these

conditions are met can lower priority queues send traffic.

When you configure a queue to have strict-high priority, you do not need to include the

transmit-rate statement in thequeueconfigurationat the [edit class-of-serviceschedulers

scheduler-name] hierarchy level because the transmission rate of a strict-high priority
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queue is not limited by theWRR configuration. If you do configure a transmission rate on

a strict-high priority queue, it does not affect theWRR operation. The transmission rate

does, however, affect the calculation of the delay buffer and also serves as a placeholder

in the output of commands such as the show interface queue command.

strict-high priority queues might starve low priority queues, and under certain

circumstances might limit high priority queues. The high priority allows you to protect

traffic classes from being starved by traffic in a strict-high queue. For example, a

network-control queuemight require a small bandwidth allocation (say, 5 percent). You

can assign high priority to this queue to prevent it from being underserved.

Aqueuewith strict-highpriority supersedes bandwidth guarantees for queueswith lower

priority; therefore, we recommend that you use the strict-high priority to ensure proper

ordering of special traffic, such as voice traffic. You can preserve bandwidth guarantees

for queues with lower priority by allocating to the queue with strict-high priority only the

amount of bandwidth that it generally requires by applying the rate-limitoption to the

strict-high queue’s transmission rate. For example, consider the following allocation of

transmission bandwidth:

• Q0 BE—20 percent, low priority

• Q1 EF—30 percent, strict-high priority

• Q2 AF—40 percent, low priority

• Q3 NC—10 percent, low priority

This bandwidth allocation assumes that, in general, the EF forwarding class requires only

30 percent of an interface’s transmission bandwidth. However, if short bursts of traffic

are receivedon theEF forwardingclass, and the rate-limitoption isnotapplied, 100percent

of the bandwidth is given to the EF forwarding class because of the strict-high setting.

Related
Documentation

How Schedulers Define Output Queue Properties on page 231•

Platform Support for Priority Scheduling

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Hardware platforms support queue priorities in different ways:

• On all platforms, you can configure one queue per interface to have strict-high priority.

• Strict-high priority works differently on Multiservices and Services PIC link services IQ

(lsq-) interfaces. For link services IQ interfaces, a queue with strict-high priority might

starve all the other queues. For more information, see the Junos OS Services Interfaces

Library for Routing Devices.

• Thepriority levels youconfiguremaptohardwarepriority levels. Theseprioritymappings

depend on the FPC type in which the PIC is installed.

Table 41 on page 308 shows the priority mappings by FPC type. Note, for example, that

on Juniper Networks M320Multiservice Edge Routers FPCs, T Series Core Routers FPCs
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andTSeriesEnhancedFPCs, thesoftwareprioritiesmedium-lowandmedium-highbehave

similarly because they map to the same hardware priority level.

Table 41: Scheduling Priority Mappings by FPC Type

Mappings for M120 FEBs

Mappings for M320 FPCs
and T Series Enhanced
FPCsMappings for FPCsPriority Levels

000low

110medium-low

211medium-high

321high

321strict-high (full interface
bandwidth)

Related
Documentation

How Schedulers Define Output Queue Properties on page 231•

• Configuring Schedulers for Priority Scheduling on page 308

Configuring Schedulers for Priority Scheduling

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

This topic describes how to configure priority scheduling.

[edit class-of-service schedulers scheduler-name]
priority priority-level;

The priority level can be low,medium-low,medium-high, high, or strict-high. The priorities

map to numeric priorities in the underlying hardware. In some cases, different priorities

behave similarly, because two software priorities behave differently only if they map to

two distinct hardware priorities. For more information, see “Platform Support for Priority

Scheduling” on page 307.

Higher-priority queues transmit packets ahead of lower priority queues as long as the

higher-priority forwarding classes retain enough bandwidth credit. When you configure

a higher-priority queue with a significant fraction of the transmission bandwidth, the

queuemight lock out (or starve) lower priority traffic.

In the following example procedure, you create a scheduler, configure the mapping

between theschedulerand the forwardingclass, andassign thescheduler toan interface.

1. Configure a scheduler, be-sched, withmedium-low priority.

[edit]
user@host# edit class-of-service schedulers be-sched
user@host# set priority medium-low
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2. Configure a scheduler map, be-map, that associates be-schedwith the best-effort

forwarding class.

[edit class-of-service]
user@host# set scheduler-maps be-map forwarding-class best-effort scheduler
be-sched

3. Assign the be-map scheduler map to a Gigabit Ethernet interface, ge-0/0/0.

[edit class-of-service]
user@host# set interfaces ge-0/0/0 scheduler-map be-map

4. Verify your configuration.

[edit class-of-service]
user@host# show

schedulers {
    be-sched {
        priority medium-low;
    }
}
scheduler-maps {
    be-map {
        forwarding-class best-effort scheduler be-sched;
    }
}
ge-0/0/0 {
    scheduler-map be-map;
}

5. Save your configuration.

[edit class-of-service]
user@host# commit

Related
Documentation

Priority Scheduling Overview on page 305•

• How Schedulers Define Output Queue Properties on page 231

• Platform Support for Priority Scheduling on page 307

Associating Schedulers with Fabric Priorities

Supported Platforms EX Series,M320,MXSeries, T Series

On Juniper Networks M320 routers, MX Series routers, T Series routers and EX Series

switches only, you can associate a scheduler with a class of traffic that has a specific

prioritywhile transiting the fabric. Traffic transiting the fabric canhave twopriority values:

loworhigh. Toassociatea schedulerwitha fabricpriority, include thepriorityand scheduler

statements at the [edit class-of-service fabric scheduler-map] hierarchy level:

[edit class-of-service fabric scheduler-map]
priority (high | low) scheduler scheduler-name;
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NOTE: For a scheduler that you associate with a fabric priority, include only
the drop-profile-map statement at the [edit class-of-service schedulers

scheduler-name] hierarchy level. You cannot include the buffer-size,

transmit-rate, and priority statements at that hierarchy level.

Example: Associating a Scheduler with a Fabric Priority

Associate a scheduler with a class of traffic that has a specific priority while transiting

the fabric:

[edit class-of-service]
schedulers {
fab-be-scheduler {
drop-profile-map loss-priority low protocol any drop-profile fab-profile-1;
drop-profile-map loss-priority high protocol any drop-profile fab-profile-2;

}
fab-ef-scheduler {
drop-profile-map loss-priority low protocol any drop-profile fab-profile-3;
drop-profile-map loss-priority high protocol any drop-profile fab-profile-4;

}
}
drop-profiles {
fab-profile-1 {
fill-level 100 drop-probability 100;
fill-level 85 drop-probability 50;

}
fab-profile-2 {
fill-level 100 drop-probability 100;
fill-level 95 drop-probability 50;

}
fab-profile-3 {
fill-level 75 drop-probability 100;
fill-level 95 drop-probability 50;

}
fab-profile-4 {
fill-level 100 drop-probability 100;
fill-level 80 drop-probability 50;

}
}
fabric {
scheduler-map {
priority low scheduler fab-be-scheduler;
priority high scheduler fab-ef-scheduler;

}
}

Related
Documentation

Forwarding Classes and Fabric Priority Queues on page 213•

Hierarchical Class of Service Overview

Supported Platforms ACX5000,MXSeries
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Hierarchical class of service (HCoS) is the ability to apply traffic schedulers and shapers

to a hierarchy of scheduler nodes. Each level of the scheduler hierarchy can be used to

shape traffic based on different criteria such as application, user, VLAN, and physical

port.

This allows you to support the requirements of different services, applications, and users

on the same physical device and physical infrastructure.

HCoS is implemented primarily using traffic classifiers at the ingress and hierarchical

schedulers and shapers at the egress.

A classifier is a filter that labels traffic at the device ingress based on configurable

parameters such as application or destination. Traffic is classified into what is called a

forwarding equivalence class (FEC). The FEC defines a class of traffic that receives

common treatment.

Schedulers, and their associated shapers, is the function that controls the traffic

bandwidth, jitter (delay variation), and packet loss priority at the egress of the device.

Hierarchical schedulers are used to applymultiple levels of scheduling and shaping with

each level applied todifferent classifications suchas forwardingequivalenceclass, VLAN,

and physical interface (port) as shown in Figure 34 on page 311.

Figure 34: Hierarchical Scheduling Architecture

NOTE: Hierarchical class of service is also referred to as Hierarchical Quality
of Service (HQoS) in other vendor’s documentation.
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A typical application of HCoS is to configure multiple levels of egress schedulers and

shapers, at the subscriber edge, using dynamic profiles to provide traffic shaping and

prioritization at the subscriber VLAN level and for multiple classes of traffic.

Dynamic profiles are amechanism that allows you to dynamically apply schedulers and

shapers to individual subscribers or groups of subscribers.

To learn more about HCoS, the following topics are very helpful:

• Junos CoS on MX Series 3D Universal Edge Routers Overview on page 505

• CoS Features and Limitations on MX Series Routers on page 506

• CoSFeaturesof theRouterHardware,PIC,MIC, andMPC InterfaceFamiliesonpage609

• How Schedulers Define Output Queue Properties on page 231

• Subscriber Access Network Overview

• CoS for Subscriber Access Overview

• Hierarchical Class of Service for Subscriber Management Overview

The Junos OS hierarchical schedulers support up to five levels of scheduler hierarchies

on MX Series devices when using enhanced queuing Dense Port Concentrators (DPCs)

or fine-grainedqueuingModularPortConcentrators (MPCs), andModular InterfaceCards

(MICs). It is important to know the capabilities of your hardware with respect to HCoS.

The following are a few tips to help you:

• Only certain hardware supports the five-level scheduler hierarchy of HCoS.

• The number of queues and logical interfaces supported is dependent upon exactly

what hardware you are using.

• TheMXSeriesPacketForwardingEnginehandlesguaranteedbandwidthandscheduler

node weight differently than other Packet Forwarding Engines.

• The fine-grained queuing MPCs and MICs have a certain granularity with respect to

the shaping and delay buffer values. The values used are not necessarily exactly the

values configured.

To learnmoreaboutplatformsupport forHCoS,use the JuniperNetworksFeatureExplorer

(http://pathfinder.juniper.net/feature-explorer/). In the Feature Explorer, search on

hierarchical schedulers.

In addition, it is important to note the following:

• HCoS is most frequently used to enforce service level agreements at the subscriber

edged using dynamic traffic control profiles.

• Hierarchical schedulers can also be applied to Ethernet pseudowire interfaces,

aggregated Ethernet interfaces, Layer 2 Tunnel Protocol (L2TP) network server (LNS)

inline services, and GRE tunnels.
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• Hierarchical ingress policing is a feature that is complimentary to and often used in

conjunction with HCoS.

• There are other features in Junos OS that have similar sounding names.

NOTE: The hierarchical scheduler and shaper feature supported on the SRX
Series devices is not the HCoS feature described here.

Before planning HCoS for you network, you should learn about HCoS, define you needs,

planhowyouwant to implementHCoS,and test theoperation inasimulatedenvironment.

Table 42: Resources for LearningMore About HCoS

DescriptionDocument

This book is a good resource for learning the basics of CoS on Juniper
Networks devices.

Day One: Deploying Basic QoS Juniper
Networks Books

Learnabout theadvanced featuresofHCoS.Thisbookprovidesan in-depth
description of howHCoSworks and how it can bedeployed. It also provides
a lab tested topology and configuration example.

Juniper MX-Series O'Reilly Media

Learn how to use HCoS in conjunction with dynamic traffic control profiles
for subscriber management. This book also includes troubleshooting.

Day One: Dynamic Subscriber Management
Juniper Networks Books

This book is an additional source for studying QoS.QoS Enabled Networks JohnWiley & Sons

Documentation related toHCoS is consolidated in theHierarchicalClassofService Feature

Guide.

Related
Documentation

Hierarchical Class of Service for Subscriber Management Overview•

• Hierarchical Class of Service Network Scenarios on page 313

• Understanding Hierarchical Scheduling on page 315

Hierarchical Class of Service Network Scenarios

Supported Platforms MXSeries
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Hierarchical class of service (HCoS) can be used to provide granular control of traffic for

a variety of different applications.

NOTE: Hierarchical class of service is also referred to as Hierarchical Quality
of Service (HQoS) in other vendor’s documentation.

Hierarchical class of service is most frequently used in the following scenarios:

Services to Subscribers

Multiservice network operators face a challenge to provide different types of services on

the same infrastructure to residential and business subscribers. The network operator

needs to make sure each subscriber gets the network resources they paid for and each

service gets the network resources it needs to operate properly.

If noCoS isapplied, oneservicecouldconsumemostof thebandwidthof the transmission

infrastructure and starve the other services.

Using hierarchical class of service, the network edge device can have up to five levels of

scheduling and prioritization. So the traffic can be shaped and prioritized per customer

and per service type. Controlling traffic in this way provides the ability to deliver the

required service level for each subscriber for each service type.

By allowing network operators to consolidate different services andmultiple customers

on the same physical infrastructure, hierarchical class of service helps maximize the

ability to offer revenue generating services while simultaneouslyminimizing capital cost.

Services to Businesses

Hierarchical class of service is a valuable tool for service providers that support business

customers who are running applications with different prioritization and scheduling

requirements over the same infrastructure. In this scenario hierarchical class of service

allows lower priority traffic to fully utilize the available bandwidth on a port, while

simultaneously ensuring low latency and guaranteed bandwidth to higher priority traffic

on the same port.

This allows a provider to consolidate different services on the same physical device and

physical infrastructure thus optimizing network resourceswhilemaintaining the required

level of service.

All of this maximizes revenue andminimizes cost

Wireless Backhaul

In a cellular network the operator might want to offer business services along with its

cell tower traffic. One of themain challenges is tomake sure that the time-sensitive cell

traffic is not affected by the business services running on the same infrastructure. Each

typeof traffic has its ownpriority flowsandbandwidth constraints. For example,wireless

backhaul is very sensitive to fluctuations in the packet stream (Jitter) because it relies

on synchronization.
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In this scenario, hierarchical class of service allows each type of traffic to receive the

required resources and quality of service while being delivered over the same

infrastructure.

By consolidate different services on the same physical infrastructure, HCoS helps

maximize revenue andminimize cost.

Related
Documentation

Hierarchical Class of Service Overview on page 310•

• Hierarchical Class of Service for Subscriber Management Overview

Understanding Hierarchical Scheduling

Supported Platforms MSeries,MXSeries,QFX5100, T Series

Hierarchical classof service (HCoS) is a set of capabilities that enable you toapply unique

CoS treatment for network traffic based on criteria such as user, application, VLAN, and

physical port.

This allows you to support the requirements of different services, applications, and users

on the same physical device and physical infrastructure.

This topic covers the following information:

• Hierarchical Scheduling Terminology on page 315

• Scheduler Node-Level Designations in Hierarchical Scheduling on page 316

• Hierarchical Scheduling at Non-Leaf Nodes on page 317

Hierarchical Scheduling Terminology

Hierarchical scheduling introduces some new CoS terms and also uses some familiar

terms in different contexts:

• Customer VLAN (C-VLAN)—A C-VLAN, defined by IEEE 802.1ad. A stacked VLAN

contains an outer tag corresponding to the S-VLAN, and an inner tag corresponding

to the C-VLAN. A C-VLAN often corresponds to CPE. Scheduling and shaping is often

usedonaC-VLANtoestablishminimumandmaximumbandwidth limits foracustomer.

See also S-VLAN.

• Interface set—A logical group of interfaces that describe the characteristics of set of

service VLANs, logical interfaces, customer VLANs, or aggregated Ethernet interfaces.

Interface sets establish the set and name the traffic control profiles. See also Service

VLAN.

• Scheduler—Ascheduler defines the schedulingandqueuingcharacteristicsof aqueue.

Transmit rate, scheduler priority, and buffer size can be specified. In addition, a drop

profile may be referenced to describeWRED congestion control aspects of the queue.

See also Scheduler map.

• Scheduler map—A scheduler map is referenced by traffic control profiles to define

queues. The scheduler map establishes the queues that comprise a scheduler node

and associates a forwarding class with a scheduler. See also Scheduler.
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• Stacked VLAN—An encapsulation on an S-VLANwith an outer tag corresponding to

the S-VLAN, and an inner tag corresponding to the C-VLAN. See also Service VLAN

and Customer VLAN.

• Service VLAN (S-VLAN)—An S-VLAN, defined by IEEE 802.1ad, often corresponds to

a network aggregation device such as a DSLAM. Scheduling and shaping is often

established for an S-VLAN to provide CoS for downstreamdeviceswith little buffering

and simple schedulers. See also Customer VLAN.

• Traffic control profile—Defines the characteristics of a scheduler node. Traffic control

profiles are used at several levels of the CLI, including the physical interface, interface

set, and logical interface levels. Scheduling andqueuing characteristics canbedefined

for the scheduler node using the shaping-rate, guaranteed-rate, and delay-buffer-rate

statements.Queuesover these scheduler nodesaredefinedby referencinga scheduler

map. See also Scheduler and Scheduler map.

• VLAN—Virtual LAN, defined on an Ethernet logical interface.

Scheduler Node-Level Designations in Hierarchical Scheduling

Schedulerhierarchiesarecomposedofnodesandqueues.Queues terminate thehierarchy.

Nodes can be either root nodes, leaf nodes, or internal (non-leaf) nodes. Internal nodes

are nodes that have other nodes as “children” in the hierarchy.

Scheduler hierarchies consist of levels, starting with Level 1 at the physical port. This

chapter establishesa four-level scheduler hierarchywhich,when fully configured, consists

of thephysical interface (Level 1), the interface set (Level 2), oneormore logical interfaces

(Level 3), and one or more queues (Level 4).

NOTE: Beginning with Junos OS Release 16.1, certain MPCs onMX Series
devices support up to five levels of scheduler hierarchies. The concepts
presented in this topic apply similarly to five scheduler hierarchy levels.

Table 43 on page 316 describes the possible combinations of scheduler nodes and their

corresponding node level designations for a hierarchical queuing MIC or MPC.

Table 43: Node Levels Designations in Hierarchical Scheduling

Hierarchical CoS Scheduler Nodes

Scheduler Configuration for
Hierarchical CoS

Leaf NodeInternal (Non-Leaf) NodesRoot Node

Level 4Level 3Level 2Level 1

One or more
queues

One or more
logical interfaces

—Physical interfaceOne or more traffic control profiles
configured on logical interfaces, but no
interface-sets configured

One or more
queues

Interface-set—Physical interfaceInterface-sets (collections of logical
interfaces) configured, but no traffic-control
profiles configured on logical interfaces
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Table 43: Node Levels Designations in Hierarchical Scheduling (continued)

Hierarchical CoS Scheduler Nodes

Scheduler Configuration for
Hierarchical CoS

Leaf NodeInternal (Non-Leaf) NodesRoot Node

Level 4Level 3Level 2Level 1

One or more
queues

One or more
logical interfaces

Interface-setPhysical interfaceFully configured scheduler nodes

The table illustrates how the configuration of an interface set or logical interface affects

the terminology of hierarchical scheduler nodes. For example, suppose you configure an

interface-set statement with logical interfaces (such as unit 0 and unit 2) and a queue.

In this case, the interface-set is an internal nodeat Level 2of the scheduler nodehierarchy.

However, if there are no traffic control profiles attached to logical interfaces, then the

interface set is at Level 3 of the hierarchy.

Hierarchical Scheduling at Non-Leaf Nodes

Whereas standardCoSscheduling isbasedon theschedulingandqueuingcharacteristics

of a router’s egress ports and their queues, hierarchical CoS scheduling is based on the

scheduling and queuing characteristics that span a hierarchy of scheduler nodes over a

port. The hierarchy begins at Level 1, a root node at the physical interface (port) level of

the CLI hierarchy and terminates at Level 4, a leaf node at the queue level. Between the

root and leaf nodes of any scheduler hierarchy are one or more internal nodes, which are

non-root nodes that have other nodes as “children” in the hierarchy.

Whereas you configure standard CoS scheduling by applying a scheduler map to each

egress port to specify a forwarding class and a queue priority level, you configure

hierarchical CoS scheduling with additional parameters. To configure hierarchical CoS

scheduling, you apply a scheduler map to the queue level (Level 4) of a scheduler

hierarchy, and you can apply a different traffic control profile at each of the other levels.

A traffic control profile specifies not only a scheduler map (forwarding class and queue

priority level) but also optional shaping rate (PIR), guaranteed transmit rate (CIR), burst

rate, delay buffer rate, and drop profile.

Release History Table DescriptionRelease

Beginning with Junos OS Release 16.1, certain MPCs on MX Series devices
support up to five levels of scheduler hierarchies.

16.1

Priority Propagation

Supported Platforms MSeries,MXSeries, T Series
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Priority propagation is performed for MX Series router output Interfaces on Enhanced

Queuing DPCs, MICs, and MPCs, and for M Series and T Series router output interfaces

on IQ2E PICs. Priority propagation is useful for mixed traffic environments when, for

example, you want to make sure that the voice traffic of one customer does not suffer

due to the data traffic of another customer. Nodes and queues are serviced in the order

of their priority. The default priority of a queue is low, and you can explicitly configure a

queue priority by including the priority statement at the [edit class-of-service schedulers

scheduler-name] hierarchy level.

You cannot directly configure the priorities of all hierarchical scheduling elements. The

priorities of internal nodes, for example, are determined as follows:

• The highest priority of an active child, that is, a child currently containing traffic.

(Interface sets only take the highest priority of their active children.)

• Whether the node is above its configured guaranteed rate (CIR) or not (this is only

relevant if the physical interface is in CIRmode).

Eachqueuehasaconfiguredpriorityandahardwarepriority.Theusualmappingbetween

the configured priority and the hardware priority is shown in Table 44 on page 318.

Table 44: Queue Priority

Hardware PriorityConfigured Priority

0Strict-high

0High

1Medium-high

1Medium-low

2Low

MPCs also have configurable CLI priorities of excess-priority high, excess-priority medium-high,
excess-priority medium-low, and excess-priority low. These priorities only take effect above the
guaranteed rate.

In CIR mode, the priority for each internal node depends on whether the highest active

child node is above or below the guaranteed rate. Themapping between the highest

active child’s priority and the hardware priority below and above the guaranteed rate is

shown in Table 45 on page 318.

Table 45: Internal Node Queue Priority for CIRMode

Hardware Priority Above
Guaranteed Rate

Hardware Priority Below
Guaranteed Rate

Configured Priority of
Highest Active Child Node

00Strict-high

* MPCs only
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Table 45: Internal Node Queue Priority for CIRMode (continued)

Hardware Priority Above
Guaranteed Rate

Hardware Priority Below
Guaranteed Rate

Configured Priority of
Highest Active Child Node

30High

31Medium-high

31Medium-low

32Low

3N/AExcess-priority high*

3N/AExcess-prioritymedium-high*

4N/AExcess-priority medium-low*

4N/AExcess-priority low*

* MPCs only

In PIR-only mode, nodes cannot send if they are above the configured shaping rate. The

mapping between the configured priority and the hardware priority is for PIR-only mode

is shown in Table 46 on page 319.

Table 46: Internal Node Queue Priority for PIR-Only Mode

Hardware PriorityConfigured Priority

0Strict-high

0High

1Medium-high

1Medium-low

2Low

A physical interface with hierarchical schedulers configured is shown in

Figure 35 on page 320. The configured priorities are shown for each queue at the top of

the figure. The hardware priorities for each node are shown in parentheses. Each node

also shows any configured shaping rate (PIR) or guaranteed rate (CIR) and whether or

not the queues is above or below the CIR. The nodes are shown in one of three states:

above the CIR (clear), below the CIR (dark), or in a condition where the CIR does not

matter (gray).
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Figure 35: Hierarchical Schedulers and Priorities

In the figure, the strict-high queue for customer VLAN 0 (cvlan 0) receives service first,

even though the customer VLAN is above the configured CIR (see Table 45 on page 318

for the reason: strict-high always has hardware priority 0 regardless of CIR state). Once

that queue has beendrained, and the priority of the node has become3 insteadof 0 (due

to the lackof strict-high traffic), the systemmoveson to themediumqueuesnext (cvlan 1

and cvlan 3), draining them in a round robin fashion (empty queue lose their hardware

priority). The low queue on cvlan 4 (priority 2) is sent next, because that mode is below

theCIR. Then thehighqueuesoncvlan0andcvlan2 (bothnowwithpriority 3)aredrained

in a round robin fashion, and finally the lowqueueon cvlan0 is drained (thanks to svlan0

having a priority of 3).

Related
Documentation

CoS on Enhanced IQ2 PICs Overview on page 716•

• Enhanced Queuing DPC CoS Properties on page 831

• CoS Features and Limitations on MIC and MPC Interfaces on page 854

• Understanding Hierarchical Scheduling for MIC and MPC Interfaces on page 887

Configuring Hierarchical Schedulers for CoS

Supported Platforms MSeries,MXSeries, T Series

InmetroEthernetenvironments, a virtual LAN(VLAN) typically corresponds toacustomer

premises equipment (CPE) device and the VLANs are identified by an inner VLAN tag on

Ethernet frames (called the customer VLAN, or C-VLAN, tag). A set of VLANs can be

grouped at the DSL access multiplexer (DSLAM) and identified by using the same outer

VLAN tag (called the service VLAN, or S-VLAN, tag). The service VLANs are typically

gathered at the BroadbandRemoteAccess Server (B-RAS) level.Hierarchical schedulers

let you provide shaping and scheduling at the service VLAN level as well as other levels,

such as the physical interface. In other words, you can group a set of logical interfaces

and then apply scheduling and shaping parameters to the logical interface set as well

as to other levels.

On Juniper Networks MX Series 3D Universal Edge Routers and systems with Enhanced

IQ2 (IQ2E)PICs, you canapplyCoSshapingand schedulingat oneof four different levels,
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including the VLAN set level. You can only use this configuration on MX Series routers or

IQ2E PICs. Beginning with Junos OS Release 16.1, certain MPCs support up to five levels

of scheduler hierarchies.

The supported scheduler hierarchy is as follows:

• The physical interface (level 1)

• The service VLAN (level 2 is unique to MX Series routers)

• The logical interface or customer VLAN (level 3)

• The queue (level 4)

Users can specify a traffic control profile (output-traffic-control-profile that can specify

a shaping rate, a guaranteed rate, and a scheduler map with transmit rate and buffer

delay. The scheduler map contains the mapping of queues (forwarding classes) to their

respective schedulers (schedulers define theproperties for thequeue).Queueproperties

can specify a transmit rate and buffer management parameters such as buffer size and

drop profile.

To configure CoS hierarchical scheduling, youmust enable hierarchical scheduling by

including the hierarchical-scheduler statement at the physical interface.

Related
Documentation

Understanding Hierarchical Scheduling on page 315•

• Understanding Hierarchical Scheduling for MIC and MPC Interfaces on page 887

• CoS on Enhanced IQ2 PICs Overview on page 716

• Understanding Hierarchical CoS for Subscriber Interfaces

Hierarchical Schedulers and Traffic Control Profiles

Supported Platforms MSeries,MXSeries, T Series

When used, the interface set level of the hierarchy falls between the physical interface

level (Level 1) and the logical interface (Level 3). Queues are always Level 4 of the

hierarchy.

NOTE: Beginning with Junos OS Release 16.1, certain MPCs onMX Series
devices support up to five levels of scheduler hierarchies. The concepts
presented in this topic apply similarly to five scheduler hierarchy levels.

Hierarchical schedulersaddCoSparameters to the interface-set level of theconfiguration.

They use traffic control profiles to set values for parameters such as shaping rate (the

peak information rate [PIR]), guaranteed rate (the committed information rate [CIR] on

these interfaces), scheduler maps (assigning queues and resources to traffic), and so

on.
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The followingCoSconfigurationplaces the followingparameters in traffic controlprofiles

at various levels:

• Traffic control profile at the port level (tcp-port-level1):

• A shaping rate (PIR) of 100Mbps

• A delay buffer rate of 100Mbps

• Traffic control profile at the interface set level (tcp-interface-level2):

• A shaping rate (PIR) of 60Mbps

• A guaranteed rate (CIR) of 40 Mbps

• Traffic control profile at the logical interface level (tcp-unit-level3):

• A shaping rate (PIR) of 50 Mbps

• A guaranteed rate (CIR) of 30 Mbps

• A scheduler map called smap1 to hold various queue properties (level 4)

• A delay buffer rate of 40 Mbps

In this case, the traffic control profiles look like this:

[edit class-of-service traffic-control-profiles]
tcp-port-level1 { # This is the physical port level
shaping-rate 100m;
delay-buffer-rate 100m;

}
tcp-interface-level2 { # This is the interface set level
shaping-rate 60m;
guaranteed-rate 40m;

}
tcp-unit-level3 { # This is the logical interface level
shaping-rate 50m;
guaranteed-rate 30m;
scheduler-map smap1;
delay-buffer-rate 40m;

}

Once configured, the traffic control profiles must be applied to the proper places in the
CoS interfaces hierarchy.

[edit class-of-service interfaces]
interface-set level-2 {
output-traffic-control-profile tcp-interface-level-2;

}
ge-0/1/0 {
output-traffic-control-profile tcp-port-level-1;
unit 0 {
output-traffic-control-profile tcp-unit-level-3;

}
}

In all cases, the properties for level 4 of the hierarchical schedulers are determined by

the scheduler map.
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Release History Table DescriptionRelease

Beginning with Junos OS Release 16.1, certain MPCs on MX Series devices
support up to five levels of scheduler hierarchies.

16.1

Related
Documentation

Oversubscribing Interface Bandwidth on page 251•

• Providing a Guaranteed Minimum Rate on page 263

• Configuring Scheduler Maps on page 236

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

Example: Building a Four-Level Hierarchy of Schedulers

Supported Platforms MSeries,MXSeries, T Series

This section provides amore complete example of building a 4-level hierarchy of

schedulers. Theconfigurationparametersare shown inFigure36onpage323.Thequeues

are shown at the top of the figure with the other three levels of the hierarchy below.

Figure 36: Building a Scheduler Hierarchy

The figure’s PIR values are configured as the shaping rates and the CIRs are configured

as theguaranteed rateon theEthernet interfacege-1/0/0. ThePIRcanbeoversubscribed

(that is, the sum of the children PIRs can exceed the parent’s, as in svlan 1, where 200 +

200 + 100 exceeds the parent rate of 400)). However, the sum of the children node

level’s CIRs must never exceed the parent node’s CIR, as shown in all the service VLANs

(otherwise, the guaranteed rate could never be provided in all cases).

This configuration example presents all details of the CoS configuration for the interface

in the figure (ge-1/0/0), including:

• Configuring the Interface Sets on page 324

• Configuring the Interfaces on page 324

• Configuring the Traffic Control Profiles on page 324
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• Configuring the Schedulers on page 325

• Configuring the Drop Profiles on page 326

• Configuring the Scheduler Maps on page 326

• Applying the Traffic Control Profiles on page 327

Configuring the Interface Sets

[edit interfaces]
interface-set svlan-0 {
interface ge-1/0/0 {
unit 0;
unit 1;

}
}
interface-set svlan-1 {
interface ge-1/0/0 {
unit 2;
unit 3;
unit 4;

}
}

Configuring the Interfaces

The keyword to configure hierarchical schedulers is at the physical interface level, as is
VLAN tagging and the VLAN IDs. In this example, the interface sets are defined by logical
interfaces (units) and not outer VLAN tags. All VLAN tags in this example are customer
VLAN tags.

[edit interface ge-1/0/0]
hierarchical-scheduler;
vlan-tagging;
unit 0 {
vlan-id 100;

}
unit 1 {
vlan-id 101;

}
unit 2 {
vlan-id 102;

}
unit 3 {
vlan-id 103;

}
unit 4 {
vlan-id 104;

}

Configuring the Traffic Control Profiles

The traffic control profiles hold parameters for levels above the queue level of the
scheduler hierarchy. This section defines traffic control profiles for both the service VLAN
level (logical interfaces) and the customer VLAN (VLAN tag) level.

[edit class-of-service traffic-control-profiles]
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tcp-500m-shaping-rate {
shaping-rate 500m;

}
tcp-svlan0 {
shaping-rate 200m;
guaranteed-rate 100m;
delay-buffer-rate 300m; # This parameter is not shown in the figure.

}
tcp-svlan1 {
shaping-rate 400m;
guaranteed-rate 300m;
delay-buffer-rate 100m; # This parameter is not shown in the figure.

}
tcp-cvlan0 {
shaping-rate 100m;
guaranteed-rate 60m;
scheduler-map tcp-map-cvlan0; # Applies scheduler maps to customer VLANs.

}
tcp-cvlan1 {
shaping-rate 100m;
guaranteed-rate 40m;
scheduler-map tcp-map-cvlan1; # Applies scheduler maps to customer VLANs.

}
tcp-cvlan2 {
shaping-rate 200m;
guaranteed-rate 100m;
scheduler-map tcp-map-cvlanx; # Applies scheduler maps to customer VLANs.

}
tcp-cvlan3 {
shaping-rate 200m;
guaranteed-rate 150m;
scheduler-map tcp-map-cvlanx; # Applies scheduler maps to customer VLANs

}
tcp-cvlan4 {
shaping-rate 100m;
guaranteed-rate 50m;
scheduler-map tcp-map-cvlanx; # Applies scheduler maps to customer VLANs

}

Configuring the Schedulers

The schedulers hold the information about the queues, the last level of the hierarchy.
Note the consistent naming schemes applied to repetitive elements in all parts of this
example.

[edit class-of-service schedulers]
sched-cvlan0-qx {
priority low;
transmit-rate 20m;
buffer-size temporal 100ms;
drop-profile loss-priority low dp-low;
drop-profile loss-priority high dp-high;

}
sched-cvlan1-q0 {
priority high;
transmit-rate 20m;
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buffer-size percent 40;
drop-profile loss-priority low dp-low;
drop-profile loss-priority high dp-high;

}
sched-cvlanx-qx {
transmit-rate percent 30;
buffer-size percent 30;
drop-profile loss-priority low dp-low;
drop-profile loss-priority high dp-high;

}
sched-cvlan1-qx {
transmit-rate 10m;
buffer-size temporal 100ms;
drop-profile loss-priority low dp-low;
drop-profile loss-priority high dp-high;

}

Configuring the Drop Profiles

This section configures the drop profiles for the example. For more information about
interpolateddropprofiles, see “ManagingCongestionUsingREDDropProfiles andPacket
Loss Priorities” on page 329.

[edit class-of-service drop-profiles]
dp-low {
interpolate fill-level 80 drop-probability 80;
interpolate fill-level 100 drop-probability 100;

}
dp-high {
interpolate fill-level 60 drop-probability 80;
interpolate fill-level 80 drop-probability 100;

}

Configuring the Scheduler Maps

This section configures the scheduler maps for the example. Each one references a
scheduler configured in “Configuring the Schedulers” on page 325.

[edit class-of-service scheduler-maps]
tcp-map-cvlan0 {
forwarding-class voice scheduler sched-cvlan0-qx;
forwarding-class video scheduler sched-cvlan0-qx;
forwarding-class data scheduler sched-cvlan0-qx;

}
tcp-map-cvlan1 {
forwarding-class voice scheduler sched-cvlan1-q0;
forwarding-class video scheduler sched-cvlan1-qx;
forwarding-class data scheduler sched-cvlan1-qx;

}
tcp-map-cvlanx {
forwarding-class voice scheduler sched-cvlanx-qx;
forwarding-class video scheduler sched-cvlanx-qx;
forwarding-class data scheduler sched-cvlanx-qx;

}
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Applying the Traffic Control Profiles

This section applies the traffic control profiles to the proper levels of the hierarchy.

NOTE: Although a shaping rate can be applied directly to the physical
interface, hierarchical schedulers must use a traffic control profile to hold
this parameter.

[edit class-of-service interfaces]
ge-1/0/0 {
output-traffic-control-profile tcp-500m-shaping-rate;
unit 0 {
output-traffic-control-profile tcp-cvlan0;

}
unit 1 {
output-traffic-control-profile tcp-cvlan1;

}
unit 2 {
output-traffic-control-profile tcp-cvlan2;

}
unit 3 {
output-traffic-control-profile tcp-cvlan3;

}
unit 4 {
output-traffic-control-profile tcp-cvlan4;

}
}
interface-set svlan0 {
output-traffic-control-profile tcp-svlan0;

}
interface-set svlan1 {
output-traffic-control-profile tcp-svlan1;

}

NOTE: You should be careful when using a show interfaces queue command

that referencesnonexistentclass-of-service logical interfaces.Whenmultiple
logical interfaces (units) are not configured under the same interface set or
physical interface, but are referenced by a command such as show interfaces

queue ge-10/0/1.12 forwarding-class be or show interfaces queue ge-10/0/1.13

forwarding-class be (where logical units 12 and 13 are not configured as a

class-of-service interfaces), these interfacesdisplay thesametraffic statistics
for each logical interface. In other words, even if there is no traffic passing
through a particular unconfigured logical interface, as long as one or more
of the other unconfigured logical interfaces under the same interface set or
physical interface is passing traffic, this particular logical interface displays
statistics counters showing the total amount of traffic passed through all
other unconfigured logical interfaces together.
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CHAPTER 9

Controlling Congestion with Scheduler
RED Drop Profiles and Buffers

• Managing Congestion Using RED Drop Profiles and Packet Loss Priorities on page 329

• Defining Packet Drop Behavior by Configuring RED Drop Profiles on page 332

• Determining Packet Drop Behavior by Configuring Drop Profile Maps for

Schedulers on page 335

• Managing Congestion by Setting Packet Loss Priority for Different Traffic

Flows on page 337

• Mapping PLP to RED Drop Profiles on page 339

• Managing Congestion on the Egress Interface by Configuring the Scheduler Buffer

Size on page 341

• Managing Transient Traffic Bursts by ConfiguringWeighted RED Buffer

Occupancy on page 356

• Example: Managing Transient Traffic Bursts by ConfiguringWeighted RED Buffer

Occupancy on page 358

Managing Congestion Using RED Drop Profiles and Packet Loss Priorities

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

You can configure two parameters to control congestion at the output stage. The first

parameter defines the delay-buffer bandwidth, which provides packet buffer space to

absorb burst traffic up to the specified duration of delay. Once the specified delay buffer

becomes full, packets with 100 percent drop probability are dropped from the head of

the buffer. For more information, see “Managing Congestion on the Egress Interface by

Configuring the Scheduler Buffer Size” on page 341.

The second parameter defines the drop probabilities across the range of delay-buffer

occupancy, supporting the random early detection (RED) process. When the number of

packets queued is greater than the ability of the router or switch to empty a queue, the

queue requires a method for determining which packets to drop from the network. To

address this, the Junos OS provides the option of enabling RED on individual queues.

Dependingon thedropprobabilities, REDmightdropmanypackets longbefore thebuffer

becomes full, or it might drop only a few packets even if the buffer is almost full.
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A drop profile is a mechanism of RED that defines parameters that allow packets to be

dropped fromthenetwork.Dropprofilesdefine themeaningsof thepacket losspriorities.

When you configure drop profiles, there are two important values: the queue fullness

and thedropprobability. Thequeue fullness represents apercentageof thememoryused

to store packets in relation to the total amount that has been allocated for that specific

queue.Similarly, thedropprobability is apercentagevalue that correlates to the likelihood

that an individual packet is dropped fromthenetwork. These twovariables are combined

in a graph-like format, as shown in Figure 37 on page 330.

Themaximum number of queue fullness levels supported per drop profile is based on

the line card:

• Physical or logical interfaces hosted on MICs in Queuing or Enhanced Queuing MPCs

forMXSeries routers support up to 64 (fill level, drop probability) pairs per segmented

or interpolated drop profile.

• Physical or logical interfaces hosted on EnhancedQueuing DPCs for MX Series routers

support up to 64 (fill level, drop probability) pairs per segmented drop profile or 2 pairs

per interpolateddropprofile. Formore information, see “ConfiguringWREDonEnhanced

Queuing DPCs” on page 836.

• Physical or logical interfaces hosted on IQ2 PICs or IQE PICs support up to two (fill

level, drop probability) pairs per segmented or interpolated drop profile.

Figure 37 on page 330 shows both a segmented and an interpolated graph. Although the

formationof thesegraph lines isdifferent, theapplicationof theprofile is the same.When

a packet reaches the head of the queue, a random number between 0 and 100 is

calculatedby the router or switch. This randomnumber is plotted against the dropprofile

using the current queue fullness of that particular queue.When the randomnumber falls

above thegraph line, thepacket is transmittedonto thephysicalmedia.When thenumber

falls below graph the line, the packet is dropped from the network.

Figure 37: Segmented and Interpolated Drop Profiles

Bydefiningmultiple fill levels anddropprobabilities, youcreatea segmenteddropprofile.

The line segments are defined in terms of the following graphical model: in the first

quadrant, the x axis represents the fill level, and the y axis represents thedropprobability.

The initial line segment spans from the origin (0,0) to the point (<l1>, <p1>); a second
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line runs from(<l1>, <p1>) to (<l2>,<p2>)andso forth, until a final line segment connects

(100, 100). The software automatically constructs a drop profile containing 64 fill levels

at drop probabilities that approximate the calculated line segments.

NOTE: If you configure the interpolate statement, you can specifymore than

64 pairs, but the system generates only 64 discrete entries.

Loss priorities allow you to set the priority of dropping a packet. Loss priority affects the

scheduling of a packet without affecting the packet’s relative ordering. You can use the

packet loss priority (PLP) bit as part of a congestion control strategy. You can use the

loss priority setting to identify packets that have experienced congestion. Typically you

mark packets exceeding some service level with a high loss priority. You set loss priority

by configuring a classifier or a policer. The loss priority is used later in the workflow to

select one of the drop profiles used by RED.

You specify drop probabilities in the drop profile section of the class-of-service (CoS)

configuration hierarchy andmap them to corresponding loss priorities in each scheduler

configuration. For each scheduler, you can configuremultiple separate drop profiles, one

for each combination of loss priority (low, medium-low, medium-high, or high) and

protocol.

You can configure a maximum of 32 different drop profiles.

To configure RED drop profiles, include the following statements at the [edit

class-of-service] hierarchy level:

[edit class-of-service]
drop-profiles {
profile-name {
fill-level percentage drop-probability percentage;
interpolate {
drop-probability [ values ];
fill-level [ values ];

}
}

}

If you configure no drop profiles on Juniper Networks M320Multiservice Edge Routers or

T Series Core Routers, randomearly detection (RED) is in effect by default and functions

as the primary mechanism for managing congestion. In the default RED drop profile,

when the fill-level is 0 percent, the drop probability is 0 percent. When the fill-level is

100 percent, the drop probability is 100 percent.

Asabackupmethod formanagingcongestion, tail dropping takeseffectwhencongestion

of small packets occurs. On M320 and T Series Core Routers, the software supports

tail-RED, whichmeans thatwhen tail dropping occurs, the software uses RED to execute

intelligent tail drops. On other routers, the software executes tail drops unconditionally.

Related
Documentation

drop-probability (Interpolated Value) on page 993•

• drop-probability (Percentage) on page 994
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Defining Packet Drop Behavior by Configuring RED Drop Profiles

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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You enable RED by applying a drop profile to a scheduler. When RED is operational on

an interface, thequeueno longerdropspackets fromthe tail of thequeue.Rather, packets

are dropped after they reach the head of the queue.
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To configure a drop profile, include either the interpolate statement and its options, or

the fill-level and drop-probability percentage values. These two alternatives enable you

to configure either each drop probability at up to 64 fill-level/drop-probability paired

values, or a profile represented as a series of line segments, as discussed in “Managing

Congestion Using RED Drop Profiles and Packet Loss Priorities” on page 329.

For example, the following shows a discrete configuration and an interpolated

configuration that correspond to the graphs in Figure 38 on page 334. The values defined

in the configuration are matched to represent the data points in the graph line.

Figure 38: Discrete and Interpolated Drop Profiles

Creating a Discrete
Configuration

class-of-service {
drop-profiles {
discrete-style-profile {
fill-level 25 drop-probability 25;
fill-level 50 drop-probability 50;
fill-level 75 drop-probability 75;
fill-level 95 drop-probability 100;

}
}

}

To create this profile’s discrete graph line, the software begins at the bottom-left corner,

representing a 0 percent fill level and a 0 percent drop probability. This configuration

draws a line directly to the right until it reaches the first defined fill level, 25 percent for

this configuration. The software then continues the line vertically until the first drop

probability is reached.Thisprocess is repeated forall of thedefined levelsandprobabilities

until the top-right corner of the graph is reached.

You can create a smoother graph line by configuring the profile with the interpolate

statement. This allows the software to automatically generate 64 data points on the

graphbeginningat (0,0)andendingat (100, 100).Along theway, thegraph line intersects

specific data points, which you define as follows:

Creating an
Interpolated
Configuration

class-of-service {
drop-profiles {
interpolated-style-profile {
interpolate {
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fill-level [ 50 75 ];
drop-probability [ 25 50 ];

}
}

}
}

To configure a drop profile:

1. Create the drop profile by specifying a name for it.

[edit]
user@host# edit class-of-service drop-profiles profile-name

2. (Optional) Specify the fill-level and drop-probability values for the drop profile.

[edit class-of-service drop-profiles profile-name]
user@host# set fill-level percentage drop-probability percentage

Repeat this step for each fill-level and drop-probability.

3. (Optional) Specify values for interpolating the relationship between queue fill level

and drop probability.

[edit class-of-service drop-profiles profile-name]
user@host# set interpolate drop-probability percentage drop-probability percentage

4. Verify your configuration.

[edit class-of-service drop-profiles]
user@host# show

5. Save your configuration.

[edit class-of-service drop-profiles]
user@host# commit

NOTE: After you configure a drop profile, youmust assign the drop profile to
a drop-profile map, and assign the drop-profile map to a scheduler, as
discussed in “Determining Packet Drop Behavior by Configuring Drop Profile
Maps for Schedulers” on page 335.

Related
Documentation

Managing Congestion Using RED Drop Profiles and Packet Loss Priorities on page 329•

Determining Packet Drop Behavior by Configuring Drop Profile Maps for Schedulers

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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RED drop profiles take action on outgoing packets. When tricolor marking is enabled,

M320, MX Series, and T Series routers support four drop-profile map PLP designations:

low,medium-low,medium-high, and high.

Drop-profile maps associate RED drop profiles with a scheduler. Themap examines the

current loss priority setting of the packet (low,medium-low,medium-high, or high) and

assigns a drop profile according to these values. For example, you can specify that all

TCP packets with low loss priority are assigned a drop profile that you name low-drop.

You can associate multiple drop-profile maps with a single queue.

The scheduler dropprofile defines the dropprobabilities across the range of delay-buffer

occupancy, thereby supporting the RED process. Depending on the drop probabilities,

REDmight drop packets aggressively long before the buffer becomes full, or it might

drop only a few packets even if the buffer is almost full. For information on how to

configure drop profiles, see “Defining Packet Drop Behavior by Configuring RED Drop

Profiles” on page 332.

By default, the drop profile is mapped to packets with low PLP and any protocol type.

When you configure TCM, the drop-profile map’s protocol typemust be any.

The map sets the drop profile for a specific PLP and protocol type. The inputs for the

map are the PLP and the protocol type. The output is the drop profile. In other words,

themapsets thedropprofile for eachpacketwithaspecificPLPandprotocol typeexiting

the interface. For more information about how CoSmaps work, see “Mapping CoS

Component Inputs to Outputs” on page 10.

NOTE: On Juniper Network MX Series 3D Universal Edge Routers, T4000
Core Routers, EX Series switches, and PTX Series Packet Transport Routers,
you can configure only the any option for the protocol statement.

For each scheduler, you can configure separate drop profile maps for each
loss priority.

You can configure amaximum of 32 different drop profiles.

In the following sample configuration, thedpdropprofile is assigned toall packets exiting

the interface with amedium-low PLP and belonging to any protocol:To configure this

drop profile map:

1. Specify the name of the scheduler.

[edit]
user@host# edit class-of-service schedulers af

2. Define the loss-priority value for a drop profile, the protocol type, and the name of the

drop profile..

[[edit class-of-service schedulers af]
user@host# setdrop-profile-map loss-prioritymedium-lowprotocolanydrop-profile
dp

Copyright © 2017, Juniper Networks, Inc.336

Class of Service Feature Guide for Routing Devices



3. Verify your configuration.

[edit class-of-service]
user@host# show schedulers af

drop-profile-map loss-priority medium-low protocol any drop-profile dp;

4. Save your configuration.

[edit class-of-service]
user@host# commit

NOTE: To use this drop-profile map, youmust configure the settings for the
dp drop profile at the [edit class-of-service drop-profiles dp] hierarchy level..

Related
Documentation

Defining Packet Drop Behavior by Configuring RED Drop Profiles on page 332•

• Managing Congestion Using RED Drop Profiles and Packet Loss Priorities on page 329

Managing Congestion by Setting Packet Loss Priority for Different Traffic Flows

Supported Platforms MSeries,MXSeries, PTX Series, T Series
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By default, the least significant bit of the CoS value sets the packet loss priority (PLP)

value. For example, CoS value 000 is associated with PLP low, and CoS value 001 is

associated with PLP high. In general, you can change the PLP by configuring a behavior

aggregate (BA) or multifield classifier, as discussed in “Understanding How Behavior

Aggregate Classifiers Prioritize Trusted Traffic” on page 33 and “Overview of Assigning

Service Levels to Packets Based on Multiple Packet Header Fields” on page 91.

However, on Juniper Networks M320Multiservice Edge Routers, MX Series 3D Universal

Edge Routers, and T Series Core Routers and EXSeries switches that do not have tricolor

marking enabled, the loss priority can be configured by setting thePLPwithin amultifield

classifier or by behavior aggregate (BA) classifier. This setting can then be used by the

appropriate drop profile map and rewrite rule.

OnM320 routers andTSeries routerswithEnhanced II FlexiblePICConcentrators (FPCs)

and tricolor marking enabled, you can set the PLP with a BA or multifield classifier, as

described in “ConfiguringBehaviorAggregateClassifiers” onpage48and “UsingMultifield

Classifiers to Set Packet Loss Priority” on page 95.

On T Series routers with different Packet Forwarding Engines (non-Enhanced Scaling

and Enhanced Scaling FPCs), you can configure PLP bit copying for ingress and egress

unicast andmulticast traffic. To configure, include the copy-plp-all statement at the
[edit class-of-service] hierarchy level.

The following example shows a two-step procedure to override the default PLP settings

on M320 routers.

The first part of this example specifies that while the DSCP code points are 110, the loss

priority is set to high; however, on M320 routers, overriding the default PLP this way has

no effect.

1. Configure the classifier name and specify it as type as DSCP.

[edit]
user@host# edit class-of-service classifiers dscp ba-classifier

2. Specify the forwarding class

[edit class-of-service classifiers dscp ba-classifier]
user@host#set forwarding-classexpedited-forwarding loss-priorityhighcode-points
110

For M320 routers, use the following procedure to configure a multifield classifier that

sets the PLP.

1. Under the firewall statement, specify a name for the filter.

edit
user@host# edit firewall filter ef-filter

2. Specify the term name andmatch criteria you want to look for in incoming packets.

[edit firewall filter ef-filter]
user@host# set term ef-multifield from precedence 6
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3. Specify the action you want to take when a packet matches the conditions.

[edit firewall filter ef-filter]
user@host# set term ef-multifield then loss-priority high forwarding-class
expedited-forwarding

4. Verify your configuration.

[edit firewall]
user@host# show

filter ef-filter {
    term ef-multifield {
        from {
            precedence 6;
        }
        then {
            loss-priority high;
            forwarding-class expeditd-forwarding;
        }
    }
}

5. Save your configuration.

[edit firewall]
user@host# commit

Related
Documentation

Mapping PLP to RED Drop Profiles on page 339•

• Defining Packet Drop Behavior by Configuring RED Drop Profiles on page 332

• Determining Packet Drop Behavior by Configuring Drop Profile Maps for Schedulers

on page 335

• Configuring Schedulers on page 235

Mapping PLP to RED Drop Profiles

Supported Platforms MSeries,MXSeries, PTX Series, T Series
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Loss priority settings help determinewhich packets are dropped from the network during

periods of congestion. The software supports multiple packet loss priority (PLP)

designations: lowandhigh. (Inaddition,medium-lowandmedium-highPLPsaresupported

whenyouconfigure tricolormarking.)YoucansetPLPbyconfiguringabehavior aggregate

or multifield classifier.

A drop-profile map examines the loss priority setting of an outgoing packet: high,

medium-high,medium-low, low, or any.

Obviously, low,medium-low,medium-high, and high are relative terms, which by

themselves have nomeaning. Drop profiles define the meanings of the loss priorities. In

the following example, the low-drop drop profile defines the meaning of low PLP as a

10 percent drop probability when the fill level is 75 percent and a 40 percent drop

probabilitywhen the fill level is95percent. Thehigh-dropdropprofiledefines themeaning

of high PLP as a 50 percent drop probability when the fill level is 25 percent and a

90 percent drop probability when the fill level is 50 percent.

The following example procedure, configures a scheduler that includes two drop-profile

maps, which specify that packets are evaluated by the low-drop drop profile if they have

a low loss priority and are fromany protocol. Packets are evaluated by the high-dropdrop

profile if they have a high loss priority and are from any protocol.

1. Create the low drop profile.

[edit]
user@host# edit class-of-service drop-profiles low-drop

2. Specify values for interpolating the relationship between the queue fill level and drop

probability for the low drop profile.

[edit class-of-service drop-profiles low-drop]
user@host# edit interpolate
user@host# set drop-probability [10 40]
user@host# set fill-level [75 95]

3. Crate the high drop profile.

[edit class-of-service drop-profiles]
user@host# edit high-drop

4. Specify values for interpolating the relationship between the queue fill level and drop

probability for the high drop profile.

[edit class-of-service drop-profiles high-drop]
user@host# edit interpolate
user@host# set drop-probability [50 90]
user@host# set fill-level [25 50]

5. Specify the scheduler name.

[edit class-of-service]
user@host# edit schedulers best effort
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6. Define the loss-priority for each low drop profile.

[edit class-of-service schedulers best-effort]
user@host# setdrop-profile-map loss-priority lowprotocol anydrop-profile low-drop

7. Define the loss-priority for each high drop profile.

[edit class-of-service schedulers best-effort]
user@host#setdrop-profile-maploss-priorityhighprotocolanydrop-profilehigh-drop

8. Verify your configuration.

[edit class-of-service]
user@host# show

drop-profiles {
    low-drop {
        interpolate {
            fill-level [ 75 95 ];
            drop-probability [ 10 40 ];
        }
    }
    high-drop {
        interpolate {
            fill-level [ 25 50 ];
            drop-probability [ 50 90 ];
        }
    }
}

schedulers {
    best-effort {
        drop-profile-map loss-priority low protocol any drop-profile low-drop;

        drop-profile-map loss-priority high protocol any drop-profile high-drop;

    }
}

9. Save your configuration.

[edit class-of-service]
user@host# commit

Related
Documentation

Managing Congestion by Setting Packet Loss Priority for Different Traffic Flows on

page 337

•

• Defining Packet Drop Behavior by Configuring RED Drop Profiles on page 332

• Determining Packet Drop Behavior by Configuring Drop Profile Maps for Schedulers

on page 335

• Configuring Schedulers on page 235

ManagingCongestionon theEgress InterfacebyConfiguring theSchedulerBufferSize

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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Tocontrol congestion at theoutput stage, you can configure thedelay-buffer bandwidth.

The delay-buffer bandwidth provides packet buffer space to absorb burst traffic up to

the specified duration of delay. Once the specified delay buffer becomes full, packets

with 100 percent drop probability are dropped from the head of the buffer.

The default scheduler transmission rate for queues 0 through 7 are 95, 0, 0, 5, 0, 0, 0,

and 0 percent of the total available bandwidth.

The default buffer size percentages for queues 0 through 7 are 95, 0, 0, 5, 0, 0, 0, and

0 percent of the total available buffer. The total available buffer per queue differs by PIC

type.

To configure thebuffer size, include thebuffer-size statement at the [edit class-of-service

schedulers

scheduler-name] hierarchy level:

[edit class-of-service schedulers scheduler-name]
buffer-size (percent percentage | remainder | temporalmicroseconds);

For each scheduler, you can configure the buffer size as one of the following:

• A percentage of the total buffer. The total buffer per queue is based onmicroseconds

and differs by routing device type, as shown in Table 47 on page 342.

• The remaining buffer available. The remainder is the buffer percentage that is not

assigned to other queues. For example, if you assign 40 percent of the delay buffer to

queue 0, allow queue 3 to keep the default allotment of 5 percent, and assign the

remainder to queue 7, then queue 7 uses approximately 55 percent of the delay buffer.

• A temporal value, in microseconds. For the temporal setting, the queuing algorithm

starts dropping packets when it queues more than a computed number of bytes. This

maximum is computed bymultiplying the transmission rate of the queue by the

configured temporal value. The buffer size temporal value per queue differs by routing

device type, as shown in Table 47 on page 342. Themaximums apply to the logical

interface, not each queue.

NOTE: In general, the default temporal buffer value is inversely related to
the speed, or shaping rate, of the interface. As the speed of the interface
increases, the interface needs less and less buffer to hold data, as it is
possible for the interface to sendmore andmore data.

Table 47: Buffer Size Temporal Value Ranges by Routing Device Type

Temporal Value RangesRouting Devices

1 through 80,000microsecondsM320 and T Series router FPCs, Type 1 and Type 2
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Table 47: Buffer Size Temporal Value Ranges by Routing Device Type (continued)

Temporal Value RangesRouting Devices

1 through 50,000microseconds

For PICs with greater than 40 Gbps of total
bandwidth, the maximum temporal buffer
size that can be configured for a scheduler
is 40,000microseconds instead of
50,000microseconds.

M320 and T Series router FPCs, Type 3. All ES cards (Type 1, 2, 3, and 4).

1 through 100,000microsecondsM120 router FEBs and MX Series router nonenhanced Queuing DPCs, and EX
Series switches

1 through 100,000microsecondsM5, M7i, M10, and M10i router FPCs

1 through 200,000microsecondsOther M Series router FPCs

1 through 100,000microsecondsPTX Series Packet Transport Routers

1 through 100,000microsecondsIQ PICs on all routers

With Large Buffer Sizes Enabled

1 through 500,000microsecondsIQ PICs on all routers

Gigabit Ethernet IQ VLANs

1 through 400,000microsecondsWith shaping rate up to 10 Mbps

1 through 300,000microsecondsWith shaping rate up to 20Mbps

1 through 200,000microsecondsWith shaping rate up to 30Mbps

1 through 150,000microsecondsWith shaping rate up to 40Mbps

1 through 100,000microsecondsWith shaping rate above 40Mbps

For more information about configuring delay buffers, see the following subtopics:

• Configuring Large Delay Buffers for Slower Interfaces on page 344

• Configuring the MaximumDelay Buffer for NxDS0 Interfaces on page 348

• Example: Configuring Large Delay Buffers for Slower Interfaces on page 350

• Example: Configuring the Delay Buffer Value for a Scheduler on page 351

• Example: Configuring the Physical Interface Shaping Rate on page 353

• Complete Configuration on page 353

• Enabling and Disabling the Memory Allocation Dynamic per Queue on page 354
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Configuring Large Delay Buffers for Slower Interfaces

By default, T1, E1, and NxDS0 interfaces and DLCIs configured on channelized IQ PICs

are limited to 100,000microseconds of delay buffer. (The default average packet size

on the IQPIC is 40bytes.) For these interfaces, itmight be necessary to configure a larger

buffer size to prevent congestion and packet dropping. You can do so on the following

PICs:

• Channelized IQ

• 4-port E3 IQ

• Gigabit Ethernet IQ and IQ2

Congestion and packet dropping occurwhen large bursts of traffic are received by slower

interfaces. This happens when faster interfaces pass traffic to slower interfaces, which

is often the case when edge devices receive traffic from the core of the network. For

example, a 100,000-microsecond T1 delay buffer can absorb only 20 percent of a

5000-microsecond burst of traffic from an upstreamOC3 interface. In this case,

80 percent of the burst traffic is dropped.

Table 48 on page 344 shows some recommended buffer sizes needed to absorb typical

burst sizes from various upstream interface types.

Table 48: Recommended Delay Buffer Sizes

Recommended Buffer on
Downstream InterfaceDownstream InterfaceUpstream InterfaceLength of Burst

500,000microsecondsE1 or T1OC35000microseconds

100,000microsecondsE1 or T1E1 or T15000microseconds

100,000microsecondsE1 or T1T31000microseconds

To ensure that traffic is queued and transmitted properly on E1, T1, andNxDS0 interfaces

and DLCIs, you can configure a buffer size larger than the default maximum. To enable

larger buffer sizes to be configured:

1. Include theq-pic-large-buffer (large-scale |small-scale) statementat the [editchassis

fpc slot-number pic pic-number] hierarchy level.

[edit}
user@host# edit chassis fpc slot-number pic pic-number
user@host# set q-pic-large-buffer large-scale

If you specify the large-scale option, the feature supports a larger number of interfaces.

If you specify small-scale, the default, then the feature supports a smaller number of

interfaces.
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When you include the q-pic-large-buffer statement in the configuration, the larger buffer

is transparently available for allocation to scheduler queues. The larger buffermaximum

varies by interface type, as shown in Table 49 on page 345.

Table 49: MaximumDelay Buffer with q-pic-large-buffer Enabled by
Interface

MaximumBuffer SizePlatform, PIC, or Interface Type

With Large Buffer Sizes Not Enabled

80,000microsecondsM320 and T Series router FPCs, Type 1 and Type 2

50,000microsecondsM320 and T Series router FPCs, Type 3

200,000microsecondsOther M Series router FPCs

100,000microsecondsIQ PICs on all routers

With Large Buffer Sizes Enabled

Channelized T3 and channelized OC3 DLCIs—Maximum sizes vary by shaping rate:

4,000,000microsecondsWith shaping rate from 64,000 through 255,999 bps

2,000,000microsecondsWith shaping rate from 256,000 through 511,999 bps

1,000,000microsecondsWith shaping rate from 512,000 through 1,023,999 bps

500,000microsecondsWith shaping rate from1,024,000through2,048,000bps

400,000microsecondsWith shaping rate from 2,048,001 bps through 10 Mbps

300,000microsecondsWith shaping rate from 10,000,001 bps through 20Mbps

200,000microsecondsWith shaping rate from20,000,001 bps through30Mbps

150,000microsecondsWith shaping rate from30,000,001bps through40Mbps

100,000microsecondsWith shaping rate from 40,000,001 bps and above

NxDS0 IQ Interfaces—Maximum sizes vary by channel size:

4,000,000microseconds1xDSO through 3xDS0

2,000,000microseconds4xDSO through 7xDS0

1,000,000microseconds8xDSO through 15xDS0

500,000microseconds16xDSO through 32xDS0

500,000microsecondsOther IQ interfaces
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If you configure adelaybuffer larger than thenewmaximum, the candidate configuration

can be committed successfully. However, the setting is rejected by the packet forwarding

component and a system log warning message is generated.

For interfaces that support DLCI queuing, the large buffer is supported for DLCIs onwhich

the configured shaping rate is less than or equal to the physical interface bandwidth. For

instance, when you configure a Frame Relay DLCI on a Channelized T3 IQ PIC, and you

configure theshaping rate tobe 1.5Mbps, theamountofdelaybuffer that canbeallocated

to the DLCI is 500,000microseconds, which is equivalent to a T1 delay buffer. For more

information about DLCI queuing, see “Applying Scheduler Maps and Shaping Rate to

DLCIs and VLANs” on page 277.

For NxDS0 interfaces, the larger buffer sizes can be up to 4,000,000microseconds,

depending on the number of DS0 channels in the NxDS0 interface. For slower NxDS0

interfaces with fewer channels, the delay buffer can be relatively larger than for faster

NxDS0 interfaces with more channels. This is shown in Table 51 on page 349.

Youcanallocate thedelaybuffer aseither apercentageor a temporal value. The resulting

delay buffer is calculated differently depending how you configure the delay buffer, as

shown in Table 50 on page 346.

Table 50: Delay-Buffer Calculations

ExampleFormula
Delay Buffer
Configuration

If you configure a queue on a T1 interface to use
30 percent of the available delay buffer, the queue
receives 28,125 bytes of delay buffer:

sched-expedited {
transmit-rate percent 30;
buffer-size percent 30;

}

1.5 Mbps * 0.3 * 500,000microseconds = 225,000 bits
= 28,125 bytes

available interface bandwidth *
configured percentage buffer-size *
maximumbuffer = queue buffer

Percentage

If you configure a queue on a T1 interface to use
500,000microseconds of delay buffer and you configure
the transmission rate to be 20 percent, the queue receives
18,750 bytes of delay buffer:

sched-best {
transmit-rate percent 20;
buffer-size temporal 500000;

}

1.5 Mbps * 0.2 * 500,000microseconds = 150,000 bits
= 18,750 bytes

available interface bandwidth *
configured percentage transmit-rate *
configuredtemporalbuffer-size=queuebuffer

Temporal
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Table 50: Delay-Buffer Calculations (continued)

ExampleFormula
Delay Buffer
Configuration

In this example, the delay buffer is allocated twice the
transmit rate. Maximum delay buffer latency can be up to
twice the500,000-microseconddelaybuffer if thequeue’s
transmit rate cannot exceed the allocated transmit rate.

sched-extra-buffer {
transmit-rate percent 10;
buffer-size percent 20;

}

Percentage, with
buffer size larger
than transmit
rate

For total bundle bandwidth < T1 bandwidth,
the delay-buffer rate is 1 second.

For total bundlebandwidth>=T1bandwidth,
the delay-buffer rate is 200milliseconds
(ms).

FRF.16 LSQ
bundles
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Configuring theMaximumDelay Buffer for NxDS0 Interfaces
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Because NxDS0 interfaces carry less bandwidth than a T1 or E1 interface, the buffer size

onanNxDS0 interfacecanbe relatively larger, dependingon thenumberofDS0channels

combined. Themaximum delay buffer size is calculated with the following formula:

Interface Speed *MaximumDelay Buffer Time = Delay Buffer Size

For example, a 1xDS0 interface has a speed of 64 kilobits per second (Kbps). At this rate,

themaximum delay buffer time is 4,000,000microseconds. Therefore, the delay buffer

size is 32 kilobytes (KB):

64 Kbps * 4,000,000microseconds = 32 KB

Table 51 on page 349 shows the delay-buffer calculations for 1xDS0 through 32xDS0

interfaces.

Table 51: NxDS0 Transmission Rates and Delay Buffers

Delay Buffer SizeInterface Speed

1xDS0 Through 4xDS0: MaximumDelay Buffer Time Is 4,000,000Microseconds

32 KB1xDS0: 64 Kbps

64 KB2xDS0: 128 Kbps

96 KB3xDS0: 192 Kbps

4xDS0 Through 7xDS0: MaximumDelay Buffer Time Is 2,000,000Microseconds

64 KB4xDS0: 256 Kbps

80 KB5xDS0: 320 Kbps

96 KB6xDS0: 384 Kbps

112 KB7xDS0: 448 Kbps

8xDS0 Through 15xDS0: MaximumDelay Buffer Time Is 1,000,000Microseconds

64 KB8xDS0: 512 Kbps

72 KB9xDS0: 576 Kbps

80 KB10xDS0: 640 Kbps

88 KB11xDS0: 704 Kbps

96 KB12xDS0: 768 Kbps

104 KB13xDS0: 832 Kbps

112 KB14xDS0: 896vKbps

120 KB15xDS0: 960 Kbps
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Table 51: NxDS0 Transmission Rates and Delay Buffers (continued)

Delay Buffer SizeInterface Speed

16xDS0 Through 32xDS0: MaximumDelay Buffer Time Is 500,000Microseconds

64 KB16xDS0: 1024 Kbps

68 KB17xDS0: 1088 Kbps

72 KB18xDS0: 1152 Kbps

76 KB19xDS0: 1216 Kbps

80 KB20xDS0: 1280 Kbps

84 KB21xDS0: 1344 Kbps

88 KB22xDS0: 1408 Kbps

92 KB23xDS0: 1472 Kbps

96 KB24xDS0: 1536 Kbps

100 KB25xDS0: 1600 Kbps

104 KB26xDS0: 1664 Kbps

108 KB27xDS0: 1728 Kbps

112 KB28xDS0: 1792 Kbps

116 KB29xDS0: 1856 Kbps

120 KB30xDS0: 1920 Kbps

124 KB31xDS0: 1984 Kbps

128 KB32xDS0: 2048 Kbps

Example: Configuring Large Delay Buffers for Slower Interfaces

Set large delay buffers on interfaces configured on a Channelized OC12 IQ PIC. The CoS

configurationbindsaschedulermap to the interface specified in thechassis configuration.

For information about the delay-buffer calculations in this example, see

Table 50 on page 346.

To configure a large delay buffer:

1. Specify the FPC and PIC for which you want to configure large delay buffers.

[edit]
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user@host# edit chassis fpc 0 pic 0

2. Enable large delay buffering.

[edit chassis fpc 0 pic 0]
user@host# set q-pic-large-buffer

3. Specify the maximum number of queues per interface.

[edit chassis fpc 0 pic 0]
user@host# setmax-queues-per-interface 8

4. Verify the configuration.

[edit chassis fpc 0 pic 0]
user@host# show

q-pic-large-buffer {
    large-scale;
}
max-queues-per-interface 8;

5. Save the configuration.

[edit chassis]
user@host# commit

Example: Configuring the Delay Buffer Value for a Scheduler

You can assign to a physical or logical interface, a scheduler map that is composed of

different schedulers (or queues). The physical interface’s large delay buffer can be

distributed to thedifferent schedulers (or queues) using the transmit-rateandbuffer-size

statements at the [edit class-of-service schedulers scheduler-name] hierarchy level.

This example shows two schedulers, sched-best and sched-exped, with the delay buffer

size configured as a percentage (20 percent) and temporal value

(300,000microseconds), respectively. The sched-best scheduler has a transmit rate of

10 percent. The sched-exped scheduler has a transmit rate of 20 percent.

The sched-best scheduler’s delay buffer is twice that of the specified transmit rate of

10 percent. Assuming that the sched-best scheduler is assigned to a T1 interface, this

scheduler receives 20 percent of the total 500,000microseconds of the T1 interface’s

delay buffer. Therefore, the scheduler receives 18,750 bytes of delay buffer:

available interface bandwidth * configured percentage buffer-size *maximum buffer
= queue buffer

1.5 Mbps * 0.2 * 500,000microseconds = 150,000 bits = 18,750 bytes

Assuming that the sched-exped scheduler is assigned to a T1 interface, this scheduler

receives 300,000microsecondsof theT1 interface’s 500,000-microseconddelaybuffer

with the traffic rate at 20 percent. Therefore, the scheduler receives 11,250 bytes of delay

buffer:
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available interface bandwidth * configured percentage transmit-rate
* configured temporal buffer-size = queue buffer

1.5 Mbps * 0.2 * 300,000microseconds = 90,000 bits = 11,250 bytes

To configure this example:

1. Configure the sched-best scheduler.

[edit]
user@host# edit class-of-service schedulers sched-best

2. Specify the transmit-rate of 10 percent.

[edit class-of-service schedulers sched-best]
user@host# set transmit-rate percent 10

3. Specify the buffer size as 20 percent.

[edit class-of-service schedulers sched-best]
user@host# set buffer-size percent 20

4. Configure the sched-exped scheduler.

[edit]
user@host# up
[edit class-of-service schedulers]
user@host# edit sched-exped

5. Specify the transmit-rate of 20 percent.

[edit class-of-service schedulers sched-exped]
user@host# set transmit-rate percent 20

6. Specify the buffer size temporal value (300,000microseconds).

[edit class-of-service schedulers sched-exped]
user@host# set buffer-size temporal 300000

7. Verify the configuration.

[edit]
user@host# show class-of-service

schedulers {
    sched-best {
        transmit-rate percent 10;
        buffer-size percent 20;
    }
    sched-exped {
        transmit-rate percent 20;
        buffer-size temporal 300k;
    }
}

8. Save the configuration.
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[edit]
user@host# commit

Example: Configuring the Physical Interface Shaping Rate

In general, the physical interface speed is the basis for calculating the delay buffer size.

However, when you include the shaping-rate statement, the shaping rate becomes the

basis for calculating thedelaybuffer size. Formore information, seeTable51 onpage349.

This example configures the shaping rate on a T1 interface to 200 Kbps, which means

that theT1 interfacebandwidth is set to200Kbps insteadof 1.5Mbps.Because200Kbps

is less than 4xDS0, this interface receives 4 seconds of delay buffer, or 800 Kbps of

traffic, which is 800 KB for a full second.

1. Specify the interface on which you want to configure the shaping rate..

[edit]
user@host# edit class-of-service interfaces t1-0/0/0:1:1

2. Specify the shaping rate.

[edit class-of-service interfaces t1-0/0/0:1:1]
user@host# set shaping-rate 200k

3. Verify the configuration.

[edit class-of-service]
user@host# show

interfaces {
    t1-0/0/0:1:1 {
        shaping-rate 200k;
    }
}

4. Save the configuration.

[edit]
user@host# commit

Complete Configuration

ThisexampleshowsaChannelizedOC12 IQPIC inFPCslot0,PICslot0andachannelized
T1 interfacewithFrameRelayencapsulation. It also showsaschedulermapconfiguration
on the physical interface.

chassis {
fpc 0 {
pic 0 {
q-pic-large-buffer;
max-queues-per-interface 8;

}
}

}
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interfaces {
coc12-0/0/0 {
partition 1 oc-slice 1 interface-type coc1;

}
coc1-0/0/0:1 {
partition 1 interface-type t1;

}
t1-0/0/0:1:1 {
encapsulation frame-relay;
unit 0 {
family inet {
address 10.1.1.1/24;

}
dlci 100;

}
}

}
class-of-service {
interfaces {
t1-0/0/0:1:1 {
scheduler-map smap-1;

}
}
scheduler-maps {
smap-1 {
forwarding-class best-effort scheduler sched-best;
forwarding-class expedited-forwarding scheduler sched-exped;
forwarding-class assured-forwarding scheduler sched-assure;
forwarding-class network-control scheduler sched-network;

}
}
schedulers {
sched-best {
transmit-rate percent 40;
buffer-size percent 40;

}
sched-exped {
transmit-rate percent 30;
buffer-size percent 30;

}
sched-assure {
transmit-rate percent 20;
buffer-size percent 20;

}
sched-network {
transmit-rate percent 10;
buffer-size percent 10;

}
}

}

Enabling and Disabling theMemory Allocation Dynamic per Queue

In the JunosOS, thememoryallocationdynamic (MAD) is amechanismthatdynamically

provisions extra delay buffer when a queue is using more bandwidth than it is allocated
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in the transmit rate setting. With this extra buffer, queues absorb traffic bursts more

easily, thus avoiding packet drops. TheMADmechanism can provision extra delay buffer

only when extra transmission bandwidth is being used by a queue. This means that the

queuemight have packet drops if there is no surplus transmission bandwidth available.

For Juniper Networks M320Multiservice Edge Routers, MX Services 3D Universal Edge

Routers, and T Series Core Routers and EX Series switches only, the MADmechanism is

enabled unless the delay buffer is configured with a temporal setting for a given queue.

TheMADmechanism isparticularlyuseful for forwardingclassescarrying latency-immune

traffic for which the primary requirement is maximum bandwidth utilization. In contrast,

for latency-sensitive traffic, you might wish to disable the MADmechanism because

large delay buffers are not optimum.

MAD support is dependent on the FPC and Packet Forwarding Engine, not the PIC. All

M320,MXSeries, andTSeries router andEXSeries switches’ FPCsandPacketForwarding

Engines support MAD. No Modular Port Concentrators (MPCs) and IQ, IQ2, IQ2E or IQE

PICs support MAD.

To enable the MADmechanism on supported hardware:

1. Include the buffer-size percent statement at the [edit class-of-service schedulers

scheduler-name] hierarchy level:

[edit class-of-service schedulers scheduler-name]
user@host# set buffer-size percent percentage

Theminimum buffer allocated to any queue is 18,432 bytes. If a queue is configured to

have a buffer size less than 18K, the queue retains a buffer size of 18,432 bytes.

If desired, you can configure a buffer size that is greater than the configured transmission

rate. Thebuffer canaccommodatepacketbursts that exceed theconfigured transmission

rate, if sufficient excess bandwidth is available. For example:

class-of-service {
schedulers {
sched-best {
transmit-rate percent 20;
buffer-size percent 30;

}
}

}

As stated previously, you can use a temporal delay buffer configuration to disable the

MADmechanism on a queue, thus limiting the size of the delay buffer. However, the

effective buffer latency for a temporal queue is bounded not only by the buffer size value

but also by the associated drop profile. If a drop profile specifies a drop probability of

100 percent at a fill-level less than 100 percent, the effective maximum buffer latency

is smaller than the buffer size setting. This is because the drop profile specifies that the

queue drop packets before the queue’s delay buffer is 100 percent full.

Such a configuration might look like the following example:

class-of-service {
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drop-profiles {
plp-high {
fill-level 70 drop-probability 100;

}
plp-low {
fill-level 80 drop-probability 100;

}
}
schedulers {
sched {
buffer-size temporal 500000;
drop-profile-map loss-priority low protocol any drop-profile plp-low;
drop-profile-map loss-priority high protocol any drop-profile plp-high;
transmit-rate percent 20;

}
}

}

Related
Documentation

buffer-size (Schedulers) on page 967•

• schedulers (CoS) on page 1158

• q-pic-large-buffer

• schedulers (CoS) on page 1158

Managing Transient Traffic Bursts by ConfiguringWeighted RED Buffer Occupancy

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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By default, RED is performed based on instantaneous buffer occupancy information.

However, IQ-PICs can be configured to useweighted average buffer occupancy

information. This option is configured on a per-PIC basis and applies to the following

IQ-PICs:

• Channelized T1/T3

• Channelized E1/E3

• Channelized OC3/STM1

• Channelized OC12

If you configure this feature on an unsupported PIC, you see an error message.

If you configure this feature on a channelized OC12 intelligent queuing (IQ) interface, the

PIC reboots.

When weighted average buffer occupancy is configured, you configure a weight value

for averaged buffer occupancy calculations. This weight value is expressed as a negative

exponential value of 2 in a fractional expression. For example, a configured weight value

of 2 would be expressed as 1/( 2²) = 1/4. If a configured weight value was configured as

1 (the default), the value would be expressed as 1/( 2¹) = 1/2.

This calculated weight value is applied to the instantaneous buffer occupancy value to

determine the new value of the weighted average buffer occupancy. The formula to

derive the newweighted average buffer occupancy is:

new average buffer occupancy =weight value * instantaneous buffer occupancy + (1 –

weight value) * current average buffer occupancy

For example, if the weight exponent value is configured as 3 (giving a weight value of

1/2³ = 1/8), the formula used to determine the new average buffer occupancy based on

the instant buffer usage is:

new average buffer occupancy = 1/8 * instantaneous buffer occupancy + (7/8) * current

average buffer occupancy

The valid operational range for the weight value on IQ-PICs is 0 through 31. A value of 0

results in the average buffer occupancy being the same as the instantaneous buffer

occupancy calculations. Values higher than 31 can be configured, but in these cases the

current maximum operational value of 31 is used for buffer occupancy calculations.

NOTE: The show interfaces commandwith the extensive option displays the

configured value for the RED buffer occupancyweight exponent. However, in

all suchcases, thecurrentoperationalmaximumvalueof31 is used internally.

To configure weighted average buffer occupancy:

1. Specify the FPC slot number and Q-PIC number on which you want to configure RED

weighted average buffer occupancy calculations:
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[edit]
user@host# edit chassis fpc slot-number pic pic-number red-buffer-occupancy
weighted-averaged

2. Specify the weight exponent value.

[editchassis fpcslot-numberpicpic-number red-buffer-occupancyweighted-averaged]
user@host# set instant-usage-weight-exponent exponent-value

3. Verify your configuration.

[edit chassis]
user@host# show

For example:

[edit chassis]
user@montag# show
fpc 1 {
    pic 1 {
        red-buffer-occupancy {
            weighted-averaged {
                instant-usage-weight-exponent 3;
            }
        }
    }
}

4. Save your configuration.

[edit chassis]
user@host# commit

Related
Documentation

Example: Managing Transient Traffic Bursts by ConfiguringWeighted RED Buffer

Occupancy on page 358

•

• red-buffer-occupancy on page 1140

Example: Managing Transient Traffic Bursts by ConfiguringWeighted RED Buffer
Occupancy

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

This topic provides two examples for configuring the weighted RED buffer occupancy

feature to manage traffic bursts.

• Requirements on page 359

• Overview on page 359

• Configuration on page 359
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Requirements

Weighted RED buffer occupancy is configured on a per-PIC basis and applies to only the

following IQ-PICs:

• Channelized T1/T3

• Channelized E1/E3

• Channelized OC3/STM1

• Channelized OC12

If you configure this feature on an unsupported PIC, you see an error message.

NOTE: If youconfigure this featureonachannelizedOC12 intelligentqueuing
(IQ) interface, the PIC reboots.

Overview

Tomanage traffic bursts on IQ PICs, you can base RED queuemanagement onweighted

average buffer occupancy values. This topic provides two examples for configuring

weighted RED buffer occupancy feature to manage traffic bursts.

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, and then copy and paste the commands into the CLI.

ToconfigureaQ-PIC touseaweight valueof 1/2 inaveragebuffer occupancycalculations:

[edit]
edit chassis fpc 0 pic 1
set red-buffer-occupancy weighted-averaged instant-usage-weight-exponent 1

ToconfigureaQ-PIC touseaweight valueof 1/4 inaveragebuffer occupancycalculations:

[edit]
edit chassis fpc 0 pic 1
set red-buffer-occupancy weighted-averaged instant-usage-weight-exponent 2

Example: Configuring a Q-PIC to Use aWeight Value of 1/2 in Average Buffer
Occupancy Calculations

Step-by-Step
Procedure

ToconfigureaQ-PIC touseaweight valueof 1/2 inaveragebuffer occupancycalculations:

Specify the Q-PIC.1.

[edit]
user@host# edit chassis fpc 1 pic 0

2. Configure the RED queuemanagement values.
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[edit chassis fpc 1 pic 0]
user@host# set red-buffer-occupancy weighted-averaged
instant-usage-weight-exponent 1

Example: Configuring a Q-PIC to Use aWeight Value of 1/4 in Average Buffer
Occupancy Calculations

Step-by-Step
Procedure

ToconfigureaQ-PIC touseaweight valueof 1/4 inaveragebuffer occupancycalculations:

Specify the Q-PIC.1.

[edit]
user@host# edit chassis fpc 1 pic 1

2. Configure the RED queuemanagement values.

[edit chassis fpc 1 pic 1]
user@host# set red-buffer-occupancy weighted-averaged
instant-usage-weight-exponent 2

Results

From configurationmode, confirm your configuration by entering the show command at

the [edit chassis fpc 1] hierarchy level. If the output does not display the intended

configuration, repeat the instructions in this example to correct the configuration.

[edit chassis fpc 1]
user@host# show

red-buffer-occupancy {
    weighted-averaged {
        instant-usage-weight-exponent 1;
    }
}
red-buffer-occupancy {
    weighted-averaged {
        instant-usage-weight-exponent 2;
    }
}

Enter commit from configuration mode.

Related
Documentation

• Managing Transient Traffic Bursts by ConfiguringWeighted RED Buffer Occupancy on

page 356

• red-buffer-occupancy on page 1140
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CHAPTER 10

Altering Outgoing Packet Headers Using
Rewrite Rules

• Rewriting Packet Headers to Ensure Forwarding Behavior on page 361

• Applying Default Rewrite Rules on page 363

• Configuring Rewrite Rules on page 365

• Configuring Rewrite Rules Based on PLP on page 366

• Applying IEEE 802.1p Rewrite Rules to Dual VLAN Tags on page 367

• Applying IEEE 802.1ad Rewrite Rules to Dual VLAN Tags on page 368

• Rewriting IEEE 802.1p Packet Headers with an MPLS EXP Value on page 369

• Setting IPv6 DSCP and MPLS EXP Values Independently on page 371

• Configuring DSCP Values for IPv6 Packets Entering the MPLS Tunnel on page 372

• Setting Ingress DSCP Bits for Multicast Traffic over Layer 3 VPNs on page 373

• Applying Rewrite Rules to Output Logical Interfaces on page 374

• Rewriting MPLS and IPv4 Packet Headers on page 376

• Defining a Custom Frame Relay Loss Priority Map on page 380

• Example: Per-Node Rewriting of EXP Bits on page 381

• Example: Rewriting CoS Information at the Network Border to Enforce CoS

Strategies on page 382

• Example: Remarking Diffserv Code Points to MPLS EXPs to Carry CoS Profiles Across

a Service Provider’s L3VPNMPLS Network on page 392

• Example: Remarking Diffserv Code Points to 802.1P PCPs to Carry CoS Profiles Across

a Service Provider’s VPLS Network on page 415

• Assigning Rewrite Rules on a Per-Customer Basis Using Policy Maps

Overview on page 436

• Configuring PolicyMaps toAssignRewrite Rules on aPer-Customer Basis on page438

Rewriting Packet Headers to Ensure Forwarding Behavior

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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As packets enter or exit a network, edge routers might be required to alter the

class-of-service (CoS) settings of the packets. Rewrite rules set the value of the CoS

bits within the packet’s header. Each rewrite rule reads the current forwarding class and

loss priority information associated with the packet, locates the chosen CoS value from

a table, and writes this CoS value into the packet header.

In effect, the rewrite rule performs the opposite function of the behavior aggregate (BA)

classifier usedwhen thepacketenters the routingdevice.As thepacket leaves the routing

platform, the final CoS action is generally the application of a rewrite rule.

You configure rewrite rules to alter CoS values in outgoing packets on the outbound

interfaces of an edge router to meet the policies of a targeted peer. This allows the

downstream routing device in a neighboring network to classify each packet into the

appropriate service group.

In addition, you often need to rewrite a givenmarker (IP precedence, Differentiated

Services codepoint [DSCP], IEEE802.1p, orMPLSEXPsettings)at the inbound interfaces

of an edge router to accommodate BA classification by core devices.

Figure 39 on page 362 shows a flow of packets through four routing devices. Router A

rewrites theCoSbits in incomingpacket toaccommodate theBAclassificationperformed

by Routers B and C. Router D alters the CoS bits of the packets before transmitting them

to the neighboring network.

Figure 39: Packet Flow Across the Network

For every incoming packet, the ingress classifier decodes the ingress CoS bits into a

forwarding class andpacket loss priority (PLP) combination. The egressCoS information

depends on which type of rewrite marker is active, as follows:

• For Multiprotocol Label Switching (MPLS) EXP and IEEE 802.1 rewritemarkers, values

are derived from the forwarding class and PLP values in rewrite rules. MPLS EXP and

IEEE802.1markersarenotpreservedbecause theyarepartof theLayer2encapsulation.

• For IP precedence and DiffServ code point (DSCP) rewrite markers, the marker alters

the first three bits on the type-of-service (ToS) byte while leaving the last three bits

unchanged.

To configure CoS rewrite rules, you define the rewrite rule and apply it to an interface.
Include the following statements at the [edit class-of-service] hierarchy level:

[edit class-of-service]
interfaces {
interface-name {
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unit logical-unit-number {
rewrite-rules {
dscp (rewrite-name | default)protocol protocol-types;
dscp-ipv6 (rewrite-name | default);
exp (rewrite-name | default)protocol protocol-types;
exp-push-push-push default;
exp-swap-push-push default;
ieee-802.1 (rewrite-name | default) vlan-tag (outer | outer-and-inner);
ieee-802.1ad (rewrite-name | default) vlan-tag (outer | outer-and-inner);
inet-precedence (rewrite-name | default)protocol protocol-types;

}
}

}
}
rewrite-rules {
(dscp | dscp-ipv6 | exp | frame-relay-de | ieee-802.1 | inet-precedence) rewrite-name {
import (rewrite-name | default);
forwarding-class class-name {
loss-priority level code-point (alias | bits);

}
}

}

Applying Default Rewrite Rules

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Bydefault, rewrite rulesarenotusually applied to interfaces. If youwant toapplya rewrite

rule, you can either design your own rule and apply it to an interface, or you can apply a

default rewrite rule.

NOTE: The lone exception is that non-MPCMPLS-enabled interfaces use
the default EXP rewrite rule, even if not configured.

To apply default rewrite rules, include one or more of the following statements at the

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]

hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]
dscp default;
dscp-ipv6 default;
exp default;
ieee-802.1 default vlan-tag (outer | outer-and-inner);
inet-precedence default;

Table 52 on page 364 shows the default rewrite rule mappings. These are based on the

default bit definitions of DSCP, DSCP IPv6, EXP, IEEE, and IP CoS values, as shown in

“Default Aliases for CoS Value Bit Patterns Overview” on page 43, and the default

forwarding classes shown in “Default Forwarding Classes” on page 188.

When the software detects packets whose CoS values match the forwarding class and

PLPvalues in the first twocolumns inTable52onpage364, thesoftwaremaps theheader

bits of thosepackets to the code-point aliases in the last column inTable52onpage364.
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The code-point aliases in the last columnmap to the CoS bits shown in “Default Aliases

for CoS Value Bit Patterns Overview” on page 43.

Table 52: Default Packet Header Rewrite Mappings

Map to DSCP/DSCP IPv6/ EXP/IEEE/IP
PLP
ValueMap from Forwarding Class

eflowexpedited-forwarding

efhighexpedited-forwarding

af11lowassured-forwarding

af12 (DSCP/DSCP IPv6/EXP)highassured-forwarding

belowbest-effort

behighbest-effort

nc1/cs6lownetwork-control

nc2/cs7highnetwork-control

In the following example, the so-1/2/3.0 interface is assigned the default DSCP rewrite

rule. One result of this configuration is that each packet exiting the interface with the

expedited-forwarding forwarding class and the high or low loss priority has its DSCP bits

rewritten to the DSCP ef code-point alias. “Default Aliases for CoS Value Bit Patterns

Overview” on page 43 shows that this code-point alias maps to the 101110 bits.

Another result of this configuration is that all packets exiting the interface with the

best-effort forwarding class and the high or low loss priority have their EXP bits rewritten

to the EXP be code-point alias.“Default Aliases for CoS Value Bit Patterns Overview” on

page 43 shows that this code-point alias maps to the 000 bits.

To evaluate all the implications of this example, see “Default Aliases for CoS Value Bit

Patterns Overview” on page 43 and Table 52 on page 364.

class-of-service {
interfaces {
so-1/2/3 {
unit 0 {
rewrite-rules {
dscp default;

}
}

}
}

}

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•
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Configuring Rewrite Rules

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

You define markers in the rewrite rules section of the CoS configuration hierarchy and

reference them in the logical interface configuration. This model supports marking on

the DSCP, DSCP IPv6, IP precedence, IEEE 802.1, and MPLS EXP CoS values.

To configure a rewrite-rules mapping and associate it with the appropriate forwarding

class and code-point alias or bit set, include the rewrite-rules statement at the

[edit class-of-service] hierarchy level:

[edit class-of-service]
rewrite-rules {
(dscp | dscp-ipv6 | exp | ieee-802.1 |ieee-802.1ad | inet-precedence) rewrite-name {
import (rewrite-name | default);
forwarding-class class-name {
loss-priority level code-point (alias | bits);

}
}

}

NOTE: The inet-precedence statement is supported on PTX Series routers

only when network services is set to enhanced-mode. For more information,

see enhanced-mode.

The rewrite rule sets the code-point aliases and bit patterns for a specific forwarding

class and PLP. The inputs for the map are the forwarding class and the PLP. The output

of the map is the code-point alias or bit pattern. For more information about how CoS

maps work, see “Mapping CoS Component Inputs to Outputs” on page 10.

By default, IP precedence rewrite rules alter the first three bits on the type-of-service

(ToS) byte while leaving the last three bits unchanged. This default behavior is not

configurable. The default behavior applies to rules you configure by including the

inet-precedence statement at the [edit class-of-service rewrite-rules] hierarchy level. The

default behavior also applies to rewrite rules you configure for MPLS packets with IPv4

payloads. You configure these types of rewrite rules by including thempls-inet-both or

mpls-inet-both-non-vpnoptionat the [edit class-of-service interfaces interface-nameunit

logical-unit-number rewrite-rules exp rewrite-rule-name protocol] hierarchy level.

On theM320,T1600,andMX960routersandEXSeries switches, if youconfigurevlan-vpls

encapsulation and add an IEEE 802.1 header on aGigabit Ethernet or 10Gigabit Ethernet

interface to output traffic, but do not apply an IEEE 802.1 rewrite rule, then the default

IEEE802.1 rewrite rule is ignored and the IEEE802.1p bits are set tomatch the forwarding

class queue.

IntegratedBridgingandRouting (IRB) interfacesare used to tie together Layer 2 switched

and Layer 3 routed domains on MX routers. MX routers support classifiers and rewrite

rules on the IRB interface at the [edit class-of-service interfaces irb unit
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logical-unit-number] level of the hierarchy. All types of classifiers and rewrite rules are

allowed, including IEEE 802.1p.

NOTE: The IRB classifiers and rewrite rules are used only for routed packets;
in otherwords, it is for traffic that originated in the Layer 2domain and is then
routed through IRB into theLayer3domain, or viceversa.Only IEEEclassifiers
and IEEE rewrite rules are allowed for pure Layer 2 interfaces within a bridge
domain.

NOTE: The forwarding class is determined by ingress classification.

Related
Documentation

Applying Rewrite Rules to Output Logical Interfaces on page 374•

• Applying Egress Interface Rewrite Rules to the IEEE 802.1p Field for All Host Outbound

Traffic on the Interface on page 483

Configuring Rewrite Rules Based on PLP

Supported Platforms EX Series,MSeries, PTX Series, T Series

Rewrite rules take action on outgoing packets. When tricolor marking (TCM) is enabled,

routers support four rewrite packet loss priority (PLP) designations: low,medium-low,

medium-high, and high. To include the PLP for a rewrite rule, include the following

statements at the [edit class-of-service] hierarchy level:

[edit class-of-service]
rewrite-rules {
(dscp | dscp-ipv6 | exp | ieee-802.1 | inet-precedence) rewrite-name {
import (rewrite-name | default);
forwarding-class class-name {
loss-priority (low | medium-low | medium-high | high) code-point (alias | bits);

}
}

}

In Junos OS, rewrite rules only look at the forwarding class and packet loss priority of the

packet (as assigned by a behavior aggregate or multifield classifier at ingress), not at

the incoming CoS value, to determine the CoS value to write to the packet header at

egress. The inputs for a rewrite rule are the forwarding class and the PLP. The output for

a rewrite rule are the CoS values. In other words, a rewrite rule sets the CoS value for

each packet exiting the interface with a specified forwarding class and PLP.

For example, if you configure the following, the 000000 CoS value is assigned to all

packets exiting the interface with the assured-forwarding forwarding class and

medium-high PLP:

class-of-service {
rewrite-rules {
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dscp dscp-rw {
forwarding-class assured-forwarding {
loss-priority medium-high code-point 000000;

}
}

}
}

Touse this classifier, youmustconfigure thesettings for theassured-forwarding forwarding

class at the [edit class-of-service forwarding-classes queue queue-number

assured-forwarding] hierarchy level. For more information, see “Understanding How

Forwarding Classes Assign Classes to Output Queues” on page 185.

Applying IEEE 802.1p Rewrite Rules to Dual VLAN Tags

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

By default, when you apply an IEEE 802.1p rewrite rule to an output logical interface, the

software rewrites the IEEE bits in the outer VLAN tag only.

For Gigabit Ethernet IQ2 PICs, 10-port 10-Gigabit OSE PICs, and 10-Gigabit Ethernet IQ2

PICs only, you can rewrite the IEEE bits in both the outer and inner VLAN tags of the

tagged Ethernet frames. When you enable class of service (CoS) rewrite for both tags,

the same IEEE 802.1p rewrite table is used for the inner and outer VLAN tag.

For IQ PICs, you can only configure one IEEE 802.1 rewrite rule on a physical port. All

logical ports (units) on that physical port should apply the same IEEE 802.1 rewrite rule.

To rewrite both the outer and inner VLAN tags, include the vlan-tag outer-and-inner

statement at the [edit class-of-service interfaces interface-name unit logical-unit-number

rewrite-rules ieee-802.1 (rewrite-name | default)] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules
ieee-802.1 (rewrite-name | default)]

vlan-tag outer-and-inner;

To explicitly specify the default behavior, include the vlan-tag outer statement at the

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules

ieee-802.1 (rewrite-name | default)] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules
ieee-802.1 (rewrite-name | default)]

vlan-tag outer;

For more information about VLAN tags, see the Junos OS Network Interfaces Library for

Routing Devices.

On MX routers and EX Series switches, you can perform IEEE 802.1p and DEI rewriting

based on forwarding class and PLP at the VPLS ingress PE. You rewrite (mark) the IEEE

802.1p or DEI bits on frames at the VPLS ingress PE based on the value of the forwarding

class and PLP established for the traffic. You can rewrite either the outer tag only or the

outer and inner tag.When both tags are rewritten, both get the same value. To configure

these rewrite rules, include the ieee-802.1 statement at the [edit class-of-services

routing-instance routing-instance-name rewrite-rules] hierarchy level.
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NOTE: For MX80, MX240, MX480, andMX960 routers with MPC/MICs,
rewrite on LSI interfaces is not supported (the routers, with DPC, do support
rewrite on LSI interfaces).

On routing deviceswith IQ2 or IQ2-E PICs, you can perform IEEE 802.1p andDEI rewriting

based on forwarding-class and packet loss priority (PLP) at the VPLS ingress provider

edge (PE) router. You rewrite (mark) the IEEE 802.1p or DEI bits on frames at the VPLS

ingress PEbasedon the value of the forwarding-class andPLPestablished for the traffic.

You can rewrite either the outer tag only or both the outer and inner tags. When both

tags are rewritten, both get the same value.

NOTE: The 10-port 10-GigabitOSEPICdoes not support DEI rewriting based
on forwarding class and PLP at the VPLS ingress PE.

To configure these rewrite rules, include the ieee-802.1 statement at the [edit

class-of-services routing-instance routing-instance-name rewrite-rules] hierarchy level.

Example: Applying an IEEE 802.1p Rewrite Rule to Dual VLAN Tags

Apply the ieee8021p-rwrule1 rewrite rule to both inner and outer VLAN tags of

Ethernet-tagged frames exiting the ge-0/0/0.0 interface:

class-of-service {
interfaces {
ge-0/0/0 {
unit 0 {
rewrite-rules {
ieee-802.1 ieee8021p-rwrule1 vlan-tag outer-and-inner;

}
}

}
}

}

Applying IEEE 802.1ad Rewrite Rules to Dual VLAN Tags

Supported Platforms MSeries,MXSeries, PTX Series, T Series

By default, when you apply an IEEE 802.1ad rewrite rule to an output logical interface,

the software rewrites the IEEE bits in the outer VLAN tag only.

ForMXSeries routers and IQ2PICs, you can rewrite the IEEE802.1adbits in both theouter

and inner VLAN tags of the tagged Ethernet frames. When you enable the CoS rewrite

for both tags, the same IEEE 802.1ad rewrite table is used for the inner and outer VLAN

tag.
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NOTE: When you apply IEEE 802.1ad rewrite rules for inner and outer VLAN
tags, youcannot rewrite theCanonical Format Identifier (CFI)bit for the inner
VLAN tag.

To rewrite both the outer and inner VLAN tags, include the vlan-tag outer-and-inner

statement at the [edit class-of-service interfaces interface-name unit logical-unit-number

rewrite-rules ieee-802.1ad (rewrite-name | default)] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules
ieee-802.1ad (rewrite-name | default)]

vlan-tag outer-and-inner;

To explicitly specify the default behavior, include the vlan-tag outer statement at the

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules

ieee-802.1ad (rewrite-name | default)] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules
ieee-802.1ad (rewrite-name | default)]

vlan-tag outer;

For more information about VLAN tags, see the Junos OS Network Interfaces Library for

Routing Devices.

Example: Applying an IEEE 802.1ad Rewrite Rule to Dual VLAN Tags

Apply thedot1p_dei_rw rewrite rule to both inner andouter VLAN tags of Ethernet-tagged

frames exiting the ge-2/0/0.0 interface:

class-of-service {
interfaces {
ge-2/0/0 {
unit 0 {
rewrite-rules {
ieee-802.1ad dot1p_dei_rw vlan-tag outer-and-inner;

}
}

}
}

}

Rewriting IEEE 802.1p Packet Headers with anMPLS EXP Value

Supported Platforms MSeries,MXSeries, PTX Series, T Series

For Ethernet interfaces on Juniper Networks M320Multiservice Edge Routers, MX Series

Ethernet Service Routers, and T Series Core Routers that have a peer connection to an

M Series Multiservice Edge Router, MX Series, or T Series router, you can rewrite both

MPLS EXP and IEEE 802.1p bits to a configured value. This enables you to pass the

configured value to the Layer 2 VLAN path. For IQ PICs, you can only configure one

IEEE 802.1 rewrite rule on a physical port. All logical ports (units) on that physical port

should apply the same IEEE 802.1 rewrite rule.
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To rewriteboth theMPLSEXPand IEEE802.1pbits, youmust includeEXPand IEEE802.1p

rewrite rules in the interface configuration. To configure EXP and IEEE 802.1p rewrite

rules, include the rewrite-rules statement at the [edit class-of-service interfaces

interface-nameunit logical-unit-number]hierarchy level, specifying the expand ieee-802.1

options:

[edit class-of-service interfaces interface-name unit logical-unit-number]
rewrite-rules {
exp rewrite-rule-name;
ieee-802.1 default;

}

Whenyoucombine these two rewrite rules, only theEXP rewrite table is used for rewriting

packet headers. If you do not configure a VLAN on the interface, only the EXP rewriting

is in effect. If you do not configure an LSP on the interface or if theMPLS EXP rewrite rule

mapping is removed, the IEEE 802.1p default rewrite rules mapping takes effect.

NOTE: You can also combine other rewrite rules. IP, DSCP, DSCP IPv6, and
MPLS EXP are associated with Layer 3 packet headers, and IEEE 802.1p is
associated with Layer 2 packet headers.

For IQ PICs, you can only configure one IEEE 802.1 rewrite rule on a physical
port. All logical ports (units) on that physical port should apply the same
IEEE 802.1 rewrite rule.

If you combine IEEE 802.1p with IP rewrite rules, the Layer 3 packets and
Layer 2 headers are rewritten with the IP rewrite rule.

If you combine IEEE 802.1p with DSCP or DSCP IPv6 rewrite rules, three bits
of the Layer 2 header and six bits of the Layer 3 packet header are rewritten
with the DSCP or DSCP IPv6 rewrite rule.

NOTE: ForMPCs, default EXP rewrite rules do not exist for logical interfaces.
The EXP CoS bits for MPLS labels are obtained from the IP precedence bits
for IP traffic. TheEXPbits for labels that arepushedor swappedare inherited
from the current label of the MPLS packets. For non-IP and non-MPLS
packets, the EXP bits are set to 0. If a custom EXP rewrite rule is configured
on the core-facing interface, then it overrides the EXP bits.

The following example shows how to configure an EXP rewrite rule and apply it to both

MPLS EXP and IEEE 802.1p bits:

[edit class-of-service]
rewrite-rules {
exp exp-ieee-table {
forwarding-class best-effort {
loss-priority low code-point 000;
loss-priority high code-point 001;

}
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forwarding-class assured-forwarding {
loss-priority low code-point 010;
loss-priority high code-point 011;

}
forwarding-class expedited-forwarding {
loss-priority low code-point 111;
loss-priority high code-point 110;

}
forwarding-class network-control {
loss-priority low code-point 100;
loss-priority high code-point 101;

}
}

}
interfaces {
so-3/1/0 {
unit 0 {
rewrite-rules {
exp exp-ieee-table;
ieee-802.1 default;

}
}

}
}

Setting IPv6 DSCP andMPLS EXP Values Independently

Supported Platforms EX Series,M120, M320,MXSeries, T4000

On the M120, M320 with Enhanced III FPCs, MX Series 3D Universal Edge Routers, and

EX Series switches, you can set the DSCP and MPLS EXP bits independently on IPv6

packets. To enable this feature, include the protocol mpls statement at the [edit

class-of-service interfaces interface-nameunit logical-unit-number rewrite-rulesdscp-ipv6

rewrite-name] hierarchy level.

You can set DSCP IPv6 values only at the ingress MPLS node.

The following limitations apply to this feature:

• This feature is supportedonlyonM120,M320withEnhanced III FPCs,MXSeriesEthernet

Services routers, and EX Series switches.

• MPLS packets entering another MPLS tunnel at the ingress nodemaymark only the

EXPvalue if EXP rewrite rulesareconfigured, butnot theDSCPvalue in the IPv6header.

• This feature does not support MPLS packets generated by the Routing Engine.

• The IP precedence field is not applicable for IPv6, and is not supported.

Related
Documentation

Configuring DSCP Values for IPv6 Packets Entering the MPLS Tunnel on page 372•
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Configuring DSCP Values for IPv6 Packets Entering theMPLS Tunnel

Supported Platforms EX Series,MSeries,MXSeries, T4000

The following configuration example explains in detail how to set the DSCP and MPLS

EXP bits independently on IPv6 packets.

1. Configure the router device (ingress PE router) to classify (behavior aggregate or

multifield) the incoming packets to a particular forwarding class.

[edit firewall]
family inet6 {
filter ss-v6filt {
term ss-vpn {
from {
destination-address {
::ffff:192.0.2.128/120;

}
}
then {
loss-priority low;
forwarding-class ss-fc;

}
}

}
}

In theprecedingexample, the ingress FPCclassifies (MF) incoming IPv6packetsdestined

for address “::ffff:192.0.2.128/120” to forwarding class “ss-fc” and loss priority “low.”

2.Attach thepreceding firewall filter toan interface.Becauseyouarematchingon inbound

traffic, this would be an input filter. This classifies all traffic on the interface “ge-2/1/0”

that matches the filter “ss-v6.”

[edit interfaces]
ge-2/1/0 {
hierarchical-scheduler;
vlan-tagging;
unit 300 {
family inet6 {
filter {
input ss-v6filt;

}
address ::ffff:192.0.2.100/120;

}
}

}

3. Configure the DSCP–IPv6 rewrite rule for the forwarding class “ss-fc.” This causes the

outgoing IPv6 packets belonging to the forwarding class “ss-fc” and loss priority “low”

to have their DSCP value rewritten to 100000.

[edit class-of-service rewrite-rules]
dscp-ipv6 ss-v6dscp {
forwarding-class ss-fc {
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loss-priority low code-point 100000;
}

}

4. Configure the EXP rewrite values for the forwarding class “ss-fc.” This rewrite rule

stamps an EXP value of 100 on all outgoing MPLS packets assigned to the forwarding

class “ss-fc” and loss priority “low.”

[edit class-of-service rewrite-rules]
exp ss-exp {
forwarding-class ss-fc {
loss-priority low code-point 100;

}
}

5. Apply the preceding rewrite rule to an egress interface. On the egress FPC, all IPv6

packets in the forwarding class “ss-fc” with loss priority “low” aremarkedwith the DSCP

value “100000” and an EXP value of “100” before they enter the MPLS tunnel.

[edit class-of-service interfaces]
ge-2/1/1 {
unit 10 {
rewrite-rules {
dscp-ipv6 ss-v6dscp protocol mpls;
exp ss-exp;

}
}

}

6. To support IPv4 DSCP and MPLS EXP independent rewrite at the same time, you can

define and apply an IPv4 DSCP rewrite rule “ss-dscp” to the same interface.

[edit class-of-service interfaces]
ge-2/1/1 {
unit 10 {
rewrite-rules {
dscp ss-dscp protocol mpls;
dscp-ipv6 ss-v6dscp protocol mpls;
exp ss-exp;

}
}

}

Related
Documentation

Setting IPv6 DSCP and MPLS EXP Values Independently on page 371•

Setting Ingress DSCP Bits for Multicast Traffic over Layer 3 VPNs

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Bydefault, theDSCPbits onouter IPheaders arrivingat an ingressPE router usinggeneric

routing encapsulation (GRE) are not set for multicast traffic sent over an Layer 3 virtual

private network (VPN) provider network. However, you can configure a type-of-service

(ToS) rewrite rule so the router sets the DSCP bits of GRE packets to be consistent with

the service provider’s overall core network CoS policy. The bits are set at the core-facing
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interface of the ingress provider edge (PE) router. For more information about rewriting

IPheaderbits, see “RewritingPacketHeaders toEnsureForwardingBehavior” onpage361.

This section describes this configuration from a CoS perspective. The examples are not

complete multicast or VPN configurations. For more information about multicast, see

theMulticast Protocols Feature Guide. For more information about Layer 3 VPNs, see the

Junos OS VPNs Library for Routing Devices.

To configure the rewrite rules on the core-facing interface of the ingress PE, include the

rewrite-rules statement at the [edit class-of-service] hierarchy level. You apply the rule

to the proper ingress interface at the [edit class-of-service interfaces] hierarchy level to

complete theconfiguration. This ingressDSCP rewrite is independentof classifiers placed

on ingress traffic arriving on the customer-facing interface of the PE router.

The rewrite rules are applied to all unicast packets andmulticast groups. You cannot

configure different rewrite rules for different multicast groups. The use of DSCPv6 bits

is not supported because IPv6multicast is not supported. You can configure another

rewrite rule for the EXP bits on MPLS CE-CE unicast traffic.

This example defines a rewrite rule called dscp-rule that establishes a value of 000000
forbest-effort traffic. The rule isapplied to theoutgoing, core-facingPE interfacege-2/3/0.

[edit class-of-service]
rewrite-rules {
dscp dscp-rule {
forwarding-class best-effort {
loss-priority low code-point 000000;

}
}

}

[edit class-of-service interfaces]
ge-2/3/0 {
unit 0 {
rewrite-rules {
dscp dscp-rule;

}
}

}

Applying Rewrite Rules to Output Logical Interfaces

Supported Platforms MSeries,MXSeries, PTX Series, T Series

To assign the rewrite-rules configuration to the output logical interface, include the

rewrite-rules statement at the [edit class-of-service interfaces interface-name unit

logical-unit-number] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number]
rewrite-rules {
dscp (rewrite-name | <default>)protocol protocol-types;
dscp-ipv6 (rewrite-name | <default>) protocol protocol-types
exp (rewrite-name | <default>)protocol protocol-types;
exp-push-push-push <default>;

Copyright © 2017, Juniper Networks, Inc.374

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


exp-swap-push-push <default>;
ieee-802.1 (rewrite-name | <default>) inet-prec vlan-tag (outer | outer-and-inner);
inet-precedence (rewrite-name | <default>)protocol protocol-types;

}

OnM120, M320 with an Enhanced III FPC, MX Series routers and T 4000 routers with

Type 5 FPCs, you can combine the dscp or inet-prec and exp options to set the DSCP or

IP precedence bits and MPLS EXP bits independently on IP packets entering an MPLS

tunnel.

For IQ PICs, you can configure only one IEEE 802.1 rewrite rule on a physical port. All

logical ports (units) on that physical port should apply the same IEEE 802.1 rewrite rule.

If you configure more than one IEEE 802.1 rewrite rule for the IQ PIC, the configuration

check fails.

Logical interfacesdonot supportmultipledscp rewrite rules ormultipledscp-ipv6 rewrite

rules for the same protocol.

In the following example, the DSCP bits specified in ss-dscp are applied to packets
entering the MPLS tunnel on ge-2/1/1, and the DSCP bits specified in ss-v6dscp are
applied to IPv6 packets. The EXP bits are set to the bit configuration specified in ss-exp:

[edit class-of-service interfaces]
ge-2/1/1
unit 10 {
rewrite-rules {
dscp ssf-dscp protocol mpls; # Applies to IPv4 packets entering MPLS tunnel
dscp-ipv6ss-v6dscpprotocolmpls;#Applies to IPv6packets enteringMPLS tunnel
exp ss-exp; # Sets label EXP bits independently

}
}

}

You can use interface wildcards for interface-name and logical-unit-number. You can also

include Layer 2 and Layer 3 rewrite information in the same configuration.
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NOTE: OnMSeries routers only, if you include the control-word statement

at the [edit protocols l2circuit neighbor address interface interface-name]

hierarchy level, the software cannot rewrite MPLS EXP bits.

DSCP and DSCP IPv6 rewrite rules are supported onM Series and T Series
routerswhen non-queuing PICs are installed, but are disabledwhen queuing
PICs are installed with the following exceptions:

• OnM320 routers, DSCP rewrite is supported on IQ, IQ2, IQE, and IQ2EPICs
when used with the Enhanced III FPC.

• OnM120 routers, DSCP rewrite is supported on IQ, IQ2, IQE, and IQ2EPICs.

DSCPandDCSP IPv6 rewrite rules are supported onMIC andMPC interfaces
onMX Series routers.

DSCP rewrite rules are not supported on T Series routers when IQ, IQ2, IQE,
IQ2E,SONET/SDHOC48/STM16 IQE,orPD-5-10XGE-SFPPPICsare installed.

For IQ PICs, you can configure only one IEEE 802.1 rewrite rule on a physical
port. All logical ports (units) on that physical port should apply the same
IEEE 802.1 rewrite rule.

OnM320 and T Series routers (except for T4000 routers with Type 5 FPCs),
for a single interface, you cannot enable a rewrite rule on a subset of
forwarding classes. Youmust assign a rewrite rule to either none of the
forwardingclassesorall of the forwardingclasses.Whenyouassigna rewrite
rule to a subset of forwarding classes, the commit does not fail, and the
subset of forwarding classes works as expected. However, the forwarding
classes to which the rewrite rule is not assigned are rewritten to all zeros.

For example, if you configure a Differentiated Services code point (DSCP)
rewrite rule, the bits in the forwarding classes towhich you do not assign the
rewrite ruleare rewritten to000000; if youconfigurean IPprecedence rewrite
rule, the bits in the forwarding classes towhich you do not assign the rewrite
rule are rewritten to 000.

Related
Documentation

Setting IPv6 DSCP and MPLS EXP Values Independently on page 371•

• Configuring DSCP Values for IPv6 Packets Entering the MPLS Tunnel on page 372

RewritingMPLS and IPv4 Packet Headers

Supported Platforms MSeries, T Series

You can apply a rewrite rule to MPLS and IPv4 packet headers simultaneously. This

allowsyou to initializeMPLSEXPand IPprecedencebits at LSP ingress. Youcanconfigure

different rewrite rules depending on whether the traffic is VPN or non-VPN.
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The default MPLS EXP rewrite rules are shown in Table 53 on page 377.

Table 53: Default MPLS EXP Rewrite Rules

MPLS EXP Rewrite ValueLoss PriorityForwarding Class

000lowbest-effort

001highbest-effort

010lowexpedited-forwarding

011highexpedited-forwarding

100lowassured-forwarding

101highassured-forwarding

110lownetwork-control

111highnetwork-control

By default, IP precedence rewrite rules alter the first three bits on the type-of-service

(ToS) byte while leaving the last three bits unchanged. This default behavior applies to

rewrite rules you configure for MPLS packets with IPv4 payloads.

Tooverride thedefaultMPLSEXP rewrite tableand rewriteMPLSand IPv4packetheaders

simultaneously, include the protocol statement at the [edit class-of-service interfaces

interface-name unit logical-unit-number rewrite-rules exp rewrite-rule-name] hierarchy

level:

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules exp
rewrite-rule-name]

protocol protocol-types;

The protocol statement defines the types ofMPLS packets and packet headers towhich

the specified rewrite rule is applied. The MPLS packet can be a standard MPLS packet

or an MPLS packet with an IPv4 payload. Specify the type of MPLS packet using the

following options:

• mpls—Applies the rewrite rule to MPLS packets and writes the CoS value to MPLS

headers.

• mpls-inet-both—Applies the rewrite rule to VPNMPLS packetswith IPv4 payloads. On

Juniper Networks M120 Multiservice Edge Routers, M320Multiservice Edge Routers,

and T Series Core Routers (except T4000 routers), writes the CoS value to the MPLS

and IPv4headers.OnotherMSeriesMultiserviceEdgeRouter routers, causesall ingress

MPLS LSP packets with IPv4 payloads to be initialized with 000 code points for the

MPLS EXP value, and the configured rewrite code point for IP precedence.

• mpls-inet-both-non-vpn—Applies the rewrite rule to non-VPNMPLSpacketswith IPv4

payloads. On Juniper Networks M120 Multiservice Edge Routers, M320Multiservice
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Edge Routers, and T Series Core Routers, writes the CoS value to the MPLS and IPv4

headers. On other M Series Multiservice Edge Routers, causes all ingress MPLS LSP

packets with IPv4 payloads to be initialized with 000 code points for the MPLS EXP

value, and the configured rewrite code point for IP precedence.

On M120 routers, M320 routers with Enhanced-III FPCs, and MX Series routers, you can

perform simultaneous DSCP and EXP rewrite by attaching independent DSCP or IPv4

precedence rewrite rules and EXP rewrite rules to the same core interface. Thus, you can

rewrite both code points (DSCP and EXP) when the packet is received by the ingress

provider edge (PE) router on the MPLS core.

An alternative to overwriting the default with a rewrite-rules mapping is to configure the

default packetheader rewritemappings, asdiscussed in “ApplyingDefaultRewriteRules”

on page 363.

By default, IP precedence rewrite rules alter the first three bits on the ToS byte while

leaving the last three bits unchanged. This default behavior is not configurable. The

default behavior applies to rules youconfigureby including the inet-precedence statement

at the [editclass-of-service rewrite-rules]hierarchy level. Thedefault behavior alsoapplies

to rewrite rules you configure for MPLS packets with IPv4 payloads. You configure these

types of rewrite rules by including thempls-inet-both ormpls-inet-both-non-vpn option

at the [edit class-of-service interfaces interface-nameunit logical-unit-number rewrite-rules

exp rewrite-rule-name protocol] hierarchy level.

Example: RewritingMPLS and IPv4 Packet Headers

OnM320 and T Series routers, configure rewrite tables and apply them in various ways

to achieve the following results:

• For interface so-3/1/0, the three EXP rewrite tables are applied to packets, depending

on the protocol of the payload:

• IPv4 packets (VPN) that enter the LSPs on interface so-3/1/0 are initialized with

values from rewrite table exp-inet-table. An identical 3-bit value is written into the

IP precedence and MPLS EXP bit fields.

• IPv4 packets (non-VPN) that enter the LSPs on interface so-3/1/0 are initialized

with values from rewrite table rule-non-vpn. An identical 3-bit value is written into

the IP precedence and MPLS EXP bit fields.

• Non-IPv4packets that enter theLSPson interface so-3/1/0are initializedwith values

from rewrite table rule1, and written into the MPLS EXP header field only. The

statement exp rule1 has the same result as exp rule1 protocol mpls.

• For interface so-3/1/0, IPv4 packets transmitted over a non-LSP layer are initialized

with values from IP precedence rewrite table rule2.

• For interface so-3/1/1, IPv4 packets that enter the LSPs are initializedwith values from

EXPrewrite tableexp-inet-table. An identical 3-bit value iswritten into the IPprecedence

and MPLS EXP bit fields.

• For interface so-3/1/1, MPLS packets other than IPv4 Layer 3 types are also initialized

with values from table exp-inet-table. For VPNMPLS packets with IPv4 payloads, the
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CoS value is written to MPLS and IPv4 headers. For VPNMPLS packets without IPv4

payloads, the CoS value is written to MPLS headers only.

[edit class-of-service]
rewrite-rules {
exp exp-inet-table {
forwarding-class best-effort {
loss-priority low code-point 000;
loss-priority high code-point 001;

}
forwarding-class assured-forwarding {
loss-priority low code-point 010;
loss-priority high code-point 011;

}
forwarding-class expedited-forwarding {
loss-priority low code-point 111;
loss-priority high code-point 110;

}
forwarding-class network-control {
loss-priority low code-point 100;
loss-priority high code-point 101;

}
}
exp rule1 {
...

}
inet-precedence rule2 {
...

}
}
exp rule_non_vpn {
...

}

interfaces {
so-3/1/0 {
unit 0 {
rewrite-rules {
exp rule1;
inet-precedence rule2;
exp exp-inet-table protocol mpls-inet-both; # For all VPN traffic.
exp rule_non_vpn protocol mpls-inet-both-non-vpn; # For all non-VPN
# traffic.

}
}

}
so-3/1/1 {
unit 0 {
rewrite-rules {
exp exp-inet-table protocol [mpls mpls-inet-both];

}
}

}
}
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Example: Simultaneous DSCP and EXP Rewrite

OnM120 routers, M320 routers with Enhanced-III FPCs, andMXSeries routers, configure

the simultaneous DSCP and EXP rewrite rules as shown below:

1. Configure CoS.

[edit]
user@host# edit class-of-service

2. Configure the EXP rewrite rule on the interface.

[edit class-of-service]
user@host# set interfaces ge-2/0/3 unit 0 rewrite-rule exp rule1

3. Configure the IPv4 rewrite rule on the interface.

[edit class-of-service]
user@host# set interfaces ge-2/0/3 unit 0 rewrite-rule inet-precedence rule2

4. Configure the IPv4 rewrite rule on the interface and apply it to packets entering the

MPLS tunnel.

[edit class-of-service]
user@host#set interfacesge-2/0/3unit0 rewrite-rule inet-precedence rule3protocol
mpls

5. Verify the configuration by using the show interfaces command.

[edit class-of-service]
user@host# show interfaces ge-2/0/3 unit 0
rewrite-rules {
exp rule1;
inet-precedence rule2;
inet-precedence rule3 protocol mpls;
}

In the example above, there are two different IPv4 precedence rewrite rules: rule2 and

rule3. rule2 affects the IPv4 to IPv4 traffic and rule3 affects the IPv4 to MPLS traffic.

Defining a Custom Frame Relay Loss Priority Map

Supported Platforms M10i, M120, M320, M7i,MXSeries

You can apply a classifier to the same interface on which you configure a Frame Relay

loss priority value. The Frame Relay loss priority map is applied first, followed by the

classifier. The classifier can change the loss priority to a higher value only (for example,

from low to high). If the classifier specifies a loss priority with a lower value than the

current loss priority of a particular packet, the classifier does not change the loss priority

of that packet.
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To define a custom Frame Relay loss priority map:

1. At the [edit class-of-service loss-priority-maps] hierarchy level in configurationmode,

specify the loss priority map for the Frame Relay DE bit.

[edit class-of-service loss-priority-maps]
user@host# set frame-relay-de name loss-priority level code-points [ alias | bits ];

For example:

[edit class-of-service loss-priority-maps]
user@host# set frame-relay-de fr_rw loss-priority low code-points 0;
user@host# set frame-relay-de fr_rw loss-priority high code-points 0;
user@host# set frame-relay-de fr_rw loss-priority medium-low code-points 1;
user@host# set frame-relay-de fr_rw loss-priority medium-high code-points 1;

NOTE: The loss priority map does not take effect until you apply it to a
logical interface.

2. Apply a rule to a logical interface.

[edit class-of-service interfaces interface-name unit logical-unit-number
loss-priority-maps]

user@host# set frame-relay-de name;

For example:

[edit class-of-service interfaces so-1/0/0 unit 0 loss-priority-maps]
user@host# set frame-relay-de fr_rw;

3. Verify the configuration in operational mode.

user@host> show class-of-service loss-priority-map
Loss-priority-map: frame-relay-de-fr_rw, Code point type: frame-relay-de, 
Index: 38
  Code point      Loss priority
  0                low       
  0                high  
  1                medium-low       
  1                medium-high  

Related
Documentation

frame-relay-de on page 1048•

Example: Per-Node Rewriting of EXP Bits

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Toconfigureacustomtable to rewrite theEXPbits, also knownasCoSbits, onaparticular

node, the classifier table and the rewrite tablemust specify exactly the sameCoS values.
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In addition, the least significant bit of the CoS value itself must represent the PLP value.

For example, CoS value 000must be associated with PLP low, 001must be associated

with PLP high, and so forth.

This example configures a custom table to rewrite the EXP bits on a particular node:

[edit class-of-service]
classifiers {
exp exp-class {
forwarding-class be {
loss-priority low code-points 000;
loss-priority high code-points 001;

}
forwarding-class af {
loss-priority low code-points 010;
loss-priority high code-points 011;

}
forwarding-class ef {
loss-priority low code-points 100;
loss-priority high code-points 101;

}
forwarding-class nc {
loss-priority low code-points 110;
loss-priority high code-points 111;

}
}

}
rewrite-rules {
exp exp-rw {
forwarding-class be {
loss-priority low code-point 000;
loss-priority high code-point 001;

}
forwarding-class af {
loss-priority low code-point 010;
loss-priority high code-point 011;

}
forwarding-class ef {
loss-priority low code-point 100;
loss-priority high code-point 101;

}
forwarding-class nc {
loss-priority low code-point 110;
loss-priority high code-point 111;

}
}

}

Example: Rewriting CoS Information at the Network Border to Enforce CoS Strategies

Supported Platforms MSeries,MXSeries, T Series

Thisexample showshowto rewrite (remark) class-of-service (CoS)valuesat thenetwork

border to enforce your internal CoS strategies. This is typically donewhen theCoS values

Copyright © 2017, Juniper Networks, Inc.382

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


of the inbound traffic at thenetworkborder cannotbe trusted, or the valuesdonotmatch

your internal network’s CoS strategy.

A thorough explanation of the CoS rewriting and its underlying algorithms is beyond the

scope of this document. For more information about traffic policing, and CoS in general,

refer toQOS-Enabled Networks—Tools and Foundations by Miguel Barreiros and Peter

Lundqvist. Thisbook isavailableatmanyonlinebooksellersandatwww.juniper.net/books

.

• Requirements on page 383

• Overview on page 383

• Configuration on page 384

• Verification on page 391

Requirements

To verify this procedure, this example uses a traffic generator. The traffic generator can

be hardware-based or it can be software running on a server or host machine.

The functionality in this procedure is widely supported on devices that run JunosOS. The

example shown here was tested and verified on MX Series routers running Junos OS

Release 10.4.

Overview

The purpose of this example is to demonstrate CoS rewriting at a network border to

convey the traffics’s CoS profile to the next-hop router, based on the forwarding class

and packet loss priority (PLP) assigned to the traffic. CoS information rewriting is

performed as the last step before a packet is transmitted onto the egress network.

In this example the rewriting is done when sending traffic from the host connected to

Device R1 to the host connected to Device R2. The information required for rewriting the

CoS parameters in the other direction is not included in this example. However, you can

use the rewriting information in Device R1 (making changes for the interfaces used) and

apply it to Device R2 to achieve bidirectional CoS rewriting.

Junos OS contains several default rewrite rules that might meet your requirements. You

display themwith the show class-of-service rewrite-rule command. A partial table of the

default rewrite rule mappings is shown in the following table.

MAP to DSCP/DSCP IPv6/EXP/IP Code
Point AliasesPLP ValueMap from Forwarding Class

eflowexpedited-forwarding

efhighexpedited-forwarding

af11lowassured-forwarding

af12(DSCP/DSCP IPv6/EXP)highassured-forwarding
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MAP to DSCP/DSCP IPv6/EXP/IP Code
Point AliasesPLP ValueMap from Forwarding Class

belowbest-effort

behighbest-effort

nc1/cs6lownetwork-control

nc2/cs7highnetwork-control

You can also define your own custom rewrite-rules table, or use amixture of the default

rewrite-rulesandacustomtable that youcreate. This exampleusesdefault rewrite-rules.

Topology

This example uses the topology in Figure 40 on page 384.

Figure 40: Rewriting CoS Information at the Network Border to Enforce
CoS Strategies Scenario

This video explains the topics used in this example. We recommend that you watch the

video before proceeding.

Video: Learning Bytes CoS Remarking Video.

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Device R1 set interfaces ge-2/0/5 description to-Host
set interfaces ge-2/0/5 unit 0 family inet address 172.16.70.2/30
set interfaces ge-2/0/5 unit 0 family inet filter inputmf-classifier
set interfaces ge-2/0/8 description to-R2
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
set interfaces lo0 unit 0 description looback-interface
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set interfaces lo0 unit 0 family inet address 192.168.13.1/32
set class-of-service forwarding-classes queue 0 BE-data
set class-of-service forwarding-classes queue 1 Premium-data
set class-of-service forwarding-classes queue 2 voice
set class-of-service forwarding-classes queue 3 NC
set class-of-service interfaces ge-2/0/8 scheduler-map test-map
set class-of-service interfaces ge-2/0/8 unit 0 rewrite-rules dscp IPv4-rewrite-table
set class-of-service rewrite-rules dscp IPv4-rewrite-table forwarding-class BE-data
loss-priority low code-point be

setclass-of-service rewrite-rulesdscp IPv4-rewrite-table forwarding-classPremium-data
loss-priority low code-point ef

set class-of-service scheduler-maps test-map forwarding-class BE-data scheduler
BE-data

setclass-of-servicescheduler-mapstest-mapforwarding-classPremium-datascheduler
Prem-data

set class-of-service schedulers BE-data transmit-rate 1m
set class-of-service schedulers BE-data buffer-size percent 25
set class-of-service schedulers BE-data priority low
set class-of-service schedulers Prem-data transmit-rate 1m
set class-of-service schedulers Prem-data buffer-size percent 25
set class-of-service schedulers Prem-data priority high
set firewall family inet filter mf-classifier term BE-data from protocol tcp
set firewall family inet filter mf-classifier term BE-data from port 80
set firewall family inet filter mf-classifier term BE-data then count BE-data
set firewall family inet filter mf-classifier term BE-data then forwarding-class BE-data
set firewall family inet filter mf-classifier term Prem-data from protocol tcp
set firewall family inet filter mf-classifier term Prem-data from port 12345
set firewall family inet filter mf-classifier term Prem-data then count Prem-data
set firewall family inet filter mf-classifier term Prem-data then forwarding-class
Premium-data

set firewall family inet filter mf-classifier term accept then accept
set protocols ospf area 0.0.0.0 interface ge-2/0/5.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0

Device R2 set interfaces ge-2/0/7 description to-Host
set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.1/30
set interfaces ge-2/0/8 description to-R1
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
set interfaces ge-2/0/8 unit 0 family inet filter inputmf-classifier
set interfaces unit 0 description looback-interface
set interfaces unit 0 family inet address 192.168.14.1/32
set firewall family inet filter mf-classifier term BE-data from dscp be
set firewall family inet filter mf-classifier term BE-data then count BE-data
set firewall family inet filter mf-classifier term Premium-data from dscp ef
set firewall family inet filter mf-classifier term Premium-data then count Premium-data
set firewall family inet filter mf-classifier term accept then accept
set protocols ospf area 0.0.0.0 interface ge-2/0/7.0 passive
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0
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Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To configure Device R1:

1. Configure the device interfaces.

[edit ]
user@R1# set interfaces ge-2/0/5 description to-Host
user@R1# set interfaces ge-2/0/5 unit 0 family inet address 172.16.70.2/30
user@R1# set interfaces ge-2/0/5 unit 0 family inet filter inputmf-classifier

user@R1# set interfaces ge-2/0/8 description to-R2
user@R1# set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30

user@R1# set interfaces lo0 unit 0 description looback-interface
user@R1# set interfaces lo0 unit 0 family inet address 192.168.13.1/32

2. Configure the firewall parameters.

[edit ]
user@R1# set firewall family inet filtermf-classifier termBE-data fromprotocol tcp
user@R1# set firewall family inet filter mf-classifier term BE-data from port 80
user@R1#set firewall family inet filtermf-classifier termBE-datathencountBE-data
user@R1# set firewall family inet filter mf-classifier term BE-data then
forwarding-class BE-data

user@R1# set firewall family inet filter mf-classifier term Prem-data from protocol
tcp

user@R1#set firewall family inet filtermf-classifier termPrem-datafromport 12345
user@R1# set firewall family inet filter mf-classifier term Prem-data then count
Prem-data

user@R1# set firewall family inet filter mf-classifier term Prem-data then
forwarding-class Premium-data

user@R1# set firewall family inet filter mf-classifier term accept then accept

3. Configure the class-of-service parameters.

[edit ]
user@R1# set class-of-service forwarding-classes queue 0 BE-data
user@R1# set class-of-service forwarding-classes queue 1 Premium-data
user@R1# set class-of-service forwarding-classes queue 2 voice
user@R1# set class-of-service forwarding-classes queue 3 NC

user@R1# set class-of-service interfaces ge-2/0/8 scheduler-map test-map

user@R1# set class-of-service interfaces ge-2/0/8 unit 0 rewrite-rules dscp
IPv4-rewrite-table

user@R1#setclass-of-servicerewrite-rulesdscp IPv4-rewrite-tableforwarding-class
BE-data loss-priority low code-point be

user@R1#setclass-of-servicerewrite-rulesdscp IPv4-rewrite-tableforwarding-class
Premium-data loss-priority low code-point ef
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user@R1#setclass-of-servicescheduler-maps test-mapforwarding-classBE-data
scheduler BE-data

user@R1# set class-of-service scheduler-maps test-map forwarding-class
Premium-data scheduler Prem-data

user@R1# set class-of-service schedulers BE-data transmit-rate 1m
user@R1# set class-of-service schedulers BE-data buffer-size percent 25
user@R1# set class-of-service schedulers BE-data priority low
user@R1# set class-of-service schedulers Prem-data transmit-rate 1m
user@R1# set class-of-service schedulers Prem-data buffer-size percent 25
user@R1# set class-of-service schedulers Prem-data priority high

4. Configure OSPF.

[edit protocols ospf]
user@R1# set area 0.0.0.0 interface ge-2/0/5.0 passive
user@R1# set area 0.0.0.0 interface lo0.0 passive
user@R1# set area 0.0.0.0 interface ge-2/0/8.0

Step-by-Step
Procedure

To configure Device R2:

Configure the device interface.1.

[edit ]
user@R1# set interfaces ge-2/0/7 description to-Host
user@R1# set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.1/30

user@R1# set interfaces ge-2/0/8 description to-R1
user@R1# set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
user@R2# set interfaces ge-2/0/8 unit 0 family inet filter inputmf-classifier

user@R1# set interfaces unit 0 description looback-interface
user@R1# set interfaces unit 0 family inet address 192.168.14.1/32

2. Configure the firewall parameters.

[edit ]
user@R2# set firewall family inet filter mf-classifier term BE-data from dscp be
user@R2#set firewall family inet filtermf-classifier termBE-datathencountBE-data
user@R2# set firewall family inet filtermf-classifier termPremium-data fromdscp
ef

user@R2# set firewall family inet filtermf-classifier termPremium-data then count
Premium-data

user@R2# set firewall family inet filter mf-classifier term accept then accept

3. Configure OSPF.

[edit protocols ospf]
user@R1# set area 0.0.0.0 interface ge-2/0/7.0 passive
user@R1# set area 0.0.0.0 interface lo0.0 passive
user@R1# set area 0.0.0.0 interface ge-2/0/8.0
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Results From configuration mode, confirm your configuration by entering the show interfaces,

show firewall, show class-of-service , and show protocols ospf commands. If the output

does not display the intended configuration, repeat the instructions in this example to

correct the configuration.

user@R1 show interfaces
ge-2/0/5 {
description to-Host;
unit 0 {
family inet {
filter {
input mf-classifier;

}
address 172.16.70.2/30;

}
}

}
ge-2/0/8 {
description to-R2;
unit 0 {
family inet {
address 10.50.0.1/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
family inet {
address 192.168.13.1/32;

}
}

}

user@R1 show firewall
family inet {
filter mf-classifier {
term BE-data {
from {
protocol tcp;
port 80;

}
then {
count BE-data;
forwarding-class BE-data;

}
}
term Prem-data {
from {
protocol tcp;
port 12345;

}
then {
count Prem-data;
forwarding-class Premium-data;
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}
}
term accept {
then accept;

}
}

}

user@R1 show class-of-service
forwarding-classes {
queue 0 BE-data;
queue 1 Premium-data;
queue 2 voice;
queue 3 NC;

}
interfaces {
ge-2/0/8 {
scheduler-map test-map;
unit 0 {
rewrite-rules {
dscp IPv4-rewrite-table;

}
}

}
}
rewrite-rules {
dscp IPv4-rewrite-table {
forwarding-class BE-data {
loss-priority low code-point be;

}
forwarding-class Premium-data {
loss-priority low code-point ef;

}
}

}
scheduler-maps {
test-map {
forwarding-class BE-data scheduler BE-data;
forwarding-class Premium-data scheduler Prem-data;

}
}
schedulers {
BE-data {
transmit-rate 1m;
buffer-size percent 25;
priority low;

}
Prem-data {
transmit-rate 1m;
buffer-size percent 25;
priority high;

}
}

user@R1# show protocols ospf
area 0.0.0.0 {
interface ge-2/0/5.0 {

389Copyright © 2017, Juniper Networks, Inc.

Chapter 10: Altering Outgoing Packet Headers Using Rewrite Rules



passive;
}
interface lo0.0 {
passive;

}
interface ge-2/0/8.0;

}

If you are done configuring Device R1, enter commit from configuration mode.

user@R2# show interfaces
ge-2/0/7 {
unit 0 {
description to-Host;
family inet {
address 172.16.80.2;

}
}

}
ge-2/0/8 {
description to-R1;
unit 0 {
family inet {
filter {
input mf-classifier;

}
address 10.50.0.2/30;

}
}

}
lo0 {
unit 0 {
description looback-interface;
family inet {
address 192.168.14.1/32;

}
}

}

user@R2# show firewall
family inet {
filter mf-classifier {
term BE-data {
from {
dscp be;

}
then count BE-data;

}
term Premium-data {
from {
dscp ef;

}
then count Premium-data;

}
term accept {
then accept;

}
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}
}

user@R2# show protocols ospf
area 0.0.0.0 {
interface ge-2/0/7.0 {
passive;

}
interface lo0.0 {
passive;

}
interface ge-2/0/8.0;

}

If you are done configuring Device R2, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

• Clearing the Firewall Counters on page 391

• Sending Traffic into the Network from TCP HTTP Ports 80 and 12345 and Monitoring

the Results on page 391

Clearing the Firewall Counters

Purpose Confirm that the firewall counters are cleared.

Action On Devices R1 and R2, run the clear firewall all command to reset the firewall counters

to 0.

user@R1> clear firewall all
user@R2> clear firewall all

Sending Traffic into the Network from TCPHTTP Ports 80 and 12345 and
Monitoring the Results

Purpose Send traffic from the host connected to Device 1 into the network so that it can be

monitored by the firewall on Device R1 and Device R2.

Action Use a traffic generator to send 20 TCP packets with a source port of 80 into the

network.

1.

The -s flag sets the source port. The -k flag causes the source port to remain steady

at 80 instead of incrementing. The -c flag sets the number of packets to 20. The -d

flag sets the packet size.

[User@host]# hping 172.16.80.1 -c 20 -s 80 -k -d 300
HPING 172.16.80.1 (eth1 172.16.80.1): NO FLAGS are set, 40 headers + 0 data 
bytes
len=46 ip=172.16.80.1 ttl=62 DF id=0 sport=0 flags=RA seq=0 win=0 rtt=0.9 ms
.
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.

.
--- 172.16.80.1 hping statistic ---
20 packets transmitted, 20 packets received, 0% packet loss
round-trip min/avg/max = 0.9/9501.4/19002.4 ms

2. Use a traffic generator to send 20 TCP packets with a source port of 12345 into the

network.

[User@host]# hping 172.16.80.1 -c 20 -s 12345 -k -d 300
HPING 172.16.80.1 (eth1 172.16.80.1): NO FLAGS are set, 40 headers + 0 data 
bytes
len=46 ip=172.16.80.1 ttl=62 DF id=0 sport=0 flags=RA seq=0 win=0 rtt=0.3 ms
.
.
.
--- 172.16.80.1 hping statistic ---
20 packets transmitted, 20 packets received, 0% packet loss
round-trip min/avg/max = 0.3/9501.5/19002.7 ms

3. On Device R1, check the firewall counters by using the show firewall command.

user@R1> show firewall
Filter: mf-classifier
Counters:
Name                                                Bytes              Packets
BE-data                                               800               20
Prem-data                                             800               20

4. On Device R2, check the firewall counters using the show firewall command.

user@R2> show firewall
Filter: mf-classifier
Counters:
Name                                                Bytes              Packets
BE-data                                               800               20
Premium-data                                          800               20

Meaning Device R1 correctly set the code point for TCP packets to port 12345 to bf. Device R1

correctly set the code point for TCP packets to port 80 to ef. Device R2 correctly

recognized the code point for TCP packets to port 12345 as bf. Device R2 correctly

recognized the code point for TCP packets to port 80 as ef.

Related
Documentation

Example: Configuring and Applying Scheduler Maps on page 246•

Example: Remarking Diffserv Code Points toMPLS EXPs to Carry CoS Profiles Across
a Service Provider’s L3VPNMPLSNetwork

Supported Platforms MSeries,MXSeries, T Series

This example is an introduction in how to rewrite (remark) DSCP class-of-service (CoS)

code point values at the network border of a customer network and a service provider’s
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MPLS network while maintaining the original CoS profile of the traffic so that the traffic

can be remarked with the original DSCP code points when it exits the MPLS network.

• Requirements on page 393

• Overview on page 393

• Configuration on page 395

• Verification on page 414

Requirements

To verify this procedure, this example uses a traffic generator. The traffic generator can

be hardware-based or it can be software running on a server or host machine.

The functionality in this procedure is widely supported on devices that run JunosOS. The

example shown here was tested and verified on MX Series routers running Junos OS

Release 10.4.

Overview

The purpose of rewriting the IP DSCP code point values to MPLS EXP code point values

is to carry the packet’s CoS profile across the service provider’s MPLS network. The

rewriting is performed by the provider edge (PE) routers at the borders of the service

provider’s network. See Figure 42 on page 395.

JunosOScontains severalDSCPdefault rewrite rules thatmightmeet your requirements.

You display themwith the show class-of-service rewrite-rule command. A partial set of

the default rewrite DSCP code point rule mappings is shown in the following table.

You can also define your own custom rewrite-rules table, or use amixture of the default

rewrite-rulesandacustomtable that youcreate. This exampleusesdefault rewrite-rules.

MAP to DSCP/DSCP IPv6/EXP/IP Code
Point AliasesPLP ValueMap from Forwarding Class

eflowexpedited-forwarding

efhighexpedited-forwarding

af11lowassured-forwarding

af12 (DSCP/DSCP IPv6/EXP)highassured-forwarding

belowbest-effort

behighbest-effort

nc1/cs6lownetwork-control

nc2/cs7highnetwork-control
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Junos OS uses the values shown in the following table for MPLS CoS in the EXP fields of

the MPLS header.

EXP Code PointLoss PriorityForwarding Class

000lowbest-effort

001highbest-effort

010lowexpedited-forwarding

011highexpedited-forwarding

100lowassured-forwarding

101highassured-forwarding

110lownetwork-control

111highnetwork-control

Figure 41 on page 394 shows the MPLS packet structure.

Figure 41: MPLS Packet Structure

NOTE: In addition to providing the necessary information to complete the
purpose of this example, this example also includes all of the commands
required to re-create the Layer 3 VPN (L3VPN) network as shown in
Figure42onpage395.A full explanationof the tasks required toconfigurean
L3VPNnetwork isnot included in thisexample. If you requiremore information
regarding configuring an L3VPN network, refer to the Layer 3 VPNs Feature
Guide for Routing Devices available at http://juniper.net/techpubs .

A thorough explanation of the requiredCoS rewriting and the underlying algorithms used

in this example is beyond the scope of this document. For more information, refer to

QOS-EnabledNetworks—Tools and Foundations byMiguel Barreiros andPeter Lundqvist.

This book is available at many online booksellers and at www.juniper.net/books .

Copyright © 2017, Juniper Networks, Inc.394

Class of Service Feature Guide for Routing Devices



Topology

This example uses the topology in Figure 42 on page 395.

Figure 42: Rewriting CoS Information at theNetwork Border to Transit an
MPLS Network Scenario

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Device CE1 set interfaces ge-1/0/1 unit 0 description to-host
set interfaces ge-1/0/1 unit 0 family inet address 172.16.50.2/30
set interfaces ge-1/0/1 unit 0 family inet filter input ip-v4
set interfaces ge-1/0/5 unit 0 description to_Provider
set interfaces ge-1/0/5 unit 0 family inet address 10.80.0.1/30
set interfaces lo0 unit 1 description loopback-interface
set interfaces lo0 unit 1 family inet address 192.168.0.1/32
set protocols bgp group to_Provider type external
set protocols bgp group to_Provider export send-direct
set protocols bgp group to_Provider peer-as 64511
set protocols bgp group to_Provider neighbor 10.80.0.2
set policy-options policy-statement send-direct from protocol direct
set policy-options policy-statement send-direct then accept
set routing-options router-id 192.168.0.1
set routing-options autonomous-system 64510
set firewall family inet filter ip-v4 term tcp80 from port 80
set firewall family inet filter ip-v4 term tcp80 then dscp ef
set firewall family inet filter ip-v4 term 12345 from port 12345
set firewall family inet filter ip-v4 term 12345 then dscp be
set firewall family inet filter ip-v4 term accept then accept
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Device PE1

set interfaces ge-1/0/6 description to_vpna
set interfaces ge-1/0/6 unit 0 family inet address 10.80.0.2/30
set interfaces ge-1/0/7 description to_P1
set interfaces ge-1/0/7 unit 0 family inet address 10.30.0.1/30
set interfaces ge-1/0/7 unit 0 family mpls
set interfaces lo0 unit 0 description loopback-interface
set interfaces lo0 unit 0 family inet address 10.255.70.31/32
set routing-options router-id 10.255.70.31
set routing-options autonomous-system 64511
set protocolsmpls interface ge-1/0/7.0
set protocols bgp group to_PE2 type internal
set protocols bgp group to_PE2 local-address 10.255.70.31
set protocols bgp group to_PE2 family inet-vpn unicast
set protocols bgp group to_PE2 neighbor 172.30.14.1
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-1/0/7.0
set protocols ldp interface ge-1/0/7.0
set protocols ldp interface lo0.0
set routing-instances vpna instance-type vrf
set routing-instances vpna interface ge-1/0/6.0
set routing-instances vpna route-distinguisher 64511:1
set routing-instances vpna vrf-target target:64511:1
set routing-instances vpna protocols bgp group to_vpna type external
set routing-instances vpna protocols bgp group to_vpna peer-as 64510
set routing-instances vpna protocols bgp group to_vpna neighbor 10.80.0.1
set class-of-service classifiers dscp dscpv4 forwarding-class expedited-forwarding
loss-priority low code-points ef

setclass-of-serviceclassifiersdscpdscpv4forwarding-classbest-effort loss-priority low
code-points be

set class-of-service classifiers exp exp-in forwarding-class expedited-forwarding
loss-priority low code-points 010

set class-of-service classifiers exp exp-in forwarding-class best-effort loss-priority low
code-points 000

set class-of-service interfaces ge-1/0/6 unit 0 classifiers dscp dscpv4
set class-of-service interfaces ge-1/0/6 unit 0 rewrite-rules dscp dscpv4-rw
set class-of-service interfaces ge-1/0/7 unit 0 classifiers exp exp-in
set class-of-service interfaces ge-1/0/7 unit 0 rewrite-rules exp exp-out
setclass-of-service rewrite-rulesdscpdscpv4-rwforwarding-classexpedited-forwarding
loss-priority low code-point ef

setclass-of-service rewrite-rulesdscpdscpv4-rwforwarding-classbest-effort loss-priority
low code-point be

set class-of-service rewrite-rules exp exp-out forwarding-class expedited-forwarding
loss-priority low code-point 010

set class-of-service rewrite-rules exp exp-out forwarding-class best-effort loss-priority
low code-point 000

Device P1 set interfaces ge-1/0/3 description to_P2
set interfaces ge-1/0/3 unit 0 family inet address 10.40.0.1/30
set interfaces ge-1/0/3 unit 0 family mpls
set interfaces ge-1/0/7 description to_PE1
set interfaces ge-1/0/7 unit 0 family inet address 10.30.0.2/30
set interfaces ge-1/0/7 unit 0 family mpls
set interfaces lo0 unit 0 description loopback-interface
set interfaces lo0 unit 0 family inet address 192.168.16.1/32
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set routing-options router-id 10.255.187.32
set protocolsmpls interface ge-1/0/7.0
set protocolsmpls interface ge-1/0/3.0
set protocols ospf area 0.0.0.0 interface ge-1/0/3.0
set protocols ospf area 0.0.0.0 interface ge-1/0/7.0
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ldp interface ge-1/0/3.0
set protocols ldp interface ge-1/0/7.0
set protocols ldp interface lo0.0

Device P2 set interfaces ge-2/0/6 description to_P1
set interfaces ge-2/0/6 unit 0 family inet address 10.40.0.2/30
set interfaces ge-2/0/6 unit 0 family mpls
set interfaces ge-2/0/8 description to_PE2
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
set interfaces ge-2/0/8 unit 0 family mpls
set interfaces lo0 unit 0 description loopback-interface
set interfaces lo0 unit 0 family inet address 192.168.13.1/32
set routing-options router-id 192.168.187.3
set protocolsmpls interface ge-2/0/6.0
set protocolsmpls interface ge-2/0/8.0
set protocols ospf area 0.0.0.0 interface ge-2/0/6.0
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ldp interface ge-2/0/6.0
set protocols ldp interface ge-2/0/8.0
set protocols ldp interface lo0.0

Device PE2 set interfaces ge-2/0/8 description to-R1
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
set interfaces ge-2/0/8 unit 0 family mpls
set interfaces ge-2/1/1 unit 0 description to-vpna
set interfaces ge-2/1/1 unit 0 family inet address 10.90.0.1/30
set interfaces ge-2/1/7 unit 0 family inet address 10.0.31.2/30
set interfaces lo0 unit 0 description loopback-interface
set interfaces lo0 unit 0 family inet address 172.30.14.1
set routing-options router-id 172.30.14.1
set routing-options autonomous-system 64511
set protocolsmpls interface ge-2/0/8.0
set protocols bgp group to_PE2 type internal
set protocols bgp group to_PE2 local-address 172.30.14.1
set protocols bgp group to_PE2 family inet-vpn unicast
set protocols bgp group to_PE2 neighbor 10.255.70.31
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ldp interface ge-2/0/8.0
set protocols ldp interface lo0.0
set routing-instances vpna instance-type vrf
set routing-instances vpna interface ge-2/1/1.0
set routing-instances vpna route-distinguisher 64511:1
set routing-instances vpna vrf-target target:64511:1
set routing-instances vpna protocols bgp group to_vpna type external
set routing-instances vpna protocols bgp group to_vpna peer-as 64512
set routing-instances vpna protocols bgp group to_vpna neighbor 10.90.0.2
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set class-of-service classifiers dscp dscpv4 forwarding-class expedited-forwarding
loss-priority low code-points ef

setclass-of-serviceclassifiersdscpdscpv4forwarding-classbest-effort loss-priority low
code-points be

set class-of-service classifiers exp exp-in forwarding-class expedited-forwarding
loss-priority low code-points 010

set class-of-service classifiers exp exp-in forwarding-class best-effort loss-priority low
code-points 000

set class-of-service interfaces ge-2/0/8 unit 0 classifiers exp exp-in
set class-of-service interfaces ge-2/0/8 unit 0 rewrite-rules exp exp-out
set class-of-service interfaces ge-2/1/1 unit 0 classifiers dscp dscpv4
set class-of-service interfaces ge-2/1/1 unit 0 rewrite-rules dscp dscpv4-rw
setclass-of-service rewrite-rulesdscpdscpv4-rwforwarding-classexpedited-forwarding
loss-priority low code-point ef

setclass-of-service rewrite-rulesdscpdscpv4-rwforwarding-classbest-effort loss-priority
low code-point be

set class-of-service rewrite-rules exp exp-out forwarding-class expedited-forwarding
loss-priority low code-point 010

set class-of-service rewrite-rules exp exp-out forwarding-class best-effort loss-priority
low code-point 000

Device CE2 set interfaces ge-2/0/7 unit 0 description to-host
set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.2/30
set interfaces ge-2/0/7 unit 0 family inet filter input ip-v4
set interfaces ge-2/1/2 unit 0 description to-Provider
set interfaces ge-2/1/2 unit 0 family inet address 10.90.0.2/30
set interfaces lo0 unit 1 description loopback-interface
set interfaces lo0 unit 1 family inet address 192.168.0.2/32
set protocols bgp group to_Provider type external
set protocols bgp group to_Provider export send-direct
set protocols bgp group to_Provider peer-as 64511
set protocols bgp group to_Provider neighbor 10.90.0.1
set policy-options policy-statement send-direct from protocol direct
set policy-options policy-statement send-direct then accept
set routing-options router-id 192.168.0.2
set routing-options autonomous-system 64512
set firewall family inet filter ip-v4 term tcp80 from port 80
set firewall family inet filter ip-v4 term tcp80 then dscp ef
set firewall family inet filter ip-v4 term 12345 from port 12345
set firewall family inet filter ip-v4 term 12345 then dscp be
set firewall family inet filter ip-v4 term accept then accept

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To configure Device CE1:

1. Configure the device interfaces.

[edit ]
user@CE1# set interfaces ge-1/0/1 unit 0 description to-host
user@CE1# set interfaces ge-1/0/1 unit 0 family inet address 172.16.50.2/30
user@CE1# set interfaces ge-1/0/1 unit 0 family inet filter input ip-v4
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user@CE1# set interfaces ge-1/0/5 unit 0 description to_Provider
user@CE1# set interfaces ge-1/0/5 unit 0 family inet address 10.80.0.1/30

user@CE1# set interfaces lo0 unit 1 description loopback-interface
user@CE1# set interfaces lo0 unit 1 family inet address 192.168.0.1/32

2. Configure the BGP parameters

[edit ]
user@CE1# set protocols bgp group to_Provider type external
user@CE1# set protocols bgp group to_Provider export send-direct
user@CE1# set protocols bgp group to_Provider peer-as 64511
user@CE1# set protocols bgp group to_Provider neighbor 10.80.0.2

3. Configure the policy option parameters.

[edit ]
user@CE1# set policy-options policy-statement send-direct from protocol direct
user@CE1# set policy-options policy-statement send-direct then accept

4. Configure the routing option parameters.

[edit ]
user@CE1# set routing-options router-id 192.168.0.1
user@CE1# set routing-options autonomous-system 64510

5. Configure the DSCP code point rewrite parameters.

[edit ]
user@CE1# set firewall family inet filter ip-v4 term tcp80 from port 80
user@CE1# set firewall family inet filter ip-v4 term tcp80 then dscp ef
user@CE1# set firewall family inet filter ip-v4 term 12345 from port 12345
user@CE1# set firewall family inet filter ip-v4 term 12345 then dscp be
user@CE1# set firewall family inet filter ip-v4 term accept then accept

Step-by-Step
Procedure

To configure Device PE1:

Configure the device interfaces.1.

[edit ]
user@PE1# set interfaces ge-1/0/6 description to_vpna
user@PE1# set interfaces ge-1/0/6 unit 0 family inet address 10.80.0.2/30

user@PE1# set interfaces ge-1/0/7 description to_P1
user@PE1# set interfaces ge-1/0/7 unit 0 family inet address 10.30.0.1/30
user@PE1# set interfaces ge-1/0/7 unit 0 family mpls

user@PE1# set interfaces lo0 unit 0 description loopback-interface
user@PE1# set interfaces lo0 unit 0 family inet address 10.255.70.31/32

2. Configure the routing option parameters.
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[edit ]
user@PE1# set routing-options router-id 10.255.70.31
user@PE1# set routing-options autonomous-system 64511

3. Configure the protocol parameters.

user@PE1# set protocolsmpls interface ge-1/0/7.0

user@PE1# set protocols bgp group to_PE2 type internal
user@PE1# set protocols bgp group to_PE2 local-address 10.255.70.31
user@PE1# set protocols bgp group to_PE2 family inet-vpn unicast
user@PE1# set protocols bgp group to_PE2 neighbor 172.30.14.1

user@PE1# set protocols ospf area 0.0.0.0 interface lo0.0 passive
user@PE1# set protocols ospf area 0.0.0.0 interface ge-1/0/7.0

user@PE1# set protocols ldp interface ge-1/0/7.0
user@PE1# set protocols ldp interface lo0.0

4. Configure the routing instance parameters.

[edit ]
user@PE1# set routing-instances vpna instance-type vrf
user@PE1# set routing-instances vpna interface ge-1/0/6.0
user@PE1# set routing-instances vpna route-distinguisher 64511:1
user@PE1# set routing-instances vpna vrf-target target:64511:1
user@PE1# set routing-instances vpna protocols bgp group to_vpna type external
user@PE1# set routing-instances vpna protocols bgp group to_vpna peer-as 64510
user@PE1# set routing-instances vpna protocols bgp group to_vpna neighbor
10.80.0.1

5. Configure the class-of-service parameters that perform the DSCP code point to

MPLS EXP rewriting.

user@PE1# set class-of-service classifiers dscp dscpv4 forwarding-class
expedited-forwarding loss-priority low code-points ef

user@PE1#setclass-of-serviceclassifiersdscpdscpv4forwarding-classbest-effort
loss-priority low code-points be

user@PE1# set class-of-service classifiers exp exp-in forwarding-class
expedited-forwarding loss-priority low code-points 010

user@PE1# set class-of-service classifiers exp exp-in forwarding-class best-effort
loss-priority low code-points 000

user@PE1# set class-of-service interfaces ge-1/0/6 unit 0 classifiers dscp dscpv4
user@PE1# set class-of-service interfaces ge-1/0/6 unit 0 rewrite-rules dscp
dscpv4-rw

user@PE1# set class-of-service interfaces ge-1/0/7 unit 0 classifiers exp exp-in
user@PE1# set class-of-service interfaces ge-1/0/7unit 0 rewrite-rules expexp-out
user@PE1# set class-of-service rewrite-rules dscp dscpv4-rw forwarding-class
expedited-forwarding loss-priority low code-point ef

user@PE1# set class-of-service rewrite-rules dscp dscpv4-rw forwarding-class
best-effort loss-priority low code-point be

user@PE1# set class-of-service rewrite-rules exp exp-out forwarding-class
expedited-forwarding loss-priority low code-point 010

Copyright © 2017, Juniper Networks, Inc.400

Class of Service Feature Guide for Routing Devices



user@PE1# set class-of-service rewrite-rules exp exp-out forwarding-class
best-effort loss-priority low code-point 000

Step-by-Step
Procedure

To configure Device P1:

Configure the device interfaces.1.

[edit ]
user@P1# set interfaces ge-1/0/3 description to_P2
user@P1# set interfaces ge-1/0/3 unit 0 family inet address 10.40.0.1/30
user@P1# set interfaces ge-1/0/3 unit 0 family mpls

user@P1# set interfaces ge-1/0/7 description to_PE1
user@P1# set interfaces ge-1/0/7 unit 0 family inet address 10.30.0.2/30
user@P1# set interfaces ge-1/0/7 unit 0 family mpls

user@P1# set interfaces lo0 unit 0 description loopback-interface
user@P1# set interfaces lo0 unit 0 family inet address 192.168.16.1/32

2. Configure the routing option parameters.

[edit ]
user@P1# set routing-options router-id 10.255.187.32

3. Configure the protocol parameters.

[edit ]
user@P1# set protocolsmpls interface ge-1/0/7.0
user@P1# set protocolsmpls interface ge-1/0/3.0

user@P1# set protocols ospf area 0.0.0.0 interface ge-1/0/3.0
user@P1# set protocols ospf area 0.0.0.0 interface ge-1/0/7.0
user@P1# set protocols ospf area 0.0.0.0 interface lo0.0 passive

user@P1# set protocols ldp interface ge-1/0/3.0
user@P1# set protocols ldp interface ge-1/0/7.0
user@P1# set protocols ldp interface lo0.0

Step-by-Step
Procedure

To configure Device P2:

Configure the device interfaces.1.

[edit ]
user@P2# set interfaces ge-2/0/6 description to_P1
user@P2# set interfaces ge-2/0/6 unit 0 family inet address 10.40.0.2/30
user@P2# set interfaces ge-2/0/6 unit 0 family mpls

user@P2# set interfaces ge-2/0/8 description to_PE2
user@P2# set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
user@P2# set interfaces ge-2/0/8 unit 0 family mpls
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user@P2# set interfaces lo0 unit 0 description loopback-interface
user@P2# set interfaces lo0 unit 0 family inet address 192.168.13.1/32

2. Configure the routing option parameters.

[edit ]
user@P2# set routing-options router-id 192.168.187.3

3. Configure the protocol parameters.

[edit ]
user@P2# set protocolsmpls interface ge-2/0/6.0
user@P2# set protocolsmpls interface ge-2/0/8.0

user@P2# set protocols ospf area 0.0.0.0 interface ge-2/0/6.0
user@P2# set protocols ospf area 0.0.0.0 interface ge-2/0/8.0
user@P2# set protocols ospf area 0.0.0.0 interface lo0.0 passive

user@P2# set protocols ldp interface ge-2/0/6.0
user@P2# set protocols ldp interface ge-2/0/8.0
user@P2# set protocols ldp interface lo0.0

Step-by-Step
Procedure

To configure Device PE2:

Configure the device interfaces.1.

[edit ]
user@PE2# set interfaces ge-2/0/8 description to-R1
user@PE2# set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
user@PE2# set interfaces ge-2/0/8 unit 0 family mpls

user@PE2# set interfaces ge-2/1/1 unit 0 description to-vpna
user@PE2# set interfaces ge-2/1/1 unit 0 family inet address 10.90.0.1/30

user@PE2# set interfaces lo0 unit 0 description loopback-interface
user@PE2# set interfaces lo0 unit 0 family inet address 172.30.14.1/32

2. Configure the routing option parameters.

[edit ]
user@PE2# set routing-options router-id 172.30.14.1
user@PE2# set routing-options autonomous-system 64511

3. Configure the protocol parameters.

[edit ]
user@PE2# set protocolsmpls interface ge-2/0/8.0

user@PE2# set protocols bgp group to_PE2 type internal
user@PE2# set protocols bgp group to_PE2 local-address 172.30.14.1
user@PE2# set protocols bgp group to_PE2 family inet-vpn unicast
user@PE2# set protocols bgp group to_PE2 neighbor 10.255.70.31
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user@PE2# set protocols ospf area 0.0.0.0 interface ge-2/0/8.0
user@PE2# set protocols ospf area 0.0.0.0 interface lo0.0 passive
user@PE2# set protocols ldp interface ge-2/0/8.0
user@PE2# set protocols ldp interface lo0.0

4. Configure the routing instance parameters.

[edit ]
user@PE2# set routing-instances vpna instance-type vrf
user@PE2# set routing-instances vpna interface ge-2/1/1.0
user@PE2# set routing-instances vpna route-distinguisher 64511:1
user@PE2# set routing-instances vpna vrf-target target:64511:1
user@PE2# set routing-instances vpna protocols bgp group to_vpna type external
user@PE2# set routing-instances vpna protocols bgp group to_vpna peer-as 64512
user@PE2# set routing-instances vpna protocols bgp group to_vpna neighbor
10.90.0.2

5. Configure the class-of-service parameters that perform the DSCP code point to

MPLS EXP rewriting.

[edit ]
user@PE2# set class-of-service classifiers dscp dscpv4 forwarding-class
expedited-forwarding loss-priority low code-points ef

user@PE2#setclass-of-serviceclassifiersdscpdscpv4forwarding-classbest-effort
loss-priority low code-points be

user@PE2# set class-of-service classifiers exp exp-in forwarding-class
expedited-forwarding loss-priority low code-points 010

user@PE2# set class-of-service classifiers exp exp-in forwarding-class best-effort
loss-priority low code-points 000

user@PE2# set class-of-service interfaces ge-2/0/8 unit 0 classifiers exp exp-in
user@PE2#setclass-of-service interfacesge-2/0/8unit0 rewrite-rulesexpexp-out
user@PE2# set class-of-service interfaces ge-2/1/1 unit 0 classifiers dscp dscpv4
user@PE2# set class-of-service interfaces ge-2/1/1 unit 0 rewrite-rules dscp
dscpv4-rw

user@PE2# set class-of-service rewrite-rules dscp dscpv4-rw forwarding-class
expedited-forwarding loss-priority low code-point ef

user@PE2# set class-of-service rewrite-rules dscp dscpv4-rw forwarding-class
best-effort loss-priority low code-point be

user@PE2# set class-of-service rewrite-rules exp exp-out forwarding-class
expedited-forwarding loss-priority low code-point 010

user@PE2# set class-of-service rewrite-rules exp exp-out forwarding-class
best-effort loss-priority low code-point 000

Step-by-Step
Procedure

To configure Device CE2:

Configure the device interfaces.1.

[edit ]
user@CE2# set interfaces ge-2/0/7 unit 0 description to-host
user@CE2# set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.2/30
user@CE2# set interfaces ge-2/0/7 unit 0 family inet filter input ip-v4

user@CE2# set interfaces ge-2/1/2 unit 0 description to-Provider
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user@CE2# set interfaces ge-2/1/2 unit 0 family inet address 10.90.0.2/30

set interfaces lo0 unit 1 description loopback-interface
set interfaces lo0 unit 1 family inet address 192.168.0.2/32

2. Configure the protocol parameters.

[edit ]
user@CE2# set protocols bgp group to_Provider type external
user@CE2# set protocols bgp group to_Provider export send-direct
user@CE2# set protocols bgp group to_Provider peer-as 64511
user@CE2# set protocols bgp group to_Provider neighbor 10.90.0.1

3. Configure the policy option parameters.

[edit ]
user@CE2# set policy-options policy-statement send-direct from protocol direct
user@CE2# set policy-options policy-statement send-direct then accept

4. Configure the routing option parameters.

[edit ]
user@CE2# set routing-options router-id 192.168.0.2
user@CE2# set routing-options autonomous-system 64512

5. Configure the DSCP code point rewrite parameters.

[edit ]
user@CE2# set firewall family inet filter ip-v4 term tcp80 from port 80
user@CE2# set firewall family inet filter ip-v4 term tcp80 then dscp ef
user@CE2# set firewall family inet filter ip-v4 term 12345 from port 12345
user@CE2# set firewall family inet filter ip-v4 term 12345 then dscp be
user@CE2# set firewall family inet filter ip-v4 term accept then accept

Results From configuration mode, confirm your configuration by entering the show interfaces,

showprotocols, showpolicy-options, show routing-options, show routing-instances, show

firewall, and showclass-of-servicecommands. If theoutputdoesnotdisplay the intended

configuration, repeat the instructions in this example to correct the configuration.

user@CE1# show interfaces
ge-1/0/1 {
unit 0 {
description to-host;
family inet {
filter {
input ip-v4;

}
address 172.16.50.2/30;

}
}

}
ge-1/0/5 {
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unit 0 {
description to_Provider;
family inet {
address 10.80.0.1/30;

}
}

}
lo0 {
unit 1 {
description loopback-interface;
family inet {
address 192.168.0.1/32;

}
}

}

user@CE1# show protocols
bgp {
group to_Provider {
type external;
export send-direct;
peer-as 64511;
neighbor 10.80.0.2;

}
}

user@CE1# show policy-options
policy-statement send-direct {
from protocol direct;
then accept;

}

user@CE1# show routing-options
router-id 192.168.0.1;
autonomous-system 64510;

user@CE1# show firewall
family inet {
filter ip-v4 {
term tcp80 {
from {
port 80;

}
then dscp ef;

}
term 12345 {
from {
port 12345;

}
then dscp be;

}
term accept {
then accept;

}
}

}

If you are done configuring Device CE1, enter commit from configuration mode.
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user@PE1# show interfaces
ge-1/0/6 {
description to_vpna;
unit 0 {
family inet {
address 10.80.0.2/30;

}
}

}
ge-1/0/7 {
description to_P1;
unit 0 {
family inet {
address 10.30.0.1/30;

}
family mpls;

}
}
lo0 {
unit 0 {
description loopback-interface;
family inet {
address 10.255.70.31/32;

}
}

}

user@PE1# show protocols
mpls {
interface ge-1/0/7.0;

}
bgp {
group to_PE2 {
type internal;
local-address 10.255.70.31;
family inet-vpn {
unicast;

}
neighbor 172.30.14.1;

}
}
ospf {
area 0.0.0.0 {
interface lo0.0 {
passive;

}
interface ge-1/0/7.0;

}
}
ldp {
interface ge-1/0/7.0;
interface lo0.0;

}

user@PE1# show routing-options
router-id 10.255.70.31;
autonomous-system 64511;
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user@PE1# show routing-instances
vpna {
instance-type vrf;
interface ge-1/0/6.0;
route-distinguisher 64511:1;
vrf-target target:64511:1;
protocols {
bgp {
group to_vpna {
type external;
peer-as 64510;
neighbor 10.80.0.1;

}
}

}
}

user@PE1# show class-of-service
classifiers {
dscp dscpv4 {
forwarding-class expedited-forwarding {
loss-priority low code-points ef;

}
forwarding-class best-effort {
loss-priority low code-points be;

}
}
exp exp-in {
forwarding-class expedited-forwarding {
loss-priority low code-points 010;

}
forwarding-class best-effort {
loss-priority low code-points 000;

}
}

}
interfaces {
ge-1/0/6 {
unit 0 {
classifiers {
dscp dscpv4;

}
rewrite-rules {
dscp dscpv4-rw;

}
}

}
ge-1/0/7 {
unit 0 {
classifiers {
exp exp-in;

}
rewrite-rules {
exp exp-out;

}
}
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}
}
rewrite-rules {
dscp dscpv4-rw {
forwarding-class expedited-forwarding {
loss-priority low code-point ef;

}
forwarding-class best-effort {
loss-priority low code-point be;

}
}
exp exp-out {
forwarding-class expedited-forwarding {
loss-priority low code-point 010;

}
forwarding-class best-effort {
loss-priority low code-point 000;

}
}

}

If you are done configuring Device PE1, enter commit from configuration mode.

user@P1# show interfaces
ge-1/0/3 {
description to_P2;
unit 0 {
family inet {
address 10.40.0.1/30;

}
family mpls;

}
}
ge-1/0/7 {
description to_PE1;
unit 0 {
family inet {
address 10.30.0.2/30;

}
family mpls;

}
}
lo0 {
unit 0 {
description loopback-interface;
family inet {
address 192.168.16.1/32;

}
}

}

user@P1# show protocols
mpls {
interface ge-1/0/7.0;
interface ge-1/0/3.0;

}
ospf {
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area 0.0.0.0 {
interface ge-1/0/3.0;
interface ge-1/0/7.0;
interface lo0.0 {
passive;

}
}

}
ldp {
interface ge-1/0/3.0;
interface ge-1/0/7.0;
interface lo0.0;

}

user@P1# show routing-options
router-id 10.255.187.32;

If you are done configuring Device P1, enter commit from configuration mode.

user@P2# show interfaces
ge-2/0/6 {
description to_P1;
unit 0 {
family inet {
address 10.40.0.2/30;

}
family mpls;

}
}
ge-2/0/8 {
description to_PE2;
unit 0 {
family inet {
address 10.50.0.1/30;

}
family mpls;

}
}
lo0 {
unit 0 {
description loopback-interface;
family inet {
address 192.168.13.1/32;

}
}

}

user@P2# show protocols
mpls {
interface ge-2/0/6.0;
interface ge-2/0/8.0;

}
ospf {
area 0.0.0.0 {
interface ge-2/0/6.0;
interface ge-2/0/8.0;
interface lo0.0 {
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passive;
}

}
}
ldp {
interface ge-2/0/6.0;
interface ge-2/0/8.0;
interface lo0.0;

}

user@P2# show routing-options
router-id 192.168.187.3;

If you are done configuring Device P2, enter commit from configuration mode.

user@PE2# show interfaces

ge-2/0/8 {
description to-R1;
unit 0 {
family inet {
address 10.50.0.2/30;

}
family mpls;

}
}
ge-2/1/1 {
unit 0 {
description to-vpna;
family inet {
address 10.90.0.1/30;

}
}

}
lo0 {
unit 0 {
description loopback-interface;
family inet {
address 172.30.14.1/32;

}
}

}

user@PE2# show protocols
mpls {
interface ge-2/0/8.0;

}
bgp {
group to_PE1 {
type internal;
local-address 172.30.14.1;
family inet-vpn {
unicast;

}
neighbor 10.255.70.31;

}
}

Copyright © 2017, Juniper Networks, Inc.410

Class of Service Feature Guide for Routing Devices



ospf {
area 0.0.0.0 {
interface ge-2/0/8.0;
interface lo0.0 {
passive;

}
}

}
ldp {
interface ge-2/0/8.0;
interface lo0.0;

}

user@PE2# show routing-options
router-id 172.30.14.1;
autonomous-system 64511;

user@PE2# show routing-instances
vpna {
instance-type vrf;
interface ge-2/1/1.0;
route-distinguisher 64511:1;
vrf-target target:64511:1;
protocols {
bgp {
group to_vpna {
type external;
peer-as 64512;
neighbor 10.90.0.2;

}
}

}
}

user@PE2# show class-of-service
classifiers {
dscp dscpv4 {
forwarding-class expedited-forwarding {
loss-priority low code-points ef;

}
forwarding-class best-effort {
loss-priority low code-points be;

}
}
exp exp-in {
forwarding-class expedited-forwarding {
loss-priority low code-points 010;

}
forwarding-class best-effort {
loss-priority low code-points 000;

}
}

}
interfaces {
ge-2/0/8 {
unit 0 {
classifiers {
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exp exp-in;
}
rewrite-rules {
exp exp-out;

}
}

}
ge-2/1/1 {
unit 0 {
classifiers {
dscp dscpv4;

}
rewrite-rules {
dscp dscpv4-rw;

}
}

}
}
rewrite-rules {
dscp dscpv4-rw {
forwarding-class expedited-forwarding {
loss-priority low code-point ef;

}
forwarding-class best-effort {
loss-priority low code-point be;

}
}
exp exp-out {
forwarding-class expedited-forwarding {
loss-priority low code-point 010;

}
forwarding-class best-effort {
loss-priority low code-point 000;

}
}

}

If you are done configuring Device PE2, enter commit from configuration mode.

user@CE2# show interfaces
ge-2/0/7 {
unit 0 {
description to-host;
family inet {
filter {
input ip-v4;

}
address 172.16.80.2/30;

}
}

}
ge-2/1/2 {
unit 0 {
description to-Provider;
family inet {
address 10.90.0.2/30;
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}
}

}
lo0 {
unit 1 {
description loopback-interface;
family inet {
address 192.168.0.2/32;

}
}

}

user@CE2# show protocols
bgp {
group to_Provider {
type external;
export send-direct;
peer-as 64511;
neighbor 10.90.0.1;

}
}

user@CE2# show policy-options
policy-statement send-direct {
from protocol direct;
then accept;

}

user@CE2# show routing-options
router-id 192.168.0.2;
autonomous-system 64512;

user@CE2# show firewall
family inet {
filter ip-v4 {
term tcp80 {
from {
port 80;

}
then dscp ef;

}
term 12345 {
from {
port 12345;

}
then dscp be;

}
term accept {
then accept;

}
}

}

If you are done configuring Device CE2, enter commit from configuration mode.
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Verification

Confirm that the configuration isworking properly by verifying that theDSCP code points

are maintained from CE1 to CE2.

• Clearing the Firewall Counters on page 414

• Sending Traffic into the Network from TCP HTTP Ports 80 and 12345 and Monitoring

the Results on page 414

Clearing the Firewall Counters

Purpose Confirm that the firewall counters are cleared.

Action On Device CE2, run the clear firewall all command to reset the firewall counters to 0.

user@CE2> clear firewall all

Sending Traffic into the Network from TCPHTTP Ports 80 and 12345 and
Monitoring the Results

Purpose Send traffic into the network from the host connected to Device CE1 so that it that can

bemonitored at Device CE2.

Action A different firewall is required on interface ge-2/0/7 to count the traffic that is being

transmitted outbound to the destination. The following commands apply the firewall

filter that counts the marked traffic as it is transmitted to the destination.

NOTE: To capture traffic at Device CE1, apply this command set interfaces

ge-1/0/1unit0family inet filteroutputcount, followedby thecommandsbelow.

NOTE: To capture traffic at Device CE2, apply this command set interfaces

ge-2/0/7 unit 0 family inet filter output count, followed by the commands

below.

set firewall family inet filter count term be from dscp be
set firewall family inet filter count term be then count be
set firewall family inet filter count term ef from dscp ef
set firewall family inet filter count term ef then count ef
set firewall family inet filter count term accept then accept
set interfaces ge-2/0/7 unit 0 family inet filter output count

When you are done testing, you can leave the counting filter in place, or remove it.
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1. On host 1 use a traffic generator to send 20 TCP packets with a source port of 80 into

the network, and repeat the task using a source port of 12345.

[user@host]# hping 172.16.80.1 -s 80 -k -c 20
[user@host]# hping 172.16.80.1 -s 12345 -k -c 20

2. On Device CE2, check the firewall counters by using the show firewall command.

user@CE2> show firewall

Filter: __CE2/ip-v4

Filter: __CE2/count
Counters:
Name                                                Bytes              Packets
be                                                    800               20
ef                                                    800               20

Meaning The code point for TCP packets to port 12345 is maintained as be. The code point for

TCP packets to port 80 is maintained as ef.

Related
Documentation

Example: Configuring and Applying Scheduler Maps on page 246•

Example: RemarkingDiffservCodePoints to802.1PPCPs toCarryCoSProfilesAcross
a Service Provider’s VPLS Network

Supported Platforms MSeries,MXSeries, T Series

Thisconfigurationexampleexplainshowto implementclass-of-service (CoS)capabilities

over a Virtual Private LAN Service (VPLS) network.

• Requirements on page 415

• Overview on page 415

• Configuration on page 418

• Verification on page 435

Requirements

To verify this procedure, this example uses a traffic generator. The traffic generator can

be hardware-based or it can be software running on a server or host machine.

The functionality in this procedure is widely supported on devices that run JunosOS. The

example shown here was tested and verified on MX Series routers running Junos OS

Release 10.4.

Overview

VPLS networks create a Virtual Private LAN that provides a very close approximation of

an Ethernet LAN to customers of a service provider. In a VPLSnetwork, it is not necessary

for all customers to be connected to a single LAN. Instead, the customers can be spread
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across two or more LANs. In the simplest sense, a VPLS network connects individual

LANs across a packet-switched network so that they appear as a single LAN. See

Figure 43 on page 416 for an example of a typical VPLS topology.

Figure 43: Typical VPLS Topology

Junos OS contains several DiffServ code point (DSCP) default rewrite rules that might

meet your requirements. You display themwith the show class-of-service rewrite-rule

command. A partial set of the default rewrite DSCP rule mappings is shown in the

following table.

You can also define your own custom rewrite-rules table, or use amixture of the default

rewrite-rulesandacustomtable that youcreate. This exampleusesdefault rewrite-rules.

MAP to DSCP/DSCP IPv6/EXP/IP Code
Point AliasesPLP ValueMap from Forwarding Class

eflowexpedited-forwarding

efhighexpedited-forwarding
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MAP to DSCP/DSCP IPv6/EXP/IP Code
Point AliasesPLP ValueMap from Forwarding Class

af11lowassured-forwarding

af12 (DSCP/DSCP IPv6/EXP)highassured-forwarding

belowbest-effort

behighbest-effort

nc1/cs6lownetwork-control

nc2/cs7highnetwork-control

Junos OS uses the values shown in the following table for MPLS CoS in the EXP fields of

the MPLS header.

EXP Code PointLoss PriorityForwarding Class

000lowbest-effort

001highbest-effort

010lowexpedited-forwarding

011highexpedited-forwarding

100lowassured-forwarding

101highassured-forwarding

110lownetwork-control

111highnetwork-control

NOTE: In addition to providing the necessary information to complete the
purpose of this example, this example also includes all of the commands
required to recreate the VPLS network as shown in Figure 44 on page 418. A
full explanation of the tasks required to configure a VPLS network is not
included in this example. If you needmore information regarding configuring
a VPLS network, see the VPLS Feature Guide for Routing Devices at
http://juniper.net/techpubs and RFC 4761 at
http://tools.ietf.org/html/rfc4761 .

A thorough explanation of the required CoS tasks and the underlying algorithms used in

this example is beyond the scope of this document. For more information, refer to
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QOS-EnabledNetworks—Tools and Foundations byMiguel Barreiros andPeter Lundqvist.

This book is available at many online booksellers and at www.juniper.net/books .

Topology

This example uses the topology in Figure 44 on page 418.

Figure 44: VPLSwith CoS Scenario

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Device CE1 set interfaces ge-1/0/1 unit 0 description to-Host1
set interfaces ge-1/0/1 unit 0 family inet address 172.16.50.2/30
set interfaces ge-1/0/1 unit 0 family inet filter input ip-v4
set interfaces ge-1/0/5 vlan-tagging
set interfaces ge-1/0/5 unit 512 description to_PE1
set interfaces ge-1/0/5 unit 512 vlan-id 512
set interfaces ge-1/0/5 unit 512 family inet address 10.10.1.1/24
set interfaces lo0 unit 1 description loopback-interface
set interfaces lo0 unit 1 family inet address 192.168.0.1/32
set protocols ospf area 0.0.0.0 interface ge-1/0/5.512
set protocols ospf area 0.0.0.0 interface ge-1/0/1.0 passive
set protocols ospf area 0.0.0.0 interface lo0.1 passive
set firewall family inet filter ip-v4 term tcp80 from port 80
set firewall family inet filter ip-v4 term tcp80 then dscp ef
set firewall family inet filter ip-v4 term 12345 from port 12345
set firewall family inet filter ip-v4 term 12345 then dscp be
set firewall family inet filter ip-v4 term accept then accept
set class-of-service classifiers ieee-802.1 dscp1 forwarding-class expedited-forwarding
loss-priority low code-points ef

set class-of-serviceclassifiers ieee-802.1dscp1 forwarding-classbest-effort loss-priority
low code-points be
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set class-of-service rewrite-rules ieee-802.1 ieee1-c2 forwarding-class
expedited-forwarding loss-priority low code-point 010

set class-of-service rewrite-rules ieee-802.1 ieee1-c2 forwarding-class best-effort
loss-priority low code-point 000

set class-of-service interfaces ge-1/0/5 unit 512 classifiers ieee-802.1 dscp1
set class-of-service interfaces ge-1/0/5 unit 512 rewrite-rules ieee-802.1 ieee1-c2

Device PE1 set interfaces ge-1/0/6 vlan-tagging
set interfaces ge-1/0/6 encapsulation vlan-vpls
set interfaces ge-1/0/6 unit 512 description to_vpls
set interfaces ge-1/0/6 unit 512 encapsulation vlan-vpls
set interfaces ge-1/0/6 unit 512 vlan-id 512
set interfaces ge-1/0/9 description to_P1
set interfaces ge-1/0/9 unit 0 family inet address 10.30.0.1/30
set interfaces ge-1/0/9 unit 0 family mpls
set interfaces lo0 unit 0 description loopback-interface
set interfaces lo0 unit 0 family inet address 10.255.70.31/32
set protocolsmpls interface ge-1/0/9.0
set protocols bgp group to_PE2 type internal
set protocols bgp group to_PE2 local-address 10.255.70.31
set protocols bgp group to_PE2 family l2vpn signaling
set protocols bgp group to_PE2 neighbor 172.30.14.1
set protocols ospf traffic-engineering
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ospf area 0.0.0.0 interface ge-1/0/9.0
set protocols ldp interface ge-1/0/9.0
set protocols ldp interface lo0.0
set routing-options router-id 10.255.70.31
set routing-options autonomous-system 64511
set routing-instances vpls_a instance-type vpls
set routing-instances vpls_a interface ge-1/0/6.512
set routing-instances vpls_a route-distinguisher 64511:1
set routing-instances vpls_a vrf-target target:64511:1
set routing-instances vpls_a protocols vpls no-tunnel-services
set routing-instances vpls_a protocols vpls site 1 site-identifier 1
set routing-instances vpls_a protocols vpls site 1 interface ge-1/0/6.512

Device P1 set interfaces ge-1/0/3 description to_P2
set interfaces ge-1/0/3 unit 0 family inet address 10.40.0.1/30
set interfaces ge-1/0/3 unit 0 family mpls
set interfaces ge-1/0/9 description to_PE1
set interfaces ge-1/0/9 unit 0 family inet address 10.30.0.2/30
set interfaces ge-1/0/9 unit 0 family mpls
set interfaces lo0 unit 0 description loopback-interface
set interfaces lo0 unit 0 family inet address 192.168.16.1/32
set protocolsmpls interface ge-1/0/9.0
set protocolsmpls interface ge-1/0/3.0
set protocols ospf traffic-engineering
set protocols ospf area 0.0.0.0 interface ge-1/0/3.0
set protocols ospf area 0.0.0.0 interface ge-1/0/9.0
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ldp interface ge-1/0/3.0
set protocols ldp interface ge-1/0/9.0
set protocols ldp interface lo0.0
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set routing-options router-id 192.168.16.1

Device P2 set interfaces ge-2/0/6 description to_P1
set interfaces ge-2/0/6 unit 0 family inet address 10.40.0.2/30
set interfaces ge-2/0/6 unit 0 family mpls
set interfaces ge-2/0/8 description to_PE2
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
set interfaces ge-2/0/8 unit 0 family mpls
set interfaces lo0 unit 0 description loopback-interface
set interfaces lo0 unit 0 family inet address 192.168.13.1/32
set protocolsmpls interface ge-2/0/6.0
set protocolsmpls interface ge-2/0/8.0
set protocols ospf traffic-engineering
set protocols ospf area 0.0.0.0 interface ge-2/0/6.0
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ldp interface ge-2/0/6.0
set protocols ldp interface ge-2/0/8.0
set protocols ldp interface lo0.0
set routing-options router-id 192.168.13.1

Device PE2 set interfaces ge-2/0/8 description to-R1
set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
set interfaces ge-2/0/8 unit 0 family mpls
set interfaces ge-2/1/1 vlan-tagging
set interfaces ge-2/1/1 encapsulation vlan-vpls
set interfaces ge-2/1/1 unit 512 description to_vpls
set interfaces ge-2/1/1 unit 512 encapsulation vlan-vpls
set interfaces ge-2/1/1 unit 512 vlan-id 512
set interfaces lo0 unit 0 description loopback-interface
set interfaces lo0 unit 0 family inet address 172.30.14.1/32
set protocolsmpls interface ge-2/0/8.0
set protocols bgp group to_PE1 type internal
set protocols bgp group to_PE1 local-address 172.30.14.1
set protocols bgp group to_PE1 family l2vpn signaling
set protocols bgp group to_PE1 neighbor 10.255.70.31
set protocols ospf traffic-engineering
set protocols ospf area 0.0.0.0 interface ge-2/0/8.0
set protocols ospf area 0.0.0.0 interface lo0.0 passive
set protocols ldp interface ge-2/0/8.0
set protocols ldp interface lo0.0
set routing-options router-id 172.30.14.1
set routing-options autonomous-system 64511
set routing-instances vpls_a instance-type vpls
set routing-instances vpls_a interface ge-2/1/1.512
set routing-instances vpls_a route-distinguisher 64511:1
set routing-instances vpls_a vrf-target target:64511:1
set routing-instances vpls_a protocols vpls no-tunnel-services
set routing-instances vpls_a protocols vpls site 2 site-identifier 2
set routing-instances vpls_a protocols vpls site 2 interface ge-2/1/1.512

Device CE2 set interfaces ge-2/0/7 unit 0 description to-Host2
set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.2/30
set interfaces ge-2/0/7 unit 0 family inet filter input ip-v4
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set interfaces ge-2/1/2 vlan-tagging
set interfaces ge-2/1/2 unit 512 description to-PE2
set interfaces ge-2/1/2 unit 512 vlan-id 512
set interfaces ge-2/1/2 unit 512 family inet address 10.10.1.2/24
set interfaces lo0 unit 1 description loopback-interface
set interfaces lo0 unit 1 family inet address 192.168.0.2/32
set protocols ospf area 0.0.0.0 interface lo0.1 passive
set protocols ospf area 0.0.0.0 interface ge-2/0/7.0 passive
set protocols ospf area 0.0.0.0 interface ge-2/1/2.512
set firewall family inet filter ip-v4 term tcp80 from port 80
set firewall family inet filter ip-v4 term tcp80 then dscp ef
set firewall family inet filter ip-v4 term 12345 from port 12345
set firewall family inet filter ip-v4 term 12345 then dscp be
set firewall family inet filter ip-v4 term accept then accept
set class-of-service classifiers ieee-802.1 dscp1 forwarding-class expedited-forwarding
loss-priority low code-points ef

set class-of-serviceclassifiers ieee-802.1dscp1 forwarding-classbest-effort loss-priority
low code-points be

set class-of-service rewrite-rules ieee-802.1 ieee1-c2 forwarding-class
expedited-forwarding loss-priority low code-point 010

set class-of-service rewrite-rules ieee-802.1 ieee1-c2 forwarding-class best-effort
loss-priority low code-point 000

set class-of-service interfaces ge-2/1/2 unit 512 rewrite-rules ieee-802.1 ieee1-c2
set class-of-service interfaces ge-2/1/2 unit 512 classifiers ieee-802.1 dscp1

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To configure Device CE1:

1. Configure the device interfaces.

[edit ]
user@CE1# set interfaces ge-1/0/1 unit 0 description to-Host1
user@CE1# set interfaces ge-1/0/1 unit 0 family inet address 172.16.50.2/30
user@CE1#set interfaces ge-1/0/1 unit 0 family inet filter input ip-v4

user@CE1#set interfaces lo0 unit 1 description loopback-interface
user@CE1# set interfaces lo0 unit 1 family inet address 192.168.0.1/32

2. Configure the VLAN parameters.

[edit ]
user@CE1# set interfaces ge-1/0/5 vlan-tagging
user@CE1# set interfaces ge-1/0/5 unit 512 description to_PE1
user@CE1# set interfaces ge-1/0/5 unit 512 vlan-id 512
user@CE1# set interfaces ge-1/0/5 unit 512 family inet address 10.10.1.1/24

3. Configure the class-of-service parameters.

[edit ]
user@CE1# set class-of-service rewrite-rules ieee-802.1 ieee1-c2 forwarding-class
expedited-forwarding loss-priority low code-point 010
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user@CE1# set class-of-service rewrite-rules ieee-802.1 ieee1-c2 forwarding-class
best-effort loss-priority low code-point 000

user@CE1# set class-of-service classifiers ieee-802.1 dscp1 forwarding-class
expedited-forwarding loss-priority low code-points ef

user@CE1# set class-of-service classifiers ieee-802.1 dscp1 forwarding-class
best-effort loss-priority low code-points be

user@CE1#setclass-of-service interfacesge-1/0/5unit512 rewrite-rules ieee-802.1
ieee1-c2

user@CE1# set class-of-service interfaces ge-1/0/5 unit 512 classifiers ieee-802.1
dscp1

4. Configure the protocol parameters.

[edit ]
user@CE1# set protocols ospf area 0.0.0.0 interface ge-1/0/5.512
user@CE1# set protocols ospf area 0.0.0.0 interface ge-1/0/1.0 passive
user@CE1# set protocols ospf area 0.0.0.0 interface lo0.0 passive

5. Configure the firewall DSCP rewrite parameters.

[edit ]
user@CE1# set firewall family inet filter ip-v4 term tcp80 from port 80
user@CE1# set firewall family inet filter ip-v4 term tcp80 then dscp ef
user@CE1# set firewall family inet filter ip-v4 term 12345 from port 12345
user@CE1# set firewall family inet filter ip-v4 term 12345 then dscp be
user@CE1# set firewall family inet filter ip-v4 term accept then accept

Step-by-Step
Procedure

To configure Device PE1:

Configure the device interfaces.1.

[edit ]
user@PE1# set interfaces ge-1/0/9 description to_P1
user@PE1# set interfaces ge-1/0/9 unit 0 family inet address 10.30.0.1/30
user@PE1# set interfaces ge-1/0/9 unit 0 family mpls

user@PE1# set interfaces lo0 unit 0 description loopback-interface
user@PE1# set interfaces lo0 unit 0 family inet address 10.255.70.31/32

2. Configure the VLAN parameters.

[edit ]
user@PE1# set interfaces ge-1/0/6 vlan-tagging
user@PE1# set interfaces ge-1/0/6 encapsulation vlan-vpls
user@PE1# set interfaces ge-1/0/6 unit 512 description to_vpls
user@PE1# set interfaces ge-1/0/6 unit 512 encapsulation vlan-vpls
user@PE1# set interfaces ge-1/0/6 unit 512 vlan-id 512

3. Configure the protocol parameters.

[edit ]
user@PE1# set protocolsmpls interface ge-1/0/9.0
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user@PE1# set protocols bgp group to_PE2 type internal
user@PE1# set protocols bgp group to_PE2 local-address 10.255.70.31
user@PE1# set protocols bgp group to_PE2 family l2vpn signaling
user@PE1# set protocols bgp group to_PE2 neighbor 172.30.14.1

user@PE1# set protocols ospf traffic-engineering
user@PE1# set protocols ospf area 0.0.0.0 interface lo0.0 passive
user@PE1# set protocols ospf area 0.0.0.0 interface ge-1/0/9.0

user@PE1# set protocols ldp interface ge-1/0/9.0
user@PE1# set protocols ldp interface lo0.0

4. Configure the routing option parameters.

[edit ]
user@PE1# set routing-options router-id 10.255.70.31
user@PE1# set routing-options autonomous-system 64511

5. Configure the routing instance parameters.

[edit ]
user@PE1# set routing-instances vpls_a instance-type vpls
user@PE1# set routing-instances vpls_a interface ge-1/0/6.512
user@PE1# set routing-instances vpls_a route-distinguisher 64511:1
user@PE1# set routing-instances vpls_a vrf-target target:64511:1
user@PE1# set routing-instances vpls_a protocols vpls no-tunnel-services
user@PE1# set routing-instances vpls_a protocols vpls site 1 site-identifier 1
user@PE1# set routing-instances vpls_a protocols vpls site 1 interface ge-1/0/6.512

Step-by-Step
Procedure

To configure Device P1:

Configure the device interfaces.1.

[edit ]
user@P1# set interfaces ge-1/0/3 description to_P2
user@P1# set interfaces ge-1/0/3 unit 0 family inet address 10.40.0.1/30
user@P1# set interfaces ge-1/0/3 unit 0 family mpls

user@P1# set interfaces ge-1/0/9 description to_PE1
user@P1# set interfaces ge-1/0/9 unit 0 family inet address 10.30.0.2/30
user@P1# set interfaces ge-1/0/9 unit 0 family mpls

user@P1# set interfaces lo0 unit 0 description loopback-interface
user@P1# set interfaces lo0 unit 0 family inet address 192.168.16.1/32

2. Configure the protocol parameters.

[edit ]
user@P1# set protocolsmpls interface ge-1/0/9.0
user@P1# set protocolsmpls interface ge-1/0/3.0

user@P1# set protocols ospf traffic-engineering
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user@P1# set protocols ospf area 0.0.0.0 interface ge-1/0/3.0
user@P1# set protocols ospf area 0.0.0.0 interface ge-1/0/9.0
user@P1# set protocols ospf area 0.0.0.0 interface lo0.0 passive

user@P1# set protocols ldp interface ge-1/0/3.0
user@P1# set protocols ldp interface ge-1/0/9.0
user@P1# set protocols ldp interface lo0.0

3. Configure the routing options parameter.

[edit ]
user@P1# set routing-options router-id 192.168.16.1

Step-by-Step
Procedure

To configure Device P2:

Configure the device interfaces.1.

[edit ]
user@P2# set interfaces ge-2/0/6 description to_P1
user@P2#set interfaces ge-2/0/6 unit 0 family inet address 10.40.0.2/30
user@P2# set interfaces ge-2/0/6 unit 0 family mpls

user@P2# set interfaces ge-2/0/8 description to_PE2
user@P2# set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.1/30
user@P2# set interfaces ge-2/0/8 unit 0 family mpls

user@P2# set interfaces lo0 unit 0 description loopback-interface
user@P2# set interfaces lo0 unit 0 family inet address 192.168.13.1/32

2. Configure the protocol parameters.

[edit ]
user@P2# set protocolsmpls interface ge-2/0/6.0
user@P2# set protocolsmpls interface ge-2/0/8.0

user@P2# set protocols ospf traffic-engineering
user@P2# set protocols ospf area 0.0.0.0 interface ge-2/0/6.0
user@P2# set protocols ospf area 0.0.0.0 interface ge-2/0/8.0
user@P2# set protocols ospf area 0.0.0.0 interface lo0.0 passive

user@P2# set protocols ldp interface ge-2/0/6.0
user@P2# set protocols ldp interface ge-2/0/8.0
user@P2# set protocols ldp interface lo0.0

3. Configure the routing option parameter.

[edit ]
user@P2# set routing-options router-id 192.168.13.1
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Step-by-Step
Procedure

To configure Device PE2:

Configure the device interfaces.1.

[edit ]
user@PE2# set interfaces ge-2/0/8 description to-R1
user@PE2# set interfaces ge-2/0/8 unit 0 family inet address 10.50.0.2/30
user@PE2# set interfaces ge-2/0/8 unit 0 family mpls

user@PE2# set interfaces lo0 unit 0 description loopback-interface
user@PE2# set interfaces lo0 unit 0 family inet address 172.30.14.1/32

2. Configure the VLAN parameters.

[edit ]
user@PE2# set interfaces ge-2/1/1 vlan-tagging
user@PE2# set interfaces ge-2/1/1 encapsulation vlan-vpls
user@PE2# set interfaces ge-2/1/1 unit 512 description to_vpls
user@PE2# set interfaces ge-2/1/1 unit 512 encapsulation vlan-vpls
user@PE2# set interfaces ge-2/1/1 unit 512 vlan-id 512

3. Configure the protocol parameters.

[edit ]
user@PE2# set protocolsmpls interface ge-2/0/8.0

user@PE2# set protocols bgp group to_PE1 type internal
user@PE2# set protocols bgp group to_PE1 local-address 172.30.14.1
user@P2# set protocols bgp group to_PE1 family l2vpn signaling
user@PE2# set protocols bgp group to_PE1 neighbor 10.255.70.31

user@PE2# set protocols ospf traffic-engineering
user@PE2# set protocols ospf area 0.0.0.0 interface ge-2/0/8.0
user@PE2# set protocols ospf area 0.0.0.0 interface lo0.0 passive

user@PE2# set protocols ldp interface ge-2/0/8.0
user@PE2# set protocols ldp interface lo0.0

4. Configure the routing option parameters.

[edit ]
user@PE2# set routing-options router-id 172.30.14.1
user@PE2# set routing-options autonomous-system 64511

5. Configure the routing instance parameters.

[edit ]
user@P2# set routing-instances vpls_a instance-type vpls
user@PE2# set routing-instances vpls_a interface ge-2/1/1.512
user@PE2# set routing-instances vpls_a route-distinguisher 64511:1
user@PE2# set routing-instances vpls_a vrf-target target:64511:1
user@PE2# set routing-instances vpls_a protocols vpls no-tunnel-services
user@PE2# set routing-instances vpls_a protocols vpls site 2 site-identifier 2
user@PE2# set routing-instances vpls_a protocols vpls site 2 interface ge-2/1/1.512
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Step-by-Step
Procedure

To configure Device CE2:

Configure the device interfaces.1.

[edit ]
user@CE2# set interfaces ge-2/0/7 unit 0 description to-Host2
user@CE2# set interfaces ge-2/0/7 unit 0 family inet address 172.16.80.2/30
user@CE2# set interfaces ge-2/0/7 unit 0 family inet filter input ip-v4

user@CE2# set interfaces lo0 unit 1 description loopback-interface
user@CE2# set interfaces lo0 unit 1 family inet address 192.168.0.2/32

2. Configure the VLAN parameters

[edit ]
user@CE2# set interfaces ge-2/1/2 vlan-tagging
user@CE2# set interfaces ge-2/1/2 unit 512 description to-PE2
user@CE2# set interfaces ge-2/1/2 unit 512 vlan-id 512
user@CE2# set interfaces ge-2/1/2 unit 512 family inet address 10.10.1.2/24

3. Configure the class-of-service parameters.

[edit ]
user@CE2# set class-of-service rewrite-rules ieee-802.1 ieee1-c2 forwarding-class
expedited-forwarding loss-priority low code-point 010

user@CE2# set class-of-service rewrite-rules ieee-802.1 ieee1-c2 forwarding-class
best-effort loss-priority low code-point 000

user@CE2# set class-of-service classifiers ieee-802.1 dscp1 forwarding-class
expedited-forwarding loss-priority low code-points ef

user@CE2# set class-of-service classifiers ieee-802.1 dscp1 forwarding-class
best-effort loss-priority low code-points be

user@CE2#setclass-of-service interfacesge-2/1/2unit512 rewrite-rules ieee-802.1
ieee1-c2

user@CE2# set class-of-service interfaces ge-2/1/2 unit 512 classifiers ieee-802.1
dscp1

4. Configure the protocol parameters.

[edit ]
user@CE2# set protocols ospf area 0.0.0.0 interface lo0.0 passive
user@CE2# set protocols ospf area 0.0.0.0 interface ge-2/0/7.0 passive
user@CE2# set protocols ospf area 0.0.0.0 interface ge-2/1/2.512

5. Configure the firewall DSCP rewrite parameters.

[edit ]
user@CE2# set firewall family inet filter ip-v4 term tcp80 from port 80
user@CE2# set firewall family inet filter ip-v4 term tcp80 then dscp ef
user@CE2# set firewall family inet filter ip-v4 term 12345 from port 12345
user@CE2# set firewall family inet filter ip-v4 term 12345 then dscp be
user@CE2# set firewall family inet filter ip-v4 term accept then accept

Copyright © 2017, Juniper Networks, Inc.426

Class of Service Feature Guide for Routing Devices



Results From configuration mode, confirm your configuration by entering the show interfaces,

showclass-of-service, showprotocols, show routing-options, show routing-instances,and

show firewall, commands. If the output does not display the intended configuration,

repeat the instructions in this example to correct the configuration.

user@CE1# show interfaces
ge-1/0/1 {
unit 0 {
description to-Host1;
family inet {
filter {
input ip-v4;

}
address 172.16.50.2/30;

}
}

}
ge-1/0/5 {
vlan-tagging;
unit 512 {
description to_PE1;
vlan-id 512;
family inet {
address 10.10.1.1/24;

}
}

}
lo0 {
unit 1 {
description loopback-interface;
family inet {
address 192.168.0.1/32;

}
}

}

user@CE1# show class-of-service
classifiers {
ieee-802.1 dscp1 {
forwarding-class expedited-forwarding {
loss-priority low code-points ef;

}
forwarding-class best-effort {
loss-priority low code-points be;

}
}

}
interfaces {
ge-1/0/5 {
unit 512 {
classifiers {
ieee-802.1 dscp1;

}
rewrite-rules {
ieee-802.1 ieee1-c2;

}
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}
}

}
rewrite-rules {
ieee-802.1 ieee1-c2 {
forwarding-class expedited-forwarding {
loss-priority low code-point 010;

}
forwarding-class best-effort {
loss-priority low code-point 000;

}
}

}

user@CE1# show protocols
ospf {
area 0.0.0.0 {
interface ge-1/0/5.512;
interface ge-1/0/1.0 {
passive;

}
interface lo0.1 {
passive;

}
}

}

user@CE1# show firewall
family inet {
filter ip-v4 {
term tcp80 {
from {
port 80;

}
then dscp ef;

}
term 12345 {
from {
port 12345;

}
then dscp be;

}
term accept {
then accept;

}
}

}

If you are done configuring Device CE1, enter commit from configuration mode.

user@PE1# show interfaces
ge-1/0/6 {
vlan-tagging;
encapsulation vlan-vpls;
unit 512 {
description to_vpls;
encapsulation vlan-vpls;
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vlan-id 512;
}

}
ge-1/0/9 {
description to_P1;
unit 0 {
family inet {
address 10.30.0.1/30;

}
family mpls;

}
}
lo0 {
unit 0 {
description loopback-interface;
family inet {
address 10.255.70.31/32;

}
}

}

user@PE1# show protocols
mpls {
interface ge-1/0/9.0;

}
bgp {
group to_PE2 {
type internal;
local-address 10.255.70.31;
family l2vpn {
signaling;

}
neighbor 172.30.14.1;

}
}
ospf {
traffic-engineering;
area 0.0.0.0 {
interface lo0.0 {
passive;

}
interface ge-1/0/9.0;

}
}
ldp {
interface ge-1/0/9.0;
interface lo0.0;

}

user@PE1# show routing-options
router-id 10.255.70.31;
autonomous-system 64511;

user@PE1# show routing-instances
vpls_a {
instance-type vpls;
interface ge-1/0/6.512;
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route-distinguisher 64511:1;
vrf-target target:64511:1;
protocols {
vpls {
no-tunnel-services;
site 1 {
site-identifier 1;
interface ge-1/0/6.512;

}
}

}
}

If you are done configuring Device PE1, enter commit from configuration mode.

user@P1# show interfaces
ge-1/0/3 {
description to_P2;
unit 0 {
family inet {
address 10.40.0.1/30;

}
family mpls;

}
}
ge-1/0/9 {
description to_PE1;
unit 0 {
family inet {
address 10.30.0.2/30;

}
family mpls;

}
}
lo0 {
unit 0 {
description loopback-interface;
family inet {
address 192.168.16.1/32;

}
}

}
lo0 {
unit 0 {
description loopback-interface;
family inet {
address 192.168.16.1/32;

}
}

}

user@P1# show protocols
mpls {
interface ge-1/0/9.0;
interface ge-1/0/3.0;

}
ospf {
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traffic-engineering;
area 0.0.0.0 {
interface ge-1/0/3.0;
interface ge-1/0/9.0;
interface lo0.0 {
passive;

}
}

}
ldp {
interface ge-1/0/3.0;
interface ge-1/0/9.0;
interface lo0.0;

}

user@P1# show routing-options
router-id 192.168.16.1;

If you are done configuring Device P1, enter commit from configuration mode.

user@P2# show interfaces
ge-2/0/6 {
description to_P1;
unit 0 {
family inet {
address 10.40.0.2/30;

}
family mpls;

}
}
ge-2/0/8 {
description to_PE2;
unit 0 {
family inet {
address 10.50.0.1/30;

}
family mpls;

}
}
lo0 {
unit 0 {
description loopback-interface;
family inet {
address 192.168.13.1/32;

}
}

}

user@P2# show protocols
mpls {
interface ge-2/0/6.0;
interface ge-2/0/8.0;

}
ospf {
traffic-engineering;
area 0.0.0.0 {
interface ge-2/0/6.0;
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interface ge-2/0/8.0;
interface lo0.0 {
passive;

}
}

}
ldp {
interface ge-2/0/6.0;
interface ge-2/0/8.0;
interface lo0.0;

}

user@P2# show routing-options
router-id 192.168.13.1;

If you are done configuring Device P2, enter commit from configuration mode.

user@PE2# show interfaces
ge-2/0/8 {
description to-R1;
unit 0 {
family inet {
address 10.50.0.2/30;

}
family mpls;

}
}
ge-2/1/1 {
vlan-tagging;
encapsulation vlan-vpls;
unit 512 {
description to_vpls;
encapsulation vlan-vpls;
vlan-id 512;

}
}
lo0 {
unit 0 {
description loopback-interface;
family inet {
address 172.30.14.1/32;

}
}

}

user@PE2# show protocols
mpls {
interface ge-2/0/8.0;

}
bgp {
group to_PE1 {
type internal;
local-address 172.30.14.1;
family l2vpn {
signaling;

}
neighbor 10.255.70.31;
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}
}
ospf {
traffic-engineering;
area 0.0.0.0 {
interface ge-2/0/8.0;
interface lo0.0 {
passive;

}
}

}
ldp {
interface ge-2/0/8.0;
interface lo0.0;

}

user@PE2# show routing-options
router-id 172.30.14.1;
autonomous-system 64511;

user@PE2# show routing-instances
vpls_a {
instance-type vpls;
interface ge-2/1/1.512;
route-distinguisher 64511:1;
vrf-target target:64511:1;
protocols {
vpls {
no-tunnel-services;
site 2 {
site-identifier 2;
interface ge-2/1/1.512;

}
}

}
}

If you are done configuring Device PE2, enter commit from configuration mode.

user@CE2# show interfaces
ge-2/0/7 {
unit 0 {
description to-Host2;
family inet {
filter {
input ip-v4;

}
address 172.16.80.2/30;

}
}

}
ge-2/1/2 {
vlan-tagging;
unit 512 {
description to-PE2;
vlan-id 512;
family inet {
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address 10.10.1.2/24;
}

}
}
lo0 {
unit 1 {
description loopback-interface;
family inet {
address 192.168.0.2/32;

}
}

}
user@CE2# show class-of-service
classifiers {
ieee-802.1 dscp1 {
forwarding-class expedited-forwarding {
loss-priority low code-points ef;

}
forwarding-class best-effort {
loss-priority low code-points be;

}
}

}
interfaces {
ge-2/1/2 {
unit 512 {
classifiers {
ieee-802.1 dscp1;

}
rewrite-rules {
ieee-802.1 ieee1-c2;

}
}

}
}
rewrite-rules {
ieee-802.1 ieee1-c2 {
forwarding-class expedited-forwarding {
loss-priority low code-point 010;

}
forwarding-class best-effort {
loss-priority low code-point 000;

}
}

}
user@CE2# show protocols
ospf {
area 0.0.0.0 {
interface lo0.1 {
passive;

}
interface ge-2/0/7.0 {
passive;

}
interface ge-2/1/2.512;

}
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}
user@CE2# show firewall
family inet {
filter ip-v4 {
term tcp80 {
from {
port 80;

}
then dscp ef;

}
term 12345 {
from {
port 12345;

}
then dscp be;

}
term accept {
then accept;

}
}

}

If you are done configuring Device CE2, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly by verifying that the DSCP aliases are

maintained from Device CE1 to Device CE2.

• Clearing the Firewall Counters on page 435

• Sending Traffic into the Network from TCP HTTP Ports 80 and 12345 and Verifying

the Results on page 435

Clearing the Firewall Counters

Purpose Confirm that the firewall counters are cleared.

Action On Device CE2, run the clear firewall all command to reset the firewall counters to 0.

user@CE2> clear firewall all

SendingTraffic into theNetwork fromTCPHTTPPorts80and12345andVerifying
the Results

Purpose Send traffic into the network that can be verified at Device CE2.

Action Configure a new firewall on Device CE2 if you want to verify that the traffic that is being

transmitted to Device Host2 from Device Host1 still has the correct DSCP aliases. The

following commands create and apply the firewall filter that displays the traffic counts

for each code point alias:
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user@CE2# set firewall family inet filter count term be from dscp be
user@CE2# set firewall family inet filter count term be then count be
user@CE2# set firewall family inet filter count term ef from dscp ef
user@CE2# set firewall family inet filter count term ef then count ef
user@CE2# set firewall family inet filter count term accept then accept
user@CE2# set interfaces ge-2/0/7 unit 0 family inet filter output count

When you are done configuring Device CE2, enter commit from configuration mode.

When you are done testing, you can leave the counting filter in place, or remove it.

1. On Device Host1 use a traffic generator to send 20 TCP packets with a source port of

80 into the network.

The -s flag sets the source port. The -k flag causes the source port to remain steady

instead of incrementing. The -c flag sets the number of packets to 20.

Repeat the task using a source port of 12345.

[user@host1]# hping 172.16.80.1 -s 80 -k -c 20
[user@host1]# hping 172.16.80.1 -s 12345 -k -c 20

2. On Device CE2, display the firewall counters by using the show firewall command.

user@CE2> show firewall
show firewall 

Filter: __CE2/count                                            
Counters:
Name                                                Bytes              Packets
be                                                    800                   
20
ef                                                    800                   
20

Meaning The code point aliases set by Device CE1 aremaintained across the VPLS backbone and

appear intact at Device CE2.

Related
Documentation

Example: Configuring and Applying Scheduler Maps on page 246•

Assigning Rewrite Rules on a Per-Customer Basis Using Policy Maps Overview

Supported Platforms MXSeries
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Traditionally, packetmarking (that is, setting rewrite rules) in JunosOSuses the forwarding

class and loss priority that have been determined through a behavior aggregate (BA)

classifier or multifield classifier. The forwarding class and loss priority are also used to

decidequeuingbehavior. Thisapproachdoesnotallow rewrite rules tobedirectlyassigned

for each customer because of the limited number of combinations of forwarding class

and losspriority.Whenanewcustomer is added, setting rewrite rules using this approach

requires changes to the configuration on the core interfaces, which must be avoided as

onemistake can affect traffic from all customers.

An alternative packet marking scheme, available starting in Junos OS 16.1, called policy

map, enables you to define rewrite rules on a per-customer basis (that is, for each

customer). The policy mapmakes it possible to use any packet field to identify a given

flow and specify a rewrite value for that flow.

Apolicymap is definedat the [edit class-of-servicepolicy-map]hierarchy level. Thepolicy

map can define the following types of packet marking:

• IPv4 Precedence with the following options:

• proto-ip –Mark the packet for IPv4 to IPv4 traffic.

• proto-mpls –Mark the packet for an IPv4 packet entering an MPLS tunnel.

• IPv4 DSCPwith the following options:

• proto-ip –Mark the packet for IPv4 to IPv4 traffic.

• proto-mpls –Mark the packet for an IPv4 packet entering an MPLS tunnel.

• IPv6 DSCPwith the following options:

• proto-ip –Mark the packet for IPv6 to IPv6 traffic.

• proto-mpls –Mark the packet for an IPv6 packet entering an MPLS tunnel.

• MPLS EXPwith the following options:

• all-label –Mark all labels.

• outer-label –Mark only the outer label.

• IEEE 802.1p with the following options:

• outer –Mark only the outer VLAN header.

• outer-and-inner –Mark both the outer and inner VLAN headers.

• IEEE 802.1ad with the following options:

• outer –Mark only the outer VLAN header.

• outer-and-inner –Mark both the outer and inner VLAN headers.

NOTE: Creating a policy map requires enhanced-ip, enhanced-ethernet, or

enhanced-mode to be configured under [edit chassis network-services].
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NOTE: Policy maps have the following configuration restrictions:

• Whenconfiguringbothproto-ipandproto-mplsoptions for inet-precedence,

dscp, or dscp-ipv6, youmust configure both options with the same code

point or code point alias.

• You cannot configure inet-precedence and dscp in the same policy map.

• In case of MPLS SWAP/PUSH operation, only the new labels aremarked
on all label-switching routers (LSRs), except the penultimate hop case
where if it exposes the next label in the stack, then the exposed label is
marked. Therefore, with the penultimate hop, the service label is changed.

• You cannot configure ieee-802.1 and ieee-802.1ad in the same policy map.

• You cannot configure both outer and outer-and-inner options for ieee-802.1

and ieee-802.1ad code points in the same policy map.

• For IEEE802.1adwith theouter-and-inneroption, thediscardeligibility (DE)

bit is marked only for the outer VLAN header. For the inner VLAN header,
only the three CoS Bits aremarked.

The policy map can be assigned to a customer through a firewall action on an ingress or

egress firewall filter (where the match conditions identify the customer). Alternatively,

you can also assign a policy map to an ingress interface or a routing instance. You can

assign multiple policy maps to a customer, one for each of the customer’s traffic flows.

Also, a single policy map can be assigned to multiple customers.

A policy map is executed on a packet just before it is queued, so it overrides any other

packet- marking scheme that was previously applied to the packet.

Related
Documentation

Configuring PolicyMaps toAssignRewrite Rules on aPer-Customer Basis on page438•

Configuring Policy Maps to Assign Rewrite Rules on a Per-Customer Basis

Supported Platforms MXSeries
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Traditionally, packetmarking (that is, setting rewrite rules) in JunosOSuses the forwarding

class and loss priority that have been determined through a behavior aggregate (BA)

classifier or multifield classifier. The forwarding class and loss priority is also used to

decidequeuingbehavior. Thisapproachdoesnotallow rewrite rules tobedirectlyassigned

for each customer because of the limited number of combinations of forwarding class

and loss priority. When a new customer is added, setting rewrite rules by using this

approach requires changes to the configuration on the core interfaces, which must be

avoided as onemistake can affect traffic from all customers.

An alternative packet marking scheme, available starting in Junos OS 16.1, called policy

map, enables you to define rewrite rules on a per-customer basis (that is, for each

customer). The policy mapmakes it possible to use any packet field to identify a given

flow and specify a rewrite value for that flow.

To configure and apply policy maps, youmust have the following:

• MX Series routers containing MPCs

• Junos OS Release 16.1R1 or later

To assign rewrite rules on a per-customer basis:

1. Configure a policy map.

[edit class-of-service policy-map policy-map-name]
user@host# set inet-precedence proto-ip code-point [alias | bits];
user@host# set inet-precedence proto-mpls code-point [alias | bits]
user@host# set dscp proto-ip code-point [alias | bits]
user@host# set dscp proto-mpls code-point [alias | bits]
user@host# set dscp-ipv6 proto-ip code-point [alias | bits]
user@host# set dscp-ipv6 proto-mpls code-point [alias | bits]
user@host# set exp all-label code-point [alias | bits]
user@host# set exp outer-label code-point [alias | bits]
user@host# set ieee-802.1 outer code-point [alias | bits]
user@host# set ieee-802.1 outer-and-inner code-point [alias | bits]
user@host# set ieee-802.1ad outer code-point [alias | bits]
user@host# set ieee-802.1ad outer-and-inner code-point [alias | bits]

NOTE: Policy maps have the following configuration restrictions:

• When configuring both proto-ip and proto-mpls options for

inet-precedence, dscp, or dscp-ipv6, youmust configure both options

with the same code point or code point alias.

• You cannot configure inet-precedence and dscp in the samepolicymap.

• You cannot configure ieee-802.1 and ieee-802.1ad in the same policy

map.

• You cannot configure both outer and outer-and-inner options for

ieee-802.1 and ieee-802.1ad code points in the same policy map.

For example:
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[edit class-of-service]
user@host# set policy-map pm1 dscp proto-ip code-point 111000
user@host# set policy-map pm1 ieee-802.1 outer code-point 001

2. Apply the policy map.

• Apply the policy map an ingress or egress firewall filter.

[edit firewall family protocol-family-name filter filter-name]
user@host# set term term-name frommatch-conditions
user@host# set term term-name then policy-map policy-map-name

For example:

[edit firewall family inet filter f1]
user@host# set term t1 from address 10.2.2.0/24
user@host# set term t1 then policy-map pm1

NOTE: In this example, every IPv4 packet arriving from IP address
10.2.2.0/24 is assigned a DSCP value of 111000.

• Alternatively, apply the policy map to a routing instance.

[edit class-of-service]
user@host# set routing-instances routing-instance-name policy-map
policy-map-name

For example:

[edit class-of-service]
user@host# set routing-instances r1 policy-map p1

NOTE: In this example, every IPv4 packet in routing instance r1 is

assigned a DSCP value of 111000.

• Alternatively, apply the policy map directly to an ingress interface.

[edit class-of-service]
user@host# set interfaces interface-name unit logical-unit-number policy-map
policy-map-name

For example:

[edit class-of-service]
user@host# set interfaces xe-4/0/0 unit 0 policy-map p1

Related
Documentation

• Assigning Rewrite Rules on a Per-Customer Basis Using Policy Maps Overview on

page 436
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CHAPTER 11

AlteringClass of ServiceValues inPackets
Exiting the Network Using IPv6 DiffServ

• Resources for CoS with DiffServ for IPv6 on page 441

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Terms and Acronyms for CoS with DiffServ for IPv6 on page 442

• Default DSCPMappings on page 443

• Default Forwarding Classes on page 445

• Juniper Networks Default Forwarding Classes on page 448

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• Configuring a Firewall Filter for an MF Classifier on Customer Interfaces on page 450

• Applying the Firewall Filter to Customer Interfaces on page 451

• Assigning Forwarding Classes to Output Queues on page 452

• Configuring Rewrite Rules on page 452

• DSCP IPv6 Rewrites and Forwarding Class Maps on page 453

• Applying Rewrite Rules to an Interface on page 454

• Configuring RED Drop Profiles on page 454

• Configuring BA Classifiers on page 455

• Applying a BA Classifier to an Interface on page 455

• Configuring a Scheduler on page 456

• Configuring Scheduler Maps on page 457

• Applying a Scheduler Map to an Interface on page 457

• Example: Configuring DiffServ for IPv6 on page 457

Resources for CoSwith DiffServ for IPv6

Supported Platforms MSeries,MXSeries, PTX Series, T Series
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For additional information about CoS using DiffServ for IPv6, see the following:

• RFC 1924, A Compact Representation of IPv6 Addresses

• RFC 2474, Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6

Headers

• RFC 2475, An Architecture for Differentiated Services

• RFC 2640, Internet Protocol, Version 6 (IPv6) Specification

• RFC 2983, Differentiated Service and Tunnels

• RFC 3260, New Terminology and Clarifications for DiffServ

• RFC 3317, Differentiated Services Quality of Service Policy Information Base

• RFC 3513, IP Version 6 Addressing Architecture

Related
Documentation

System Requirements for CoS with DiffServ for IPv6 on page 442•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

SystemRequirements for CoSwith DiffServ for IPv6

Supported Platforms MSeries,MXSeries, PTX Series, T Series

To implement CoS with DiffServ for IPv6, your systemmust meet these minimum

requirements:

• Junos OS Release 8.2 or later for MX Series routers

• Junos OS Release 6.3 or later for M Series and T Series routers

• Three Juniper Networks M Series, MX Series, or T Series routers

• For M Series routers, Enhanced FPCs capable of supporting DSCPs and, for MF

classifiers, Internet Processor II ASICs

Related
Documentation

Roadmap for Configuring CoS with IPv6 DiffServ on page 449•

• Example: Configuring DiffServ for IPv6 on page 457

Terms and Acronyms for CoSwith DiffServ for IPv6

C

class of service A set of forwarding class parameters that define different treatment for different traffic flows.

classifier Amethodof readingasequenceofbits in apacketheaderor label anddetermining thepacket’s

forwarding class.
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D

DifferentiatedServices

(DiffServ)

A standards-basedmethod of associating CoS parameters with traffic flows and their

forwarding classes.

DifferentiatedServices

code point (DSCP)

Values for a 6-bit field defined for IPv4 and IPv6 packet headers that can be used to enforce

CoS distinctions in routers.

Related
Documentation

System Requirements for CoS with DiffServ for IPv6 on page 442•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• Example: Configuring DiffServ for IPv6 on page 457

Default DSCPMappings

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Table 54 on page 443 shows themapping of DiffServ service classmeanings (aliases) to

DSCPs.

Table 54: Default DSCPMappings

IPv4 and IPv6 DSCPMappingDiffServ Service Class Alias

101110ef

001010af11

001100af12

001110af13

010010af21

010100af22

010110af23

011010af31

011100af32

011110af33

100010af41

100100af42

100110af43
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Table 54: Default DSCPMappings (continued)

IPv4 and IPv6 DSCPMappingDiffServ Service Class Alias

000000be

001000cs1

010000cs2

011000cs3

100000cs4

101000cs5

110000nc1/cs6

111000nc2/cs7

Noneof thealiasesare establishedbyDiffServ specifications. Thealiasesarewell-known

only through usage. For example, it is widely accepted that the alias for DSCP 101110 is

ef (expedited forwarding). The21well-knownDSCPsestablish5DiffServ service classes:

• Best-effort (be)—The router does not apply any special CoS handling to packets with
000000 in the DiffServ field, a backward compatibility feature. There is usually a high

probability that these packets will be dropped under congested network conditions.

• Assured forwarding (af)—The router offers a high level of assurance that the packets
aredeliveredas longas thepacket flow fromthecustomer stayswithin a certain service

profile (the service provider defines the values). The router accepts excess traffic, but

appliesa randomearlydiscard (RED)dropprofile todecide if theexcesspackets should

be dropped and not forwarded. Three drop probabilities (low, medium, and high) are

defined for this service class.

• Expedited forwarding (ef)—The router delivers assured bandwidth, low loss, low

delay, and low delay variation (jitter) end-to-end for packets in this service class.

Routers accept excess traffic in this class, but in contrast to assured forwarding,

out-of-profile expedited-forwarding packets can be forwarded out of sequence or

dropped.

• Conversational services (cs)—The router delivers assured (usually low) bandwidth
with low delay and jitter for packets in this service class. Packets can be dropped, but

neverdeliveredoutof sequence.Packetizedvoice is agoodexampleofaconversational

service.

• Network control (nc)—The router delivers packets in this service class with a low
priority (these packets are not delay-sensitive). Typically, these packets represent

routing protocol hello or keepalive messages and loss of these packets jeopardizes

proper network operation, so delay is preferable to discard.
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Related
Documentation

System Requirements for CoS with DiffServ for IPv6 on page 442•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• Example: Configuring DiffServ for IPv6 on page 457

Default Forwarding Classes

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Table 55 on page 445 shows the default forwarding class and packet loss priority (PLP)

for the well-known DSCPs. It is important to note that although several DSCPsmap to

the expedited-forwarding and assured-forwarding classes, by default no resources are

assigned to these forwarding classes. All of these settings can be changed through

configuration.

Table 55: Default Behavior Aggregate Classification

PLPForwarding ClassDSCP and DSCP IPv6

lowexpedited-forwardingef

lowassured-forwardingaf11

highassured forwardingaf12

highassured forwardingaf13

lowbest-effortaf21

lowbest-effortaf22

lowbest-effortaf23

lowbest-effortaf31

lowbest-effortaf32

lowbest-effortaf33

lowbest-effortaf41

lowbest-effortaf42

lowbest-effortaf43

lowbest-effortbe

lowbest-effortcs1

lowbest-effortcs2

445Copyright © 2017, Juniper Networks, Inc.

Chapter 11: Altering Class of Service Values in Packets Exiting the Network Using IPv6 DiffServ

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


Table 55: Default Behavior Aggregate Classification (continued)

PLPForwarding ClassDSCP and DSCP IPv6

lowbest-effortcs3

lowbest-effortcs4

lowbest-effortcs5

lownetwork-controlnc1/cs6

lownetwork controlnc2/cs7

lowbest-effortother

Table 56 on page 446 shows the router forwarding classes associated with each

well-known DSCP code point and the resources assigned to their output queues.

Table 56: Forwarding Classes and Queues Classification

QueuePLPForwarding ClassDSCP BitsDCSP Alias

1lowexpedited-forwarding101110ef

2lowassured-forwarding001010af11

2highassured-forwarding001100af12

2highassured-forwarding001110af13

0lowbest-effort010010af21

0lowbest-effort010100af22

0lowbest-effort010110af23

0lowbest-effort011010af31

0lowbest-effort011100af32

0lowbest-effort011110af33

0lowbest-effort100010af41

0lowbest-effort100100af42

0lowbest-effort100110af43

0lowbest-effort000000be
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Table 56: Forwarding Classes and Queues Classification (continued)

QueuePLPForwarding ClassDSCP BitsDCSP Alias

0lowbest-effort001000cs1

0lowbest-effort010000cs2

0lowbest-effort011000cs3

0lowbest-effort100000cs4

0lowbest-effort101000cs5

3lownetwork-control110000nc1/cs6

3lownetwork-control111000nc2/cs7

0lowbest-effort—other

Table 57 on page 447 shows the resources assigned to the four forwarding classes in this

example.

Table 57: Resources Assigned to Queues

PriorityBuffer SizeTransmit RateForwarding ClassQueue

Low40%40%be (data)0

High10%10%ef (financial)1

High (with
RED)

45%45%af (audiovisual)2

Low5%5%nc (network control)3

The table shows how the 95 percent of output link transmission rate and buffer size

(queue) resourcesassignedbydefault toQ0(best-effort) aredistributed toQ1 (expedited

forwarding) and Q2 (assured forwarding). The audiovisual traffic consumesmore

bandwidth than other applications, but the financial information, although critical, is

carried in fewer packets. In keeping with DiffServ specifications, a RED drop profile is

applied to the assured forwarding class. The financial data has a strict set of traffic

parameters that must be respected.

The three DiffServ assured forwarding classes supported (af11, af12, and af13, with low,

medium, and high packet drop probability, respectively) are distinguished by using a low

PLP and RED drop profile for af11 and a high PLP and RED for af12 and af13. All of these

parameters should be closely monitored initially for performance and adjusted as

necessary.
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Related
Documentation

System Requirements for CoS with DiffServ for IPv6 on page 442•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• Example: Configuring DiffServ for IPv6 on page 457

Juniper Networks Default Forwarding Classes

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Most M Series routers have only four queues built into the hardware. M120, M320, MX

Series, and T Series routers can be configured for up to eight queues. If a classifier does

not assign a packet to any other queue (for example, for other than well-known DSCPs

that have not been added to the classifier), the packet is assigned by default to the class

associated with queue 0 (Q0).

Table 58 on page 448 shows the four forwarding classes and queues to which Juniper

Networksclassifiersassignapacketbasedon theDSCPvalues inarrivingpacketheaders.

Table 58: Default Forwarding Classes

QueueForwarding Class Name

queue 0best-effort

queue 1expedited-forwarding

queue 2assured-forwarding

queue 3network-control

Each forwarding class has an associated scheduler priority. Only two forwarding classes,

best-effort and network-control (Q0 and Q3), are actually referenced in the default

scheduler configuration. However, you canmanually configure resources for the

expedited-forwarding and assured-forwarding classes (Q1 and Q2).

The default scheduler settings are not visible in the output of the show class-of-service

command; rather, they are implicit.

Default Scheduler [edit class-of-service]
schedulers {
network-control {
transmit-rate percent 5;
buffer-size percent 5;
priority low;
drop-profile-map loss-priority any protocol any;
drop-profile terminal;

}
best-effort {
transmit-rate percent 95;
buffer-size percent 95;
priority low;
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drop-profile-map loss-priority any protocol any;
drop-profile terminal;

}
}
drop-profiles {
terminal {
fill-level 100 drop-probability 100;

}
}

By default, the best-effort forwarding class (Q0) receives 95 percent of the output link

bandwidth and buffer space, and the network-control forwarding class (Q3) receives 5

percent of the output link bandwidth and buffer space. The default drop profile provides

tail drop, where the buffer fills and then discards all packets until there is space in the

buffer again. There are no schedulers for the expedited-forwarding or assured-forwarding

classes because by default no resources are assigned to Q1 and Q2.

All af classes other than af1x aremapped to best-effort, since RFC 2597 prohibits a node

from aggregating classes. In effect, mapping to best-effort implies that the node does

not support that class.

Related
Documentation

UnderstandingHowClass of ServiceManages Congestion andControls Service Levels

in the Network on page 3

•

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• Example: Configuring DiffServ for IPv6 on page 457

Roadmap for Configuring CoSwith IPv6 DiffServ

Supported Platforms MSeries,MXSeries, PTX Series, T Series

To configure class of service (CoS) over IPv6, youmust:

• Configure a multifield (MF) classifier for IPv6 to detect packets of interest to CoS and

assign the packet to the proper forwarding class independently of Differentiated

Services Code Point (DSCP). See “Configuring a Firewall Filter for an MF Classifier on

Customer Interfaces” on page 450.

Next, apply the MF classifier to the appropriate interface. See “Applying the Firewall

Filter to Customer Interfaces” on page 451.

• Assign the forwarding classes established by the MF classifier to output queues. See

“Assigning Forwarding Classes to Output Queues” on page 452.

• Configure rewrite rules to replace DSCPs on packets received from the customer with

the values expected by other routers. See “Configuring Rewrite Rules” on page 452.

Next, apply the rewrite rules to the appropriate interface. See “Applying Rewrite Rules

to an Interface” on page 454.
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• Configure behavior aggregate (BA) classifiers for IPv6 on network interfaces because

the DSCPs have been explicitly rewritten on the edge routers. See “Configuring BA

Classifiers” on page 455.

Next, apply the BA classifier to the appropriate interface. See “Applying a BA Classifier

to an Interface” on page 455.

• Configure random early discard (RED) drop profiles to determine the probability of

DiffServ assured forwarding packets being discarded under congested conditions. See

“Configuring RED Drop Profiles” on page 454.

• Configure schedulers toassign resources, priorities, anddropprofiles tooutput queues.

See “Configuring a Scheduler” on page 456.

• Configurea schedulermap toassigna forwarding class toa scheduler. See “Configuring

Scheduler Maps” on page 457.

Next, apply the schedulermap to the appropriate interface. See “Applying a Scheduler

Map to an Interface” on page 457.

Related
Documentation

System Requirements for CoS with DiffServ for IPv6 on page 442•

• Example: Configuring DiffServ for IPv6 on page 457

Configuring a Firewall Filter for anMF Classifier on Customer Interfaces

Supported Platforms MSeries,MXSeries, PTX Series, T Series

You configure an MF classifier for IPv6 to detect packets of interest to CoS and assign

the packet to the proper forwarding class independently of DSCP. To configure an MF

classifier on a customer-facing link, configure a policer for the expedited forwarding

traffic and a firewall filter to classify traffic.

[edit firewall]
policer ef-FIN-Policer-Profile {
if-exceeding {
bandwidth-percent 10;
burst-size-limit 2k;

}
then loss-priority high;

}
family inet6 {
filter mf-classifier {
filter-specific;
term AV {
from {
destination-address {
0:0:FFFF:172.16.79.11;

}
}
then {
loss-priority low;
forwarding-class af-AV-class;

}
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}
term Finance {
from {
destination-address {
O:0:FFFF:172.16.79.63;

}
}
then {
policer ef-FIN-Policer-Profile;
forwarding-class ef-FIN-class;

}
}
term Network-Control {
from {
traffic-class 192; # 192 is the 110000 traffic class.

}
then {
forwarding-class nc-CONTROL-class; # This is network control traffic.

}
}
term Data {
then forwarding-class be-DATA-class; # The rest is data.

}
}

}

Related
Documentation

Applying the Firewall Filter to Customer Interfaces on page 451•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Example: Configuring DiffServ for IPv6 on page 457

Applying the Firewall Filter to Customer Interfaces

Supported Platforms MSeries,MXSeries, PTX Series, T Series

You apply an MF classifier firewall filter for IPv6 to customer interfaces. To apply an MF

classifier firewall filter on customer-facing links, apply the classifier as an input filter at

the [edit interfaces] hierarchy level.

[edit interfaces]
so-0/0/1 {
unit 0 {
family inet {
address 192.168.54.1/24;

}
family inet6 {
filter {
input mf-classifier;

}
address 0:0:FFFF:192.168.54.1/120;

}
}
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}

Related
Documentation

Configuring a Firewall Filter for an MF Classifier on Customer Interfaces on page 450•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Example: Configuring DiffServ for IPv6 on page 457

Assigning Forwarding Classes to Output Queues

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Youmustassign the forwardingclassesestablishedby theMFclassifier tooutputqueues.

Toassigna forwardingclass toanoutputqueue, include the forwarding-classes statement

at the [edit class-of-service] hierarchy level.

[edit class-of-service]
forwarding-classes {
queue 0 be-DATA-class;
queue 1 ef-FIN-class;
queue 2 af-AV-class;
queue 3 nc-CONTROL-class;

}

Related
Documentation

Roadmap for Configuring CoS with IPv6 DiffServ on page 449•

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Example: Configuring DiffServ for IPv6 on page 457

Configuring Rewrite Rules

Supported Platforms MSeries,MXSeries, PTX Series, T Series

You configure rewrite rules to replace DSCPs on packets received from the customer

with the values expected by other routers. Rewrite rules use the forwarding class

information and packet loss priority (PLP) used internally by the router to establish the

DSCPonoutboundpackets. Toconfigure rewrite rules, include the rewrite-rules statement

at the [edit class-of-service] hierarchy level.

[edit class-of-service]
rewrite-rules rewrite-IPv6-dscps {
forwarding-class be-DATA-class {
loss-priority low code points 000000;
loss-priority high code points 000001;

}
forwarding-class ef-FIN-class {
loss-priority low code points 101110;
loss-priority high code points 101111;

}
forwarding-class af-AV-class {
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loss-priority low code points 001010;
loss-priority high code points 001100;

}
forwarding-class nc-CONTROL-class {
loss-priority low code points 110000;
loss-priority high code points 110001;

}
}

Related
Documentation

Applying Rewrite Rules to an Interface on page 454•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Example: Configuring DiffServ for IPv6 on page 457

DSCP IPv6 Rewrites and Forwarding Class Maps

Supported Platforms EX Series,MSeries

You cannot configure a DSCP IPv6 rewrite rule and output forwarding class map on the

same logical interface (unit). Thesemustbeusedondifferent logical interfaces. Although

a warning is issued, there is nothing in the CLI that prevents this configuration. An error

message appears when you attempt to commit the configuration.

This example shows the warning and error message that results when the default DSCP
IPv6 rewrite rule is configured on logical interface ge-1/0/4.0with output forwarding
class map vg1.

[edit class-of-service]
interfaces {
ge-1/0/4 {
unit 0 {
##
##Warning: DSCP-IPv6 rewrite and forwarding classmapnot allowedon sameunit
##
output-forwarding-class-map vg1;
rewrite-rules {
dscp-ipv6 default;

}
}

}
}

user@router# commit
[edit class-of-service interfaces ge-1/0/4 unit 0 output-forwarding-class-map]
  'output-forwarding-class-map vg1'
    DSCP-IPv6 rewrite and forwarding class map not allowed on same unit
error: commit failed: (statements constraint check failed)

Related
Documentation

Applying Forwarding Classes to Interfaces on page 210•
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Applying Rewrite Rules to an Interface

Supported Platforms MSeries,MXSeries, PTX Series, T Series

To apply the configured rewrite rules, include the rewrite-rules statement at the [edit

class-of-service interfaces] hierarchy level.

[edit class-of-service interfaces]
so-0/1/1 {
unit 0 {
rewrite-rules {
dscp-ipv6 rewrite-IPv6-dscps;

}
}

}

Related
Documentation

Configuring Rewrite Rules on page 452•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Example: Configuring DiffServ for IPv6 on page 457

Configuring RED Drop Profiles

Supported Platforms MSeries,MXSeries, PTX Series, T Series

You configure RED drop profiles to determine the probability of DiffServ assured

forwarding packets being discarded under congested conditions. To configure RED drop

profiles for assured forwarding without the PLP bit set and with the PLP bit set, include

the drop-profiles statement at the [edit class-of-service] hierarchy level.

[edit class-of-service]
drop-profiles {
af-AV-normal {
interpolate {
fill-level [95 100];
drop-probability [0 100];

}
}
af-AV-with-PLP {
interpolate {
fill-level [60 70 80 90 95];
drop-probability [80 90 95 97 100];

}
}

}

Assured forwarding traffic with the PLP bit set has amore aggressive drop probability

than traffic without the PLP bit set.
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Related
Documentation

Roadmap for Configuring CoS with IPv6 DiffServ on page 449•

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Example: Configuring DiffServ for IPv6 on page 457

Configuring BA Classifiers

Supported Platforms MSeries,MXSeries, PTX Series, T Series

You configure BA classifiers for IPv6 on network interfaces because the DSCPs have

been explicitly rewritten on the edge routers. To configure a BA classifier for IPv6 DSCPs,

include the dscp-ipv6 statement and give the classifier a name. Then import the default

classifier and specify the forwarding class, loss priority, and code points for each

established traffic class at the [edit class-of-service] hierarchy level.

[edit class-of-service]
classifiers {
dscp-ipv6 IPv6-classifier {
import default; # Uses the DSCP default map.
forwarding-class be-DATA-class {
loss-priority high code-points 000001;

}
forwarding-class ef-FIN-class {
loss-priority high code-points 101111;

}
forwarding-class af-AV-class {
loss-priority high code-points 001100;

}
forwarding-class nc-CONTROL-class {
loss-priority high code-points 110001;

}
}

}

Related
Documentation

Applying a BA Classifier to an Interface on page 455•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Example: Configuring DiffServ for IPv6 on page 457

Applying a BA Classifier to an Interface

Supported Platforms MSeries,MXSeries, PTX Series, T Series

To apply the configured classifier, include the classifiers statement at the [edit

class-of-service interfaces] hierarchy level.

[edit class-of-service interfaces]
so-0/1/1 {
unit 0 {
classifiers {
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dscp-ipv6 IPv6-classifier;
}

}
}

Related
Documentation

Configuring BA Classifiers on page 455•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Example: Configuring DiffServ for IPv6 on page 457

Configuring a Scheduler

Supported Platforms MSeries,MXSeries, PTX Series, T Series

You configure schedulers to assign resources, priorities, and drop profiles to output

queues. To configure a scheduler, include the schedulers statement at the [edit

class-of-service] hierarchy level.

[edit class-of-service]
schedulers {
be-DATA-scheduler {
transmit-rate percent 40;
buffer-size percent 40;
priority low;

}
ef-FIN-scheduler {
transmit-rate percent 10;
buffer-size percent 10;
priority high;

}
af-AV-scheduler {
transmit-rate percent 45;
buffer-size percent 45;
priority high;
drop-profile-map loss-priority low protocol any drop-profile af-AV-normal;
drop-profile-map loss-priority high protocol any drop-profile af-AV-with-PLP;

}
nc-CONTROL-scheduler {
transmit-rate percent 5;
buffer-size percent 5;
priority low;

}
}

Related
Documentation

Roadmap for Configuring CoS with IPv6 DiffServ on page 449•

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Example: Configuring DiffServ for IPv6 on page 457
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Configuring Scheduler Maps

Supported Platforms MSeries,MXSeries, PTX Series, T Series

You configure a scheduler map to assign a forwarding class to a scheduler. To configure

a schedulermap, include the scheduler-maps statement and scheduler nameat the [edit

class-of-service] hierarchy level.

[edit class-of-service]
scheduler-maps {
diffserv-cos-map {
forwarding-class be-DATA-class scheduler be-DATA-scheduler;
forwarding-class ef-FIN-class scheduler ef-FIN-scheduler;
forwarding-class af-AV-class scheduler af-AV-scheduler;
forwarding-class nc-CONTROL-class scheduler nc-CONTROL-scheduler;

}
}

Related
Documentation

Applying a Scheduler Map to an Interface on page 457•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Example: Configuring DiffServ for IPv6 on page 457

Applying a Scheduler Map to an Interface

Supported Platforms MSeries,MXSeries, PTX Series, T Series

To apply the configured scheduler map, include the scheduler-map statement at the

[edit class-of-service] hierarchy level.

[edit class-of-service]
interfaces {
so-1/0/1 {
scheduler-map diffserv-cos-map;

}
}

Related
Documentation

Configuring Scheduler Maps on page 457•

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Example: Configuring DiffServ for IPv6 on page 457

Example: Configuring DiffServ for IPv6

Supported Platforms MSeries,MXSeries, PTX Series, T Series
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Configuration

The example assigns expedited forwarding to Q1 and a subset of the assured forwarding

classes (af1x) to Q2, and distributes resources among all four forwarding classes.

Figure 45 on page 458 shows the topology of the three routers and links that are used as

a case study in this chapter.

Figure 45: Basic IPv6 DiffServ Topology

In this case study, the service provider has agreed to provide high-priority delivery of

packets for two applications between the customer’s servers at two sites. The first

application generates streams of high-definition audiovisual (television) packet flows

and the second generates large quantities of time-sensitive financial information. In all

cases, the packet flow is from server to server. The service provider marks the packets

appropriately as they enter the network from either site, configures special queues and

forwarding classes for this traffic on the three routers, and uses DiffServ for IPv6 for this

purpose.

Routers 1 and3usemultifield (MF)classifiers on thecustomer-facing interfaces todetect

high-priority packets and rewrite the Differentiated Services code points (DSCPs)

appropriately. Best-effort data and network control packets are not affected. All three

routers are configured with consistent schedulers and resources to handle high-priority

packets properly.

Figure 46: IPv6 DiffServ Configuration

Figure 46 on page 458 shows the complete topology for IPv6 DiffServ, complete with

interfaces and IPv6 addresses. The IPv4-mapped IPv6 address format described in RFC

5952 is used.
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Begin your configuration on Router 2, the core router. This ensures that when DiffServ is

enabled on the edge routers, class of service (CoS) is enabled end to end through the

network. The core router configuration is a little simpler because no MF classification is

configured in the core.

Router 2 [edit]
class-of-service {
classifiers { # Router 2 classifiers.
dscp-ipv6 IPv6-classifier {
import default; # Uses the DSCP default map.
forwarding-class be-DATA-class {
loss-priority high code-points 000001;

}
forwarding-class ef-FIN-class {
loss-priority high code-points 101111;

}
forwarding-class af-AV-class {
loss-priority high code-points 001100;

}
forwarding-class nc-CONTROL-class {
loss-priority high code-points 110001;

}
}

}
drop-profiles { # Router 2 drop profiles.
af-AV-normal {
interpolate {
fill-level [95 100];
drop-probability [0 100];

}
}
af-AV-with-PLP {
interpolate {
fill-level [60 70 80 90 95];
drop-probability [80 90 95 97 100];

}
}

}
forwarding-classes { # Router 2 forwarding classes.
queue 0 be-DATA-class;
queue 1 ef-FIN-class;
queue 2 af-AV-class;
queue 3 nc-CONTROL-class;

}
interfaces { # Router 2 class-of-service interfaces.
so-1/0/1 { # Connected to R1.
scheduler-map diffserv-cos-map;
unit 0 {
classifiers {
dscp-ipv6 IPv6-classifier;

}
rewrite-rules {
dscp-ipv6 rewrite-IPv6-dscp;

}
}
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}
so-1/0/2 { # Connected to R3.
scheduler-map diffserv-cos-map;
unit 0 {
classifiers {
dscp-ipv6 IPv6-classifier;

}
rewrite-rules {
dscp-ipv6 rewrite-IPv6-dscp;

}
}

}
}
rewrite-rules rewrite-IPv6-dscps { # Router 2 rewrite rules.
forwarding-class be-DATA-class {
loss-priority low code points 000000;
loss-priority high code points 000001;

}
forwarding-class ef-FIN-class {
loss-priority low code points 101110;
loss-priority high code points 101111;

}
forwarding-class af-AV-class {
loss-priority low code points 001010;
loss-priority high code points 001100;

}
forwarding-class nc-CONTROL-class {
loss-priority low code points 110000;
loss-priority high code points 110001;

}
}
scheduler-maps { # Router 2 scheduler maps.
diffserv-cos-map {
forwarding-class be-DATA-class scheduler be-DATA-scheduler;
forwarding-class ef-FIN-class scheduler ef-FIN-scheduler;
forwarding-class af-AV-class scheduler af-AV-scheduler;
forwarding-class nc-CONTROL-class scheduler nc-CONTROL-scheduler;

}
}
schedulers { # Router 2 schedulers.
be-DATA-scheduler {
transmit-rate percent 40;
buffer-size percent 40;
priority low;

}
ef-FIN-scheduler {
transmit-rate percent 10;
buffer-size percent 10;
priority high;

}
af-AV-scheduler {
transmit-rate percent 45;
buffer-size percent 45;
priority high;
drop-profile-map loss-priority low protocol any drop-profile af-AV-normal;
drop-profile-map loss-priority high protocol any drop-profile af-AV-with-PLP;
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}
nc-CONTROL-scheduler {
transmit-rate percent 5;
buffer-size percent 5;
priority low;

}
}

}
interfaces { # R2 interfaces.
so-1/0/1 { # Connected to R1.
unit 0 {
family inet {
address 10.0.0.1/24;

}
family inet6 {
address 0:0:FFFF:10.0.0.1/120;

}
}

}
so-1/0/2 { # Connected to R3.
unit 0 {
family inet {
address 10.0.1.1/24;

}
family inet6 {
address 0:0:FFFF:10.0.1.1/120;

}
}

}
}

Continue your configuration on Router 1 and Router 3, the edge routers. These routers

get firewall-filter-basedMF classifiers and rewrite rules formarkers aswell as schedulers

and drop profiles on the core-facing interfaces.

Router 1 [edit]
class-of-service {
classifiers { # Router 1 classifiers.
dscp-ipv6 IPv6-classifier {
import default; # Uses the DSCP default map.
forwarding-class be-DATA-class {
loss-priority high code-points 000001;

}
forwarding-class ef-FIN-class {
loss-priority high code-points 101111;

}
forwarding-class af-AV-class {
loss-priority high code-points 001100;

}
forwarding-class nc-CONTROL-class {
loss-priority high code-points 110001;

}
}

}
drop-profiles { # Router 1 drop profiles.
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af-AV-normal {
interpolate {
fill-level [95 100];
drop-probability [0 100];

}
}
af-AV-with-PLP {
interpolate {
fill-level [60 70 80 90 95];
drop-probability [80 90 95 97 100];

}
}

}
forwarding-classes { # Router 1 forwarding classes.
queue 0 be-DATA-class;
queue 1 ef-FIN-class;
queue 2 af-AV-class;
queue 3 nc-CONTROL-class;

}
interfaces { # Router 1 class-of-service interfaces.
so-0/1/1 { # To servers.
scheduler-map diffserv-cos-map;
unit 0 {
classifiers {
dscp-ipv6 IPv6-classifier;

}
rewrite-rules {
dscp-ipv6 rewrite-IPv6-dscp;

}
}

}
rewrite-rules rewrite-IPv6-dscps { # Router 1 rewrite rules.
forwarding-class be-DATA-class {
loss-priority low code points 000000;
loss-priority high code points 000001;

}
forwarding-class ef-FIN-class {
loss-priority low code points 101110;
loss-priority high code points 101111;

}
forwarding-class af-AV-class {
loss-priority low code points 001010;
loss-priority high code points 001100;

}
forwarding-class nc-CONTROL-class {
loss-priority low code points 110000;
loss-priority high code points 110001;

}
}
scheduler-maps { # Router 1 scheduler map.
diffserv-cos-map {
forwarding-class be-DATA-class scheduler be-DATA-scheduler;
forwarding-class ef-FIN-class scheduler ef-FIN-scheduler;
forwarding-class af-AV-class scheduler af-AV-scheduler;
forwarding-class nc-CONTROL-class scheduler nc-CONTROL-scheduler;

}
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}
schedulers { # Router 1 schedulers.
be-DATA-scheduler {
transmit-rate percent 40;
buffer-size percent 40;
priority low;

}
ef-FIN-scheduler {
transmit-rate percent 10;
buffer-size percent 10;
priority high;

}
af-AV-scheduler {
transmit-rate percent 45;
buffer-size percent 45;
priority high;
drop-profile-map loss-priority low protocol any drop-profile af-AV-normal;
drop-profile-map loss-priority high protocol any drop-profile af-AV-with-PLP;

}
nc-CONTROL-scheduler {
transmit-rate percent 5;
buffer-size percent 5;
priority low;

}
}

}
firewall { # Router 1 firewall policer and filter.
policer ef-FIN-Policer-Profile {
if-exceeding {
bandwidth-percent 10;
burst-size-limit 2k;

}
then loss-priority high;

}
family inet6 {
filtermf-classifier {
filter-specific;
term AV {
from {
destination-address {
0:0:FFFF:172.16.79.11;

}
}
then {
loss-priority low;
forwarding-class af-AV-class;

}
}
term Finance {
from {
destination-address {
O:0:FFFF:172.16.79.63;

}
}
then {
policer ef-FIN-Policer-Profile;
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forwarding-class ef-FIN-class;
}

}
term Network-Control {
from {
traffic-class 192; # 192 is the 110000 traffic class.

}
then {
forwarding-class nc-CONTROL-class; # This is network control traffic.

}
}
term Data {
then forwarding-class be-DATA-class; # The rest is data.

}
}

}
}
interfaces { # Router 1 interfaces.
so-0/0/1 { # To servers.
unit 0 {
family inet {
address 192.168.54.1/24;

}
family inet6 {
filter {
inputmf-classifier;

}
address 0:0:FFFF:192.168.54.1/120;

}
}

}
so-0/1/1 { # Connected to R2.
unit 0 {
family inet {
address 10.0.0.2/24;

}
family inet6 {
address 0:0:FFFF:10.0.0.2/120;

}
}

}
}

}

Router 3 [edit]
class-of-service {
classifiers { # Router 3 classifiers.
dscp-ipv6 IPv6-classifier {
import default; # Uses the DSCP default map.
forwarding-class be-DATA-class {
loss-priority high code-points 000001;

}
forwarding-class ef-FIN-class {
loss-priority high code-points 101111;

}
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forwarding-class af-AV-class {
loss-priority high code-points 001100;

}
forwarding-class nc-CONTROL-class {
loss-priority high code-points 110001;

}
}

}
drop-profiles { # Router 3 drop profiles.
af-AV-normal {
interpolate {
fill-level [95 100];
drop-probability [0 100];

}
}
af-AV-with-PLP {
interpolate {
fill-level [60 70 80 90 95];
drop-probability [80 90 95 97 100];

}
}

}
forwarding-classes { # Router 3 forwarding classes.
queue 0 be-DATA-class;
queue 1 ef-FIN-class;
queue 2 af-AV-class;
queue 3 nc-CONTROL-class;

}
interfaces { # Router 3 class-of-service interfaces.
so-2/0/1 { # To servers.
scheduler-map diffserv-cos-map;
unit 0 {
classifiers {
dscp-ipv6 IPv6-classifier;

}
rewrite-rules {
dscp-ipv6 rewrite-IPv6-dscp;

}
}

}
rewrite-rules rewrite-IPv6-dscps { # Router 3 rewrite rules.
forwarding-class be-DATA-class {
loss-priority low code points 000000;
loss-priority high code points 000001;

}
forwarding-class ef-FIN-class {
loss-priority low code points 101110;
loss-priority high code points 101111;

}
forwarding-class af-AV-class {
loss-priority low code points 001010;
loss-priority high code points 001100;

}
forwarding-class nc-CONTROL-class {
loss-priority low code points 110000;
loss-priority high code points 110001;

465Copyright © 2017, Juniper Networks, Inc.

Chapter 11: Altering Class of Service Values in Packets Exiting the Network Using IPv6 DiffServ



}
}
scheduler-maps { # Router 3 scheduler map.
diffserv-cos-map {
forwarding-class be-DATA-class scheduler be-DATA-scheduler;
forwarding-class ef-FIN-class scheduler ef-FIN-scheduler;
forwarding-class af-AV-class scheduler af-AV-scheduler;
forwarding-class nc-CONTROL-class scheduler nc-CONTROL-scheduler;

}
}
schedulers { # Router 3 schedulers.
be-DATA-scheduler {
transmit-rate percent 40;
buffer-size percent 40;
priority low;

}
ef-FIN-scheduler {
transmit-rate percent 10;
buffer-size percent 10;
priority high;

}
af-AV-scheduler {
transmit-rate percent 45;
buffer-size percent 45;
priority high;
drop-profile-map loss-priority low protocol any drop-profile af-AV-normal;
drop-profile-map loss-priority high protocol any drop-profile af-AV-with-PLP;

}
nc-CONTROL-scheduler {
transmit-rate percent 5;
buffer-size percent 5;
priority low;

}
}
firewall { # Router 3 firewall policer and filter.
policer ef-FIN-Policer-Profile {
if-exceeding {
bandwidth-percent 10;
burst-size-limit 2k;

}
then loss-priority high;

}
family inet6 {
filtermf-classifier {
filter-specific;
term AV {
from {
destination-address {
0:0:FFFF:172.16.79.11;

}
}
then {
loss-priority low;
forwarding-class af-AV-class;

}
}
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term Finance {
from {
destination-address {
O:0:FFFF:172.16.79.63;

}
}
then {
policer ef-FIN-Policer-Profile;
forwarding-class ef-FIN-class;

}
}
term Network-Control {
from {
traffic-class 192; # 192 is the 110000 traffic class.

}
then {
forwarding-class nc-CONTROL-class; # This is network control traffic.

}
}
term Data {
then forwarding-class be-DATA-class; # The rest is data.

}
}

}
}
interfaces { # Router 3 interfaces.
so-2/0/0 { # To servers.
unit 0 {
family inet {
address 1172.16.79.1/24;

}
family inet6 {
filter {
inputmf-classifier;

}
address 0:0:FFFF:172.16.79.1/120;

}
}

}
so-2/0/1 { # to R2
unit 0 {
family inet {
address 10.0.1.2/24;

}
family inet6 {
address 0:0:FFFF:10.0.1.2/120;

}
}

}
}

}
}
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Verification

To verify that your CoS using IPv6 DiffServ configuration is correct, use the following

commands:

• show class-of-service classifier type dscp-ipv6

• show class-of-service rewrite-rule type dscp-ipv6

• show class-of-service interface

• show class-of-service forwarding-table classifier mapping

• show class-of-service forwarding-table rewrite-rulemapping

• show class-of-service scheduler-map scheduler-map-name

• show class-of-service forwarding-table scheduler-map

The following section shows the output of these commands usedwith the configuration

example.

DiffServ Classifiers

user@R1> show class-of-service classifier type dscp-ipv6
Classifier: dscp-ipv6-default, Code point type: dscp-ipv6, Index: 4
  Code point         Forwarding class                    Loss priority
  000000             be-DATA-class                       low
  000001             be-DATA-class                       low
  000010             be-DATA-class                       low
  000011             be-DATA-class                       low
  000100             be-DATA-class                       low
  000101             be-DATA-class                       low
  000110             be-DATA-class                       low
  000111             be-DATA-class                       low
  001000             be-DATA-class                       low
  001001             be-DATA-class                       low
  001010             af-AV-class                         low
  001011             be-DATA-class                       low
  001100             af-AV-class                         high
  001101             be-DATA-class                       low
  001110             af-AV-class                         high
  001111             be-DATA-class                       low
  010000             be-DATA-class                       low
  010001             be-DATA-class                       low
  010010             be-DATA-class                       low
  010011             be-DATA-class                       low
  010100             be-DATA-class                       low
  010101             be-DATA-class                       low
  010110             be-DATA-class                       low
  010111             be-DATA-class                       low
  011000             be-DATA-class                       low
  011001             be-DATA-class                       low
  011010             be-DATA-class                       low
  011011             be-DATA-class                       low
  011100             be-DATA-class                       low
  011101             be-DATA-class                       low
  011110             be-DATA-class                       low
  011111             be-DATA-class                       low
  100000             be-DATA-class                       low
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  100001             be-DATA-class                       low
  100010             be-DATA-class                       low
  100011             be-DATA-class                       low
  100100             be-DATA-class                       low
  100101             be-DATA-class                       low
  100110             be-DATA-class                       low
  100111             be-DATA-class                       low
  101000             be-DATA-class                       low
  101001             be-DATA-class                       low
  101010             be-DATA-class                       low
  101011             be-DATA-class                       low
  101100             be-DATA-class                       low
  101101             be-DATA-class                       low
  101110             ef-FIN-class                        low
  101111             be-DATA-class                       low
  110000             nc-CONTROL-class                    low
  110001             be-DATA-class                       low
  110010             be-DATA-class                       low
  110011             be-DATA-class                       low
  110100             be-DATA-class                       low
  110101             be-DATA-class                       low
  110110             be-DATA-class                       low
  110111             be-DATA-class                       low
  111000             nc-CONTROL-class                    low
  111001             be-DATA-class                       low
  111010             be-DATA-class                       low
  111011             be-DATA-class                       low
  111100             be-DATA-class                       low
  111101             be-DATA-class                       low
  111110             be-DATA-class                       low
  111111             be-DATA-class                       low
Classifier: IPv6-classifier, Code point type: dscp-ipv6, Index: 18301
  Code point         Forwarding class                    Loss priority
  000000             be-DATA-class                       low
  000001             be-DATA-class                       high
  000010             be-DATA-class                       low
  000011             be-DATA-class                       low
  000100             be-DATA-class                       low
  000101             be-DATA-class                       low
  000110             be-DATA-class                       low
  000111             be-DATA-class                       low
  001000             be-DATA-class                       low
  001001             be-DATA-class                       low
  001010             af-AV-class                         low
  001011             be-DATA-class                       low
  001100             af-AV-class                         high
  001101             be-DATA-class                       low
  001110             af-AV-class                         high
  001111             be-DATA-class                       low
  010000             be-DATA-class                       low
  010001             be-DATA-class                       low
  010010             be-DATA-class                       low
  010011             be-DATA-class                       low
  010100             be-DATA-class                       low
  010101             be-DATA-class                       low
  010110             be-DATA-class                       low
  010111             be-DATA-class                       low
  011000             be-DATA-class                       low
  011001             be-DATA-class                       low
  011010             be-DATA-class                       low
  011011             be-DATA-class                       low
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  011100             be-DATA-class                       low
  011101             be-DATA-class                       low
  011110             be-DATA-class                       low
  011111             be-DATA-class                       low
  100000             be-DATA-class                       low
  100001             be-DATA-class                       low
  100010             be-DATA-class                       low
  100011             be-DATA-class                       low
  100100             be-DATA-class                       low
  100101             be-DATA-class                       low
  100110             be-DATA-class                       low
  100111             be-DATA-class                       low
  101000             be-DATA-class                       low
  101001             be-DATA-class                       low
  101010             be-DATA-class                       low
  101011             be-DATA-class                       low
  101100             be-DATA-class                       low
  101101             be-DATA-class                       low
  101110             ef-FIN-class                        low
  101111             ef-FIN-class                        high
  110000             nc-CONTROL-class                    low
  110001             nc-CONTROL-class                    high
  110010             be-DATA-class                       low
  110011             be-DATA-class                       low
  110100             be-DATA-class                       low
  110101             be-DATA-class                       low
  110110             be-DATA-class                       low
  110111             be-DATA-class                       low
  111000             nc-CONTROL-class                    low
  111001             be-DATA-class                       low
  111010             be-DATA-class                       low
  111011             be-DATA-class                       low
  111100             be-DATA-class                       low
  111101             be-DATA-class                       low
  111110             be-DATA-class                       low
  111111             be-DATA-class                       low

Rewrite Rules

user@R1> show class-of-service rewrite-rule type dscp-ipv6
Rewrite rule: dscp-ipv6-default, Code point type: dscp-ipv6, Index: 20
  Forwarding class                    Loss priority       Code point
  be-DATA-class                       low                 000000
  be-DATA-class                       high                000000
  ef-FIN-class                        low                 101110
  ef-FIN-class                        high                101110
  af-AV-class                         low                 001010
  af-AV-class                         high                001100
  nc-CONTROL-class                    low                 110000
  nc-CONTROL-class                    high                111000
Rewrite rule: rewrite-IPv6-dscp, Code point type: dscp-ipv6, Index: 58077
  Forwarding class                    Loss priority       Code point
  be-DATA-class                       low                 000000
  be-DATA-class                       high                000001
  ef-FIN-class                        low                 101110
  ef-FIN-class                        high                101111
  af-AV-class                         low                 001010
  af-AV-class                         high                001100
  nc-CONTROL-class                    low                 110000
  nc-CONTROL-class                    high                110001
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Class-of-Service Interfaces

user@R1> show class-of-service interface
...
Physical interface: so-0/0/1, Index: 141
Queues supported: 4, Queues in use: 4
  Scheduler map: diffserv-cos-map, Index: -543019056
  Logical interface: so-0/0/1.0, Index: 68
    Object         Name                   Type                       Index
    Rewrite        rewrite-IPv6-dscp      dscp-ipv6                  58077
    Rewrite        exp-default            exp                           21
    Classifier     IPv6-classifier        dscp-ipv6                  18301
    Classifier     exp-default            exp                            5
...
Physical interface: so-0/1/1, Index: 144
Queues supported: 4, Queues in use: 4
  Scheduler map: <default>, Index: -113795564

  Logical interface: so-0/1/1.0, Index: 69
    Object         Name                   Type                       Index
    Rewrite        exp-default            exp                           21
    Classifier     exp-default            exp                            5
    Classifier     ipprec-compatibility   ip                             8

Classifier Mapping

user@R1> show class-of-service forwarding-table classifier mapping
                      Table Index/
Interface      Index      Q num      Table type
so-0/0/1.0        68      18301      IPv6 DSCP
so-0/1/1.0        69          8      IPv4 precedence

Rewrite Rule Mapping

user@R1> show class-of-service forwarding-table rewrite-rulemapping
Interface      Index   Table index  Type
so-0/1/1.0        68      58077     IPv6 DSCP 

Scheduler Map

user@R1> show class-of-service scheduler-map diffserv-cos-map
Scheduler map: diffserv-cos-map, Index: 1094596010
  Scheduler: be-DATA-scheduler, Forwarding class: be-DATA-class, Index: 14343
    Transmit rate: 40 percent, Rate Limit: none, Buffer size: 40 percent,
    Priority: low
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             non-TCP         1    <default-drop-profile>
      Low             TCP             1    <default-drop-profile>
      High            non-TCP         1    <default-drop-profile>
      High            TCP             1    <default-drop-profile>
  Scheduler: ef-FIN-scheduler, Forwarding class: ef-FIN-class, Index: 21707
    Transmit rate: 10 percent, Rate Limit: none, Buffer size: 10 percent,
    Priority: high
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             non-TCP         1    <default-drop-profile>
      Low             TCP             1    <default-drop-profile>
      High            non-TCP         1    <default-drop-profile>
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      High            TCP             1    <default-drop-profile>
  Scheduler: af-AV-scheduler, Forwarding class: af-AV-class, Index: 51704
    Transmit rate: 45 percent, Rate Limit: none, Buffer size: 45 percent,
    Priority: high
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             non-TCP     61474    af-AV-normal
      Low             TCP         61474    af-AV-normal
      High            non-TCP     65199    af-AV-with-PLP
      High            TCP         65199    af-AV-with-PLP
  Scheduler: nc-CONTROL-scheduler, Forwarding class: nc-CONTROL-class, Index: 
50404
    Transmit rate: 5 percent, Rate Limit: none, Buffer size: 5 percent,
    Priority: low
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             non-TCP         1    <default-drop-profile>
      Low             TCP             1    <default-drop-profile>
      High            non-TCP         1    <default-drop-profile>
      High            TCP             1    <default-drop-profile>

user@R1> show class-of-service forwarding-table scheduler-map
...
Interface: so-0/0/1 (Index: 141, Map index: -543019056, Map type: FINAL,
Num of queues: 4):
  Entry 0 (Scheduler index: 14343, Queue #: 0):
    Tx rate: 0 Kb (40%), Buffer size: 40 percent
Priority low
    PLP high: 1, PLP low: 1, TCP PLP high: 1, TCP PLP low: 1
  Entry 1 (Scheduler index: 21707, Queue #: 1):
    Tx rate: 0 Kb (10%), Buffer size: 10 percent
Priority high
    PLP high: 1, PLP low: 1, TCP PLP high: 1, TCP PLP low: 1
  Entry 2 (Scheduler index: 51704, Queue #: 2):
    Tx rate: 0 Kb (45%), Buffer size: 45 percent
Priority high
    PLP high: 65199, PLP low: 61474, TCP PLP high: 65199, TCP PLP low: 61474
  Entry 3 (Scheduler index: 50404, Queue #: 3):
    Tx rate: 0 Kb (5%), Buffer size: 5 percent
Priority low
    PLP high: 1, PLP low: 1, TCP PLP high: 1, TCP PLP low: 1
...

Related
Documentation

• System Requirements for CoS with DiffServ for IPv6 on page 442

• Roadmap for Configuring CoS with IPv6 DiffServ on page 449
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PART 3

Configuring Platform-Specific
Functionality

• Configuring Class of Service on ACX Series Universal Access Routers on page 475

• Configuring Class of Service on EX Series Ethernet Switches on page 479

• Configuring Class of Service on M Series Multiservice Edge Routers on page 489

• Configuring Class of Service on MX Series 3D Universal Edge Routers on page 505

• Configuring Class of Service on PTX Series Packet Transport Routers on page 537

• Configuring Class of Service on T Series Core Routers on page 579
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CHAPTER 12

ConfiguringClass ofServiceonACXSeries
Universal Access Routers

• Classifiers and Rewrite Rules at the Global, Physical and Logical Interface Levels

Overview on page 475

• Configuring Classifiers and Rewrite Rules at the Global and Physical Interface

Levels on page 476

Classifiers and Rewrite Rules at the Global, Physical and Logical Interface Levels
Overview

Supported Platforms ACX Series, EX Series

On ACX Series Universal Access Routers and EX Series switches, CoS supports

classification and rewrite at the global level and physical interface levels.

At a global level, you can define EXP classification.

At a physical interface level, you can define the following features:

• DSCP, DSCP-IPV6, and IPv4 precedence classifiers

• DSCP, DSCP-IPV6, and IPv4 precedence rewrites

• IEEE 802.1 and IEEE 802.1ad classifiers (inner and outer)

• IEEE 802.1 and IEEE 802.1ad rewrites (outer)

The IEEE 802.1ad classifier uses IEEE 802.1p and DEI bits together.

NOTE: You cannot configure both IEEE 802.1p and IEEE 802.1ad classifiers
together at the physical interface level.

At a logical interface level, you can define the fixed classification and EXP rewrites.

To configure global EXP classifiers, include the classfiers exp classifier-name statement
at the [edit class-of-service system-defaults] hierarchy level.
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To configure classifiers or rewrite rules at the physical interface, include either the

classifiers statement or the rewrite-rules statement at the [edit class-of-service]
interfaces interface-name ] hierarchy level.

To configure fixed classifiers at the logical interface, include the [edit class-of-service
interfaces interface-name unit number forwarding-class fc] or the rewrite-rules
statement at the [edit class-of-service interfaces interface-name ] hierarchy level.

To configure EXP rewrite at the logical interface, include the [edit class-of-service
interfaces interface-name unit number rewrite-rules exp rewrite-rule] statement.

Todisplayclassifiers configuredundersystem-defaults, enter theshowclass-of-service
system-defaults command.

To display classifiers and rewrite rules bound to physical interfaces, enter the show
class-of-service interfaces interface-name command.

Related
Documentation

Configuring Classifiers and Rewrite Rules at the Global and Physical Interface Levels

on page 476

•

Configuring Classifiers and Rewrite Rules at the Global and Physical Interface Levels

Supported Platforms ACX Series, EX Series

On ACX Series Universal Access Routers and EX Series switches, CoS supports

classification and rewrite at the global and physical interface levels.

To configure the global EXP classifier, include the following statements at the [edit
class-of-service] system-defaults hierarchy level.

[edit class-of-service]
{
system-defaults
{
classifiers exp classifier-name

}
}

CoS supports one global system default classifier of the EXP type, as shown in the

following example:

[edit class-of-service]
{
system-defaults {
classifiers {
exp exp-classf-core;

}
}

}

To configure classifiers and rewrite rules at the physical interface level, include the

following statements at the [edit class-of-service] interfaces hierarchy level.

[edit class-of-service]
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interfaces {
interface-name
classifiers dscp classifier-name
classifiers inet-precedence classifier-name
classifiers ieee-802.1 [vlan-tag (outer | inner)] classifier-name
rewrite-rules dscp rewrite-name
rewrite-rules inet-prec rewrite-name
rewrite-rules ieee-802.1 rewrite-name

}

The following example shows classifiers and rewrite rules configured on physical

interfaces:

ge-0/1/0 {
unit 0 {
rewrite-rules {
exp custom-exp;

}
}
classifiers {
dscp d1;
ieee-802.1 ci;

}
rewrite-rules {
dscp default;

}
}
ge-0/1/2 {
classifiers {
ieee-802.1 ci;

}
rewrite-rules {
ieee-802.1 ri;

}
}
ge-0/1/3 {
unit 0 {
rewrite-rules {
exp custom-exp2;

}
}

}
ge-0/1/7 {
classifiers {
dscp d1;

}
}
ge-0/1/8 {
classifiers {
dscp d1;

}
}

Related
Documentation

• Classifiers and Rewrite Rules at the Global, Physical and Logical Interface Levels

Overview on page 475
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CHAPTER 13

Configuring Class of Service on EX Series
Ethernet Switches

• Configuring and Applying IEEE 802.1ad Classifiers on page 479

• Applying a Shaping Rate to Physical Interfaces Overview on page 480

• Configuring the Shaping Rate for Physical Interfaces on page 481

• Configuring the IEEE 802.1p Field for CoS Host Outbound Traffic on page 482

• ConfiguringaGlobalDefault IEEE802.1pValue forAllHostOutboundTrafficonpage483

• Applying Egress Interface Rewrite Rules to the IEEE 802.1p Field for All Host Outbound

Traffic on the Interface on page 483

• Classifiers and Rewrite Rules at the Global, Physical and Logical Interface Levels

Overview on page 485

• Configuring Classifiers and Rewrite Rules at the Global and Physical Interface

Levels on page 486

Configuring and Applying IEEE 802.1ad Classifiers

Supported Platforms EX Series,MXSeries

If you apply an IEEE 802.1 classifier to a logical interface, this classifier takes precedence

and is not compatible with any other classifier type. For Juniper Networks MX Series 3D

Universal Edge Router interfaces or IQ2 PICs with IEEE 802.1ad frame formats or EX

Series switches, you can set the forwarding class and loss priority for traffic on the basis

of the three IEEE 802.1p bits (three bits in either the inner virtual LAN (VLAN) tag or the

outer VLAN tag) and the drop eligible indicator (DEI) bit. You can apply the default map

or customize one or more of the default values.

You then apply the classifier to the interface on which you configure IEEE 802.1ad frame

formats.

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

1. Define the custom IEEE 802.1admap:
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a. Create the classifier by specifying a name for it and defining it as an IEEE-802.1ad

(DEI) classifier.

[edit]
user@host# edit class-of-service classifiers ieee-802.1ad dot1p_dei_class

b. Assign the forwarding class and loss priority to the code-point alias.

[edit class-of-service classifiers ieee-802.1ad dot1p_dei_class]
user@host# set forwarding-class best-effort loss-priority low code-points [0000
1101]

2. Apply the classifier to the logical interface:

a. Specify the interface to which you want to apply the classifier.

[edit]
user@host# edit class-of-service interfaces ge-2/0/0 unit 0

b. Specify the name of the classifier you want to apply to the interface.

[edit class-of-service interfaces ge-2/0/0 unit 0]
user@host# set classifiers ieee-802.1ad dot1p_dei_class

3. Verify the custom IEEE 802.1admap configuration:

[edit]
user@host# show

class-of-service {
classifiers {
ieee-802.1ad dot1p_dei_class {
forwarding-class best-effort {
loss-priority low code-points [ 0000 1101 ];

}
}

}
}

class-of-service {
interfaces {
ge-2/0/0 {
unit 0 {
classifiers {
ieee-802.1ad dot1p_dei_class;

}
}

}
}

]

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51

Applying a Shaping Rate to Physical Interfaces Overview

Supported Platforms EX Series, T4000
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OnT4000 routerswithType5FPCsandonEXSeries switches, youcanconfigurephysical

interfaces to shape traffic based on the rate-limited bandwidth of the total interface

bandwidth. This allows you to shape the output of the physical interface, so that the

interface transmits less traffic than it is physically capable of carrying.

If you do not configure a shaping rate on the physical interface, the default physical

interface bandwidth is based on the channel bandwidth and the time slot allocation.

In general, the physical interface speed is the basis for calculating the various queue

parameters for a physical interface such as delay buffer size, weighted round- robin

(WRR) weight, drop profile, and so forth. However, when you apply a shaping rate by

including the shaping-rate statement, the shaping rateon thatphysical interfacebecomes

the basis for calculating all the queue parameters for that physical interface.

On T4000 routers with Type 5 FPCs, the shaping rate value for the physical interface

must be aminimum of 292 Kbps. Themaximum value of shaping rate is limited by the

maximum transmission rate of the interface.

Related
Documentation

Configuring the Shaping Rate for Physical Interfaces on page 481•

Configuring the Shaping Rate for Physical Interfaces

Supported Platforms EX Series, T4000

To configure the shaping rate on the physical interface, either include the shaping-rate

statementat the [edit class-of-service interfaces interface-name]hierarchy level or include

the output-traffic-control-profile statement at the [edit class-of-service interfaces

interface-name] hierarchy level.

You can specify a peak bandwidth rate in bps, either as a complete decimal number or

as a decimal number followed by the abbreviation k (1000),m (1,000,000), or g

(1,000,000,000). For physical interfaces, the range is from 1000 through

6,400,000,000,000 bps.

For physical interfaces on T4000 routers with Type 5 FPCs, the shaping rate value for

the physical interface must be aminimum of 292 Kbps. Themaximum value of

shaping-rate is limited by the maximum transmission rate of the interface.
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The following are two example configurations for applying a shaping rate of 5 Gbps on
a T4000 12x10 Gbps physical interface (xe-4/0/0):

Applying a shaping rate at the [edit class-of-service interfaces interface-name] hierarchy:

[edit class-of-service]
interfaces {
xe-4/0/0 {
shaping-rate 5g;

}
}

Applying a shaping rate using traffic-control-profiles:

[edit class-of-service]
traffic-control-profiles {
output {
shaping-rate 5g;

}
}
interfaces {
xe-4/0/0 {
output-traffic-control-profile output;

}
}

To view the results of your configuration, issue the following show commands:

• show class-of-service interface interface-name

• show interfaces interface-name extensive

Related
Documentation

Applying a Shaping Rate to Physical Interfaces Overview on page 480•

Configuring the IEEE 802.1p Field for CoS Host Outbound Traffic

Supported Platforms EX Series,MXSeries

This topic provides a summary of the configuration for setting the IEEE 802.1p field in the

Ethernet frame header for host outbound traffic (control plane traffic). You can set a

global value for the priority code point that applies to all host outbound traffic.

Additionally, or alternatively, you can specify that rewrite rules are applied to all host

outbound traffic on egress logical interfaces. These are rules that have been previously

configured to set the IEEE 802.1p field for data traffic on those interfaces.

Configuration of 802.1p bits is supported only on the following hardware and software

components:

• EX Series switches

• MX Series 3D Universal Edge Routers

• Enhanced Queuing DPCs
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• MPCs

• Junos OS Release 12.3 or later

To configure the IEEE 802.1p field settings:

1. (Optional)Specify aglobal default value for the IEEE802.1p field for all host outbound

traffic.

See “Configuring a Global Default IEEE 802.1p Value for All Host Outbound Traffic”

on page 483.

2. (Optional) Specify that the IEEE 802.1p rewrite rules for the egress logical interfaces

are applied to all host outbound traffic on those interfaces.

See “Applying Egress Interface Rewrite Rules to the IEEE 802.1p Field for All Host

Outbound Traffic on the Interface” on page 483.

Related
Documentation

Rewriting Packet Headers to Ensure Forwarding Behavior on page 361•

Configuring a Global Default IEEE 802.1p Value for All Host Outbound Traffic

Supported Platforms EX Series,MXSeries

This topic describes how to configure a global default value for the IEEE 802.1p field for

all host outbound traffic on MX Series routers and EX Series switches.

To configure a global default value for the IEEE 802.1p field:

• Specify the value.

[edit class-of-service host-outbound-traffic ieee-802.1]
user@host# set default value

For example, specify that a value of 010 is applied to all host outbound traffic:

[edit class-of-service host-outbound-traffic ieee-802.1]
user@host# set default 010

Related
Documentation

Configuring the IEEE 802.1p Field for CoS Host Outbound Traffic on page 482•

• Rewriting Packet Headers to Ensure Forwarding Behavior on page 361

ApplyingEgress InterfaceRewriteRules to the IEEE802.1p Field forAllHostOutbound
Traffic on the Interface

Supported Platforms EX Series,MXSeries
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This topic describes how to apply rewrite rules for egress logical interfaces to the IEEE

802.1p field for all host outbound traffic on those interfaces onMXSeries routers and EX

Series switches.

This task requires separately configured rewrite rules that map packet loss priority

information to the code point value in the 802.1p field for data traffic on egress logical

interfaces. See “Rewriting Packet Headers to Ensure Forwarding Behavior” on page 361.

To configure the rewrite rules:

1. Configure the CoS rewrite rules to map the forwarding class to the desired value for

the 802.1p field.

See “Configuring Rewrite Rules” on page 365.

2. Associate the rewrite rules to the desired egress logical interfaces.

See “Applying Rewrite Rules to Output Logical Interfaces” on page 374.

3. (Optional) Configure the forwarding class for host outbound traffic. Do not configure

this forwardingclass if youwant touse thedefault forwardingclassassignment (input

classification).

See “Overriding the Input Classification” on page 228.

To configure the rewrite rules to apply to the host outbound traffic IEEE 802.1p field:

• Configure the rewrite rules.

[edit class-of-service host-outbound-traffic ieee-802.1]
user@host# set rewrite-rules

NOTE: Enabling IEEE 802.1p rewrite rules for host outbound traffic on a
DPCwithout creating any corresponding IEEE 802.1p rewrite rules on a
logical interface on the DPC causes the IEEE 802.1p code point to be
automatically set to000forall hostgenerated traffic thatexits that logical
interface.

[edit class-of-service]
rewrite-rules {
ieee-802.1 rewrite_foo {
forwarding-class network-control {
loss-priority low code-point 101;

}
}

}
interfaces {
ge-1/0/0 {
unit 100 {
rewrite-rules {
ieee-802.1 rewrite_foo vlan-tag outer-and-inner;
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}
}

}
}
host-outbound-traffic {
forwarding-class network-control;

}
host-outbound-traffic {
ieee-802.1 {
rewrite-rules;

}
}

Related
Documentation

Configuring the IEEE 802.1p Field for CoS Host Outbound Traffic on page 482•

• Rewriting Packet Headers to Ensure Forwarding Behavior on page 361

Classifiers and Rewrite Rules at the Global, Physical and Logical Interface Levels
Overview

Supported Platforms ACX Series, EX Series

On ACX Series Universal Access Routers and EX Series switches, CoS supports

classification and rewrite at the global level and physical interface levels.

At a global level, you can define EXP classification.

At a physical interface level, you can define the following features:

• DSCP, DSCP-IPV6, and IPv4 precedence classifiers

• DSCP, DSCP-IPV6, and IPv4 precedence rewrites

• IEEE 802.1 and IEEE 802.1ad classifiers (inner and outer)

• IEEE 802.1 and IEEE 802.1ad rewrites (outer)

The IEEE 802.1ad classifier uses IEEE 802.1p and DEI bits together.

NOTE: You cannot configure both IEEE 802.1p and IEEE 802.1ad classifiers
together at the physical interface level.

At a logical interface level, you can define the fixed classification and EXP rewrites.

To configure global EXP classifiers, include the classfiers exp classifier-name statement
at the [edit class-of-service system-defaults] hierarchy level.

To configure classifiers or rewrite rules at the physical interface, include either the

classifiers statement or the rewrite-rules statement at the [edit class-of-service]
interfaces interface-name ] hierarchy level.
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To configure fixed classifiers at the logical interface, include the [edit class-of-service
interfaces interface-name unit number forwarding-class fc] or the rewrite-rules
statement at the [edit class-of-service interfaces interface-name ] hierarchy level.

To configure EXP rewrite at the logical interface, include the [edit class-of-service
interfaces interface-name unit number rewrite-rules exp rewrite-rule] statement.

Todisplayclassifiers configuredundersystem-defaults, enter theshowclass-of-service
system-defaults command.

To display classifiers and rewrite rules bound to physical interfaces, enter the show
class-of-service interfaces interface-name command.

Related
Documentation

Configuring Classifiers and Rewrite Rules at the Global and Physical Interface Levels

on page 476

•

Configuring Classifiers and Rewrite Rules at the Global and Physical Interface Levels

Supported Platforms ACX Series, EX Series

On ACX Series Universal Access Routers and EX Series switches, CoS supports

classification and rewrite at the global and physical interface levels.

To configure the global EXP classifier, include the following statements at the [edit
class-of-service] system-defaults hierarchy level.

[edit class-of-service]
{
system-defaults
{
classifiers exp classifier-name

}
}

CoS supports one global system default classifier of the EXP type, as shown in the

following example:

[edit class-of-service]
{
system-defaults {
classifiers {
exp exp-classf-core;

}
}

}

To configure classifiers and rewrite rules at the physical interface level, include the

following statements at the [edit class-of-service] interfaces hierarchy level.

[edit class-of-service]
interfaces {
interface-name
classifiers dscp classifier-name
classifiers inet-precedence classifier-name
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classifiers ieee-802.1 [vlan-tag (outer | inner)] classifier-name
rewrite-rules dscp rewrite-name
rewrite-rules inet-prec rewrite-name
rewrite-rules ieee-802.1 rewrite-name

}

The following example shows classifiers and rewrite rules configured on physical

interfaces:

ge-0/1/0 {
unit 0 {
rewrite-rules {
exp custom-exp;

}
}
classifiers {
dscp d1;
ieee-802.1 ci;

}
rewrite-rules {
dscp default;

}
}
ge-0/1/2 {
classifiers {
ieee-802.1 ci;

}
rewrite-rules {
ieee-802.1 ri;

}
}
ge-0/1/3 {
unit 0 {
rewrite-rules {
exp custom-exp2;

}
}

}
ge-0/1/7 {
classifiers {
dscp d1;

}
}
ge-0/1/8 {
classifiers {
dscp d1;

}
}

Related
Documentation

• Classifiers and Rewrite Rules at the Global, Physical and Logical Interface Levels

Overview on page 475

487Copyright © 2017, Juniper Networks, Inc.

Chapter 13: Configuring Class of Service on EX Series Ethernet Switches



Copyright © 2017, Juniper Networks, Inc.488

Class of Service Feature Guide for Routing Devices



CHAPTER 14

Configuring Class of Service on M Series
Multiservice Edge Routers

• CoS Features and Limitations on M Series and T Series Routers on page 489

• CoS Features and Limitations on M320 Routers with Enhanced III FPCs on page 496

• Packet Flow on Juniper Networks M Series Multiservice Edge Routers on page 498

• Working Around Multifield Classifier Limitations on M Series Routers on page 500

• Rewriting the EXP Bits of All Three Labels of an Outgoing Packet on M Series

Routers on page 501

• Assigning the Default Frame Relay Discard Eligibility Loss Priority Map to an

Interface on page 503

CoS Features and Limitations onMSeries and T Series Routers

Supported Platforms MSeries, T Series

Juniper Networks M320Multiservice Edge Routers and T Series Core Routers, as well as

M Series Multiservice Edge Routers with enhanced Flexible PIC Concentrators (FPCs),

have more CoS capabilities than M Series routers that use other FPCmodels.

Table 59 on page 490 lists some of these the differences.

To determine whether your M Series router is equipped with an enhanced FPC, issue the

show chassis hardware command. The presence of an enhanced FPC is designated by

the E-FPC description in the output.

user@host> show chassis hardware
Hardware inventory:
Item              Version  Part number Serial number     Description
Chassis                                31959             M7i
Midplane         REV 02   710-008761   CA0209            M7i Midplane
Power Supply 0   REV 04   740-008537   PD10272           AC Power Supply
Routing Engine   REV 01   740-008846   1000396803        RE-5.0
CFEB             REV 02   750-009492   CA0166            Internet Processor IIv1
FPC 0                                                    E-FPC
  PIC 0          REV 04   750-003163   HJ6416            1x G/E, 1000 BASE-SX
  PIC 1          REV 04   750-003163   HJ6423            1x G/E, 1000 BASE-SX
  PIC 2          REV 04   750-003163   HJ6421            1x G/E, 1000 BASE-SX
  PIC 3          REV 02   750-003163   HJ0425            1x G/E, 1000 BASE-SX
FPC 1                                                    E-FPC
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  PIC 2          REV 01   750-009487   HM2275            ASP - Integrated
  PIC 3          REV 01   750-009098   CA0142            2x F/E, 100 BASE-TX

Manyoperations involving theDSCPbits dependon the router andPIC type. For example,

some DSCP classification configurations for MPLS and Internet can only be performed

on M120 routers, M320 routers with Enhanced Type III FPCs, and MX Series routers only.

Table 59 onpage 490 summarizes CoS features and limitations onMSeries andTSeries

routers.

NOTE: The T4000 router supports the lowest of the scaling numbers for
classifiers, rewrite rules, andWRED associated with MX Series and T Series
routers.

Table 59: CoS Features and Limitations onMSeries and T Series Routers

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

Classifiers
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Table 59: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

On IQ2 and IQ2E PICs, the CoS classification and CoS
rewrite processes are off-loaded from the FPC to the PIC,
so the capabilities and limitations of these types of PICs
must be taken into consideration.

For M Series router FPCs, the one-classifier limit includes
the default IP precedence classifier. If you create a new
classifier and apply it to an interface, the new classifier
does not override thedefault classifier for other interfaces
on the same FPC. In general, the first classifier associated
with a logical interface is used. The default classifier can
be replacedonlywhenasingle interface is associatedwith
the default classifier.

Only 58 user-configurable BA classifiers can be attached
to logical interfaces on Type-4 FPCs in T640, T1600, or
T4000 routers, because six default classifiers are
automatically attached to the interfaces.When interfaces
on the FPC come up, three default classifiers are installed
in the FPC ASIC table: IPv4 and IPv6, MPLS tagging, and
multiservices. Next, three default BA classifiers are
installed: DSCP IPv6 (9), and MPLS EXP (10), and IP
precedence (13).

For user-defined BA classifier types (dscp, dscp-ipv6,
ieee-802.1p, ieee-802.1ad, inet-precedence, andmpls-exp),
you can attach amaximum of 32 classifiers of the same
type (includingonedefault classifier) to a logical interface
hosted on a Type-4 FPC in a T640, T1600, or T4000
router.

You can attach amaximum of 8 user-configured BA
classifiers of the same type to a logical interface hosted
on an Enhanced Scaling FPC in a T640, T1600, or T4000
router.

64 or 58
total

6481Maximum
numberperFPC
or PIC

On all routers, you cannot configure IP precedence and
DiffServ code point (DSCP) classifiers on a single logical
interface, because both apply to IPv4 packets.

YesYesYesNodscp
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Table 59: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

For T Series routers, you can apply separate classifiers for
IPv4 and IPv6 packets per logical interface.

For M Series router enhanced FPCs, you cannot apply
separate classifiers for IPv4 and IPv6 packets. Classifier
assignment works as follows:

• If you assign a DSCP classifier only, IPv4 and IPv6
packets are classified using the DSCP classifier.

• If you assign an IP precedence classifier only, IPv4 and
IPv6 packets are classified using the IP precedence
classifier. The lower three bits of the DSCP field are
ignored because IP precedencemapping requires the
upper three bits only.

• If you assign either the DSCP or the IP precedence
classifier in conjunction with the DSCP IPv6 classifier,
the commit fails.

• If you assign a DSCP IPv6 classifier only, IPv4 and IPv6
packets are classified using the DSCP IPv6 classifier,
but the commit displays a warning message.

YesYesYesNodscp-ipv6

OnM Series router enhanced FPCs and T Series routers,
if you associate an IEEE 802.1p classifier with a logical
interface, you cannot associate any other classifier with
that logical interface.

For most PICs, if you apply an IEEE 802.1p classifier to a
logical interface, you cannot apply non-IEEE classifiers on
other logical interfaces on the same physical interface.
This restriction does not apply to Gigabit Ethernet IQ2
PICs.

YesYesYesNoieee-802.1p

Onall routers, youcannotassign IPprecedenceandDSCP
classifiers to a single logical interface, becauseboth apply
to IPv4 packets.

YesYesYesYesinet-precedence

For M Series router FPCs, only the default MPLS EXP
classifier is supported; the default MPLS EXP classifier
takes the EXP bits 1 and 2 as the output queue number.

YesYesYesYesmpls-exp

–NoNoNoNoLoss priorities
based on the
Frame Relay
discard eligible
(DE) bit
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Table 59: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

Drop Profiles

–3232162Maximum
numberperFPC
or PIC

–YesYesYesNoPer queue

–YesYesYesYesPer loss priority

–YesYesYesNoPer
Transmission
ControlProtocol
(TCP) bit

Policing

–NoNoNoNoAdaptive
shaping for
Frame Relay
traffic

–YesYesYesYesTraffic policing

Allows you to configure up to four loss priorities.
Two-rate TCM is supported on T Series routers with
Enhanced III FPCs and the T640 Core Router with
Enhanced Scaling FPC4.

YesYesNoNoTwo-rate
tricolor marking
(TCM)

–NoNoNoNoVirtual channels

Queuing
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Table 59: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

Gigabit Ethernet IQ2 PICs support only one queue in the
scheduler map withmedium-high, high, or strict-high
priority. If more than one queue is configured with high or
strict-high priority, the one that appears first in the
configuration is implemented as strict-high priority. This
queue receives unlimited transmission bandwidth.
The remaining queues are implemented as low priority,
which means they might be starved.

On the IQE PIC, you can rate-limit the strict-high and high
queues. Without this limiting, traffic that requires low
latency (delay) such as voice can block the transmission
of medium-priority and low-priority packets. Unless
limited, high and strict-high traffic is always sent before
lower priority traffic.

Support for themedium-low andmedium-high queuing
priority mappings varies by FPC type.

YesYesYesNoPriority

Per-queueoutput statisticsare shown in theoutputof the
show interfaces queue command.

YesYesYesNoPer-queue
output statistics

Rewrite Markers

On IQ2 and IQ2E PICs, the CoS classification and CoS
rewrite processes are off-loaded from the FPC to the PIC,
so the capabilities and limitations of these types of PICs
must be taken into consideration.

6464No
maximum

No
maximum

Maximum
numberperFPC
or PIC

For M Series router Enhanced FPCs, bits 0 through 5 are
rewritten, and bits 6 through 7 are preserved.

ForM320andTSeries routernon-IQFPCs,bits0 through5
are rewritten, and bits 6 through 7 are preserved.

For M320 and T Series router FPCs, youmust decode the
loss priority using the firewall filter before you canuse loss
priority to select the rewrite CoS value.

For M320 and T Series router FPCs, Multiservices and
Services PIC link services IQ interfaces (lsq-) do not
support DSCP rewrite markers.

YesYesYesNodscp
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Table 59: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

ForMSeries routerEnhancedFPCsandM320andTSeries
router FPCs, bits 0 through 5 are rewritten, and bits 6
through 7 are preserved.

ForM320andTSeries routers FPCs, youmust decode the
loss priority using the firewall filter before you canuse loss
priority to select the rewrite CoS value.

For M320 and T Series router FPCs, Multiservices and
Services PIC link services IQ interfaces (lsq-) do not
support DSCP rewrite markers.

YesYesYesNodscp-ipv6

–NoNoNoNoframe-relay-de

For M Series router enhanced FPCs and T Series router
FPCs, fixed rewrite loss priority determines the value for
bit 0; queue number (forwarding class) determines
bits 1 and 2. For IQ PICs, you can only configure one
IEEE 802.1 rewrite rule on a physical port. All logical ports
(units) on that physical port should apply the same
IEEE 802.1 rewrite rule.

On T Series routers only, when you configure IEEE 802.1p
rewrite marking on Gigabit Ethernet IQ, Gigabit Ethernet
IQ2, Gigabit Ethernet Enhanced IQ (IQE), and Gigabit
Ethernet Enhanced IQ2 (IQ2E)PICs, you cannot configure
more than eight forwarding classes. This limitation does
not apply toMSeries routers. OnMSeries routers, you can
configure up to 16 forwarding classes when you configure
IEEE 802.1p rewrite marking on any of these PICs.

YesYesYesNoieee-802.1

For M Series router FPCs, bits 0 through 2 are rewritten,
and bits 3 through 7 are preserved.

For M Series router Enhanced FPCs, bits 0 through 2 are
rewritten, bits 3 through5are cleared, andbits 6 through 7
are preserved.

For M320 and T Series routers FPCs, bits 0 through 2 are
rewritten and bits 3 through 7 are preserved.

For M320 and T Series router FPCs, youmust decode the
loss priority using the firewall filter before you canuse loss
priority to select the rewrite CoS value.

YesYesYesYesinet-precedence
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Table 59: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

For M320 and T Series router FPCs, youmust decode the
loss priority using the firewall filter before you canuse loss
priority to select the rewrite CoS value.

For M Series routers FPCs, fixed rewrite loss priority
determines the value for bit 0; queue number (forwarding
class) determines bits 1 and 2.

YesYesYesYesmpls-exp

Related
Documentation

Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51•

• Managing Congestion by Setting Packet Loss Priority for Different Traffic Flows on

page 337

• Platform Support for Priority Scheduling on page 307

• CoSFeatures andLimitationson IQ2and IQ2EPICs (MSeries andTSeries) onpage 717

CoS Features and Limitations onM320 Routers with Enhanced III FPCs

Supported Platforms M320

On Juniper Networks M320Multiservice Edge Routers, CoS features are supported on

the following types of Flexible PIC Concentrators (FPCs):

• FPC2, Enhanced II FPC2, and Enhanced III FPC2—Rated at 16 Gbps full duplex

• FPC3, Enhanced II FPC3, and Enhanced III FPC3—Rated at 20 Gbps full duplex

The Enhanced III FPC2 and FPC3 provide different CoS functionality than the standard

and Enhanced II FPC2 and FPC3. You canmix the FPC types in a single M320 router, but

CoS processing for packets traveling between the Enhanced II FPCs and Enhanced III

FPCs differ from the processing of packets traveling between FPCs of the same type. In

cases of mixed FPC types, only the least common denominator of CoS functions is

supported.

In particular, the drop priority classification behavior is different for packets traveling

between Enhanced II and Enhanced III FPCs in an M320 router chassis. In the Enhanced

III FPC, the packet is always classified into one of four packet drop priorities whether the

tri-color statement is configured or not. However, depending on the presence or absence

of the tri-color statement, the four colorsmighthaveadifferentmeaning to theEnhanced
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II FPC. Formore information about the tri-color statement, see “EnablingTricolorMarking

and Limitations of Three-Color Policers” on page 163.

When packets flow from an Enhanced III FPC to an Enhanced II FPC, the drop priority

classification behavior is shown in Table 60 on page 497.

Table 60: Drop Priority Classification for Packet Sent from Enhanced III
to Enhanced II FPC onM320 Routers

Enhanced II FPC Drop Priority
(with Tricolor Marking
Enabled)

Enhanced IIFPCDropPriority
(Without Tricolor Marking
Enabled)

Enhanced III FPC Drop
Priority

lowlowlow

medium-lowlowmedium-low

medium-highhighmedium-high

highhighhigh

When packets flow from an Enhanced II FPC without tricolor marking enabled to an

Enhanced III FPC, thedroppriority classificationbehavior is shown inTable61onpage497.

Table 61: Drop Priority Classification for Packet Sent from Enhanced II
FPCWithout Tricolor Marking to Enhanced III FPC onM320 Routers

Enhanced III FPC
Enhanced II FPC (Without Tricolor Marking
Enabled)

lowlow

medium-highhigh

Whenpackets flowfromanEnhanced II FPCwith tricolormarkingenabled toanEnhanced

III FPC, the drop priority classification behavior is shown in Table 62 on page 497.

Table 62: Drop Priority Classification for Packet Sent from Enhanced II
FPCwith Tricolor Marking to Enhanced III FPC onM320 Routers

Enhanced III FPCEnhanced II FPC (With Tricolor Marking Enabled)

lowlow

medium-lowmedium-low

medium-highmedium-high

highhigh
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Packet Flow on Juniper Networks M Series Multiservice Edge Routers

Supported Platforms MSeries

OnM Series Multiservice Edge Routers, CoS actions are performed in several locations

in a Juniper Networks router: the incoming I/O Manager ASIC, the Internet Processor II

ASIC, and the outgoing I/O Manager ASIC. These locations are shown in

Figure 47 on page 498.

Figure 47: M Series Router Packet Forwarding Engine Components and Data Flow

This topic describes the packet flow through the following components in more detail:

• Incoming I/O Manager ASIC on page 498

• Internet Processor ASIC on page 499

• Outgoing I/O Manager ASIC on page 499

• Enhanced CFEB and CoS on M7i and M10i Routers on page 499

Incoming I/OManager ASIC

When a data packet is passed from the receiving interface to its connected FPC, it is

received by the I/O Manager ASIC on that specific FPC. During the processing of the

packet by this ASIC, the information in the packet’s header is examined by a behavior

aggregate (BA) classifier. This classificationactionassociates thepacketwithaparticular

forwarding class. In addition, the value of the packet’s loss priority bit is set by this

classifier. Both the forwarding class and loss priority information are placed into the

notification cell, which is then transmitted to the Internet Processor II ASIC.
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Internet Processor ASIC

The Internet Processor II ASIC receives notification cells representing inbound data

packets and performs route lookups in the forwarding table. This lookup determines the

outgoing interface on the router and the next-hop IP address for the data packet. While

the packet is being processedby the Internet Processor II ASIC, itmight also be evaluated

by a firewall filter, which is configured on either the incoming or outgoing interface. This

filter canperform the functionsof amultifield classifier bymatchingonmultiple elements

within the packet and overwriting the forwarding class, loss priority settings, or both

within the notification cell. Once the route lookup and filter evaluations are complete,

the notification cell, now called the result cell, is passed to the I/O Manager ASIC on the

FPC associated with the outgoing interface.

Outgoing I/OManager ASIC

When the result cell is receivedby the I/OManager ASIC, it is placed into aqueue to await

transmission on the physical media. The specific queue used by the ASIC is determined

by the forwarding class associated with the data packet. The configuration of the queue

itself helps determine the service the packet receives while in this queued state. This

functionality guarantees that certain packets are serviced and transmitted before other

packets. In addition, the queue settings and the packet’s loss priority setting determine

which packets might be dropped from the network during periods of congestion.

In addition to queuing the packet, the outgoing I/O Manager ASIC is responsible for

ensuring that CoS bits in the packet’s header are correctly set before it is transmitted.

This rewrite function helps the next downstream router perform its CoS function in the

network.

Enhanced CFEB and CoS onM7i andM10i Routers

The Enhanced Compact Forwarding Engine Board (CFEB-E) for the M7i and M10i

Multiservice Edge Routers provides additional hardware performance, scaling, and

functions, as well as enhanced CoS software capabilities.

The enhanced CoS functions available with the CFEB-E onM7i andM10i routers include:

• Support for 16 forwarding classes and 8 queues

• Support for four loss priorities (medium-high andmedium-low in addition to high and

low)

• Support for hierarchical policingwith tricolormarking, both single-rate tricolormarking

(TCM) and two-rate TCM (trTCM)

Related
Documentation

Packet Flow Through the Junos OS CoS Process Overview on page 15•

• Packet Flow on MX Series 3D Universal Edge Routers on page 508

• Packet Flow on Juniper Networks T Series Core Routers on page 586
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Working AroundMultifield Classifier Limitations onMSeries Routers

Supported Platforms M10i, M320, M40e, M7i

OnM Series routers (except M120 routers), multifield classifiers are limited such that

theycannotclassifypacketswithanoutput filtermatchbasedon the ingressclassification

that is set with an input filter.

For example, in the following procedure, the filter called ingress assigns all incoming IPv4

packets to the expedited-forwarding class. The filter called egress counts all packets that

were assigned to the expedited-forwarding class in the ingress filter. This configuration

does notwork onmostMSeries routers. It works on all other routing platforms, including

M120 routers, T Series routers, and MX Series routers.

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

1. Define the ingress filter.

[edit]
user@host# edit firewall family inet filter ingress
user@host# set term 1 then forwarding-class expedited-forwarding accept
user@host# set term 2 then accept

2. Define the egress filter:

a. Specify the first term of the egress filter.

[edit]
user@host# edit firewall filter egress term 1
user@host# set from forwarding-class expedited-forwarding
user@host# set then count ef

b. Specify the second term of the egress filter.

[edit firewall filter egress]
user@host# set term 2 then accept

As a workaround, you can configure all of the actions in the ingress filter. For example:

1. Define the ingress filter.

[edit]
user@host# edit firewall family inet filter ingress
user@host# set term 1 then forwarding-class expedited-forwarding accept
user@host# set term 1 then forwarding-class expedited-forwarding count ef
user@host# set term 2 then accept

Related
Documentation

Overview of Assigning Service Levels to Packets Based on Multiple Packet Header

Fields on page 91

•

• Configuring Multifield Classifiers on page 92
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Rewriting the EXP Bits of All Three Labels of an Outgoing Packet onMSeries Routers

Supported Platforms MSeries

In interprovider, carrier-of-carrier, and complex traffic engineering scenarios, it is

sometimes necessary to push three labels on the next hop, using a swap-push-push or

triple-push operation.

By default, on M Series routers, the top MPLS EXP label of an outgoing packet is not

rewritten when you configure swap-push-push and triple-push operations. On M Series

routers, you can rewrite the EXP bits of all three labels of an outgoing packet, thereby

maintaining the CoS of an incoming MPLS or non-MPLS packet.

When thesoftwareperformsaswap-push-pushoperationandno rewriting is configured,

the EXP fields of all three labels are the same as in the old label. If there is EXP rewriting

configured, the EXP bits of the bottom two labels are overwritten with the table entry.

The EXP setting of the top label is retained even with rewriting.

To push three labels on all incoming MPLS packets, include the exp-swap-push-push

default statement at the [edit class-of-service interfaces interface-name unit

logical-unit-number rewrite-rules] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]
exp-swap-push-push default;

Whenthesoftwareperformsapush-push-pushoperationand if no rewriting is configured,

the EXP fields of the bottom two labels are zero. If EXP rewriting is configured, the EXP

fields of the bottom two labels are rewrittenwith the table entry’s rewrite value. The EXP

field of the top label is inserted with the Qn+PLP value. This Qn reflects the final

classification by amultifield classifier if one exists, regardless of whether rewriting is

configured.

NOTE: The exp-push-push-push and exp-swap-push-push configuration on

theegress interfacedoesnot rewrite the top label’sEXPfieldwith theQn+PLP
value on an IQ or IQ2 PIC.

To push three labels on incoming non-MPLS packets, include the exp-push-push-push

default statement at the [edit class-of-service interfaces interface-name unit

logical-unit-number rewrite-rules] hierarchy level:

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]
exp-push-push-push default;

Theseconfigurationsapply thedefaultMPLSEXP rewrite table, asdescribed in “Rewriting

MPLS and IPv4 Packet Headers” on page 376. You can configure these operations and

override the default MPLS EXP rewrite table with a custom table. For more information

about writing and applying a custom rewrite table, see “Configuring Rewrite Rules” on

page 365 and “Applying Rewrite Rules to Output Logical Interfaces” on page 374.
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NOTE: Witha three-label stack, if youdonot include theexp-swap-push-push

defaultorexp-push-push-pushdefault statement in theconfiguration, the top

label’s EXP bits are set to zero.

Example: Rewriting the EXP Bits of All Three Labels of an Outgoing Packet

Configure a swap-push-push operation, and override the default rewrite table with a

custom table:

[edit class-of-service]
forwarding-classes {
queue 0 be;
queue 1 ef;
queue 2 af;
queue 3 nc;

}
interfaces {
so-1/1/3 {
unit 0 {
rewrite-rules {
exp exp_rew; # Apply custom rewrite table
exp-swap-push-push default;

}
}

}
}
rewrite-rules {
exp exp_rew {
forwarding-class be {
loss-priority low code-point 000;
loss-priority high code-point 100;

}
forwarding-class ef {
loss-priority low code-point 001;
loss-priority high code-point 101;

}
forwarding-class af {
loss-priority low code-point 010;
loss-priority high code-point 110;

}
forwarding-class nc {
loss-priority low code-point 011;
loss-priority high code-point 111;

}
}

}

Related
Documentation

Rewriting MPLS and IPv4 Packet Headers on page 376•

• Configuring Rewrite Rules on page 365

• Applying Rewrite Rules to Output Logical Interfaces on page 374
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Assigning the Default Frame Relay Discard Eligibility Loss Priority Map to an Interface

Supported Platforms M10i, M120, M320, M7i,MXSeries

For interfaces with the Frame Relay encapsulation on M120 routers, M320 routers with

Enhanced III FPC,M7i andM10i routerswithEnhancedCompactForwardingEngineBoard,

and MX Series routers, you can set the loss priority of Frame Relay traffic based on the

discard eligibility (DE) bit. For each incoming frame with the DE bit containing the

class-of-service (CoS) value 0 or 1, you can configure a Frame Relay loss priority value

of low, medium-low, medium-high, or high.

The default Frame Relay loss priority map contains the following settings:

loss-priority low code-point 0;
loss-priority high code-point 1;

The default map sets the loss priority to low for each incoming frame with the DE bit

containing theCoSvalue0. Themapsets the losspriority tohigh for each incoming frame

with the DE bit containing the CoS value 1.

To assign the default Frame Relay DE loss priority map to an interface:

1. Include the frame-relay-de default statement at the [edit class-of-service interfaces

interface-name unit logical-unit-number loss-priority-maps] hierarchy level.

For example:

[edit class-of-service interfaces so-1/0/0 unit 0 loss-priority-maps]
user@host# set frame-relay-de default;

2. Verify the configuration in operational mode.

user@host> show class-of-service loss-priority-map
Loss-priority-map: frame-relay-de-default, Code point type: frame-relay-de, 
Index: 38
  Code point       Loss Priority 
  0                Low         
  1                High  

Related
Documentation

• Managing Congestion by Setting Packet Loss Priority for Different Traffic Flows on

page 337
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CHAPTER 15

Configuring Class of Service on MX Series
3D Universal Edge Routers

• Junos CoS on MX Series 3D Universal Edge Routers Overview on page 505

• CoS Features and Limitations on MX Series Routers on page 506

• Packet Flow on MX Series 3D Universal Edge Routers on page 508

• Example of Packet Flow on MX Series 3D Universal Edge Routers on page 511

• Configuring and Applying IEEE 802.1ad Classifiers on page 513

• Scheduling and Shaping in Hierarchical CoS Queues for Traffic Routed to GRE

Tunnels on page 514

• Example: Performing Output Scheduling and Shaping in Hierarchical CoS Queues for

Traffic Routed to GRE Tunnels on page 515

• CoS-Based Interface Counters for IPv4 or IPv6 Aggregate on Layer 2 on page 530

• Enabling a Timestamp for Ingress and Egress Queue Packets on page 532

• Assigning the Default Frame Relay Discard Eligibility Loss Priority Map to an

Interface on page 533

• Configuring the IEEE 802.1p Field for CoS Host Outbound Traffic on page 534

• ConfiguringaGlobalDefault IEEE802.1pValue forAllHostOutboundTrafficonpage534

• Applying Egress Interface Rewrite Rules to the IEEE 802.1p Field for All Host Outbound

Traffic on the Interface on page 535

Junos CoS onMX Series 3D Universal Edge Routers Overview

Supported Platforms MXSeries

The increased demand for sophisticated, media-rich services, the exponential growth of

mobile sessions, and the emerging trend of cloud computing require a networking

infrastructure that supportsmassivenumbersof subscribers, service typesand instances,

and bandwidth. A number of features andmethods have been developed to address

these advancednetwork requirements, including Junos class of service (CoS). JunosCoS

is a set of mechanisms that helps maintain specified service levels for your network by

optimizing and prioritizing network traffic so that demand for resources canmeet

requirements. Use CoSmechanisms to control the allocation of network attributes such
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as available bandwidth, latency, jitter, packet drop, and bit rate errors so that resources

are managed to levels acceptable to your network customers and applications.

CoS on Juniper Networks MX Series 3D Universal Edge Routers

MXSeries routersareavailable ina varietyof configurationswith robust features, including

options that provide the level and granularity of theCoS support needed in your network.

The MX Series hardware options include several models of Modular Port Concentrators

(MPCs), using several different Modular Interface Cards (MICs), and several models of

Dense Port Concentrators (DPCs). The MPCs and DPCs provide varying degrees of CoS

support.

The MPCs are next-generation line modules for advanced Ethernet services edge and

broadband edge networks using high capacity, modular Gigabit Ethernet, 10-Gigabit

Ethernet, and 100-GigabitEthernethardware.TheMPCshousePacketForwardingEngines

that deliver comprehensive Layer 3 routing (IPv4 and IPv6), Layer 2 switching, inline

services, and advanced hierarchical class of service (H-CoS) per MX Series slot. The

MPCs can also take advantage of the high performance Junos Trio chipset.

KeyCoS featuresprovidedby theMPCs includeextensivequeuemanagement, scheduler

hierarchy, shaping, intelligent oversubscription, weighted round robin (WRR), random

early detection (RED), and weighted random early detection (WRED).

The DPCs (DPCE-X, DPCE-R, and DPCE-Q) each provide multiple physical interfaces

and Packet Forwarding Engines on a single board that performs packet processing and

forwarding. Each Packet Forwarding Engine consists of one I-chip for Layer 3 processing

and one network processor for Layer 2. DPCE-Qs offer enhanced queuing capabilities

and the CoS features of WRR, RED, andWRED.

Related
Documentation

CoS Features and Limitations on MX Series Routers on page 506•

• Packet Flow on MX Series 3D Universal Edge Routers on page 508

CoS Features and Limitations onMX Series Routers

Supported Platforms M120,MXSeries

Generally, the Layer 3 CoS hardware capabilities and limitations for Juniper Networks

MX Series 3D Universal EdgeRouters are the same as for M Series Multiservice Edge

Routers (M120 routers in particular).

In particular, the following scaling and performance parameters apply to MX Series

routers:

• 48* classifiers of each type

• 32 rewrite tables of each type

• Eight queues per port

• 64WRED profiles
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• 100-ms queue buffering for interfaces 1 Gbps and above; 500ms for all others

• Line-rate CoS features

NOTE: *Starting with Junos OS Release 16.1R5, Junos OS Release 16.2R3,
Junos OS Release 17.1R3, and Junos OS Release 17.2R2, you can configure up
to 48 classifiers per family at the [edit class-of-service classifiers] hierarchy

level. In earlier releases, you could only configure up to 32 classifiers per
family.

For more information about MX Series router CoS capabilities, including software

configuration,see“ConfiguringHierarchicalSchedulers forCoS”onpage320and“Enhanced

Queuing DPC CoS Properties” on page 831.

For Juniper Networks MX Series 3D Universal Edge Routers, the following restrictions

apply:

• You can only use multifield classifiers (but not BA classifiers) for IPv4 DSCP bits for

virtual private LAN service (VPLS).

• You cannot use BA classifiers for IPv4 DSCP bits for Layer 2 VPNs.

• You cannot use BA classifiers for IPv6 DSCP bits for VPLS.

• You cannot use BA classifiers for IPv6 DSCP bits for Layer 2 VPNs.

On MX Series routers, you can apply classifiers or rewrite rules to an integrated bridging
and routing (IRB) interface at the [edit class-of-service interfaces irb unit
logical-unit-number] level of the hierarchy. All types of classifiers and rewrite rules are
allowed. These classifiers and rewrite rules are independent of others configured on an
MX Series router.

[edit class-of-service interfaces]
irb {
unit logical-unit-number {
classifiers {
type (classifier-name | default) family (mpls | all);

}
rewrite-rules {
dscp (rewrite-name | default);
dscp-ipv6 (rewrite-name | default);
exp (rewrite-name | default)protocol protocol-types;
ieee-802.1 (rewrite-name | default) vlan-tag (outer | outer-and-inner);
inet-precedence (rewrite-name | default);

}
}

}

For IQ PICs, you can only configure one IEEE 802.1 rewrite rule on a physical port. All

logical ports (units) on that physical port should apply the same IEEE 802.1 rewrite rule.
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The IRB classifiers and rewrite rules are applied only to the “routed” packets. For logical

interfaces that are part of a bridge domain, only IEEE classifiers and IEEE rewrite rules

are allowed. Only the listed options are available for rewrite rules on an IRB.

For dual-tagged bridge domain logical interfaces, you can configure classification based

on the inner or outer VLAN tag’s IEEE 802.1p bits using the vlan-tag statement with the

inner or outer option:

[edit class-of-service interfaces interface-name unit logical-unit-number]
classifiers {
ieee-802.1 (classifier-name | default) vlan-tag (inner | outer);

}

Also, for dual-tagged bridge domain logical interfaces, you can configure rewrite rules

to rewrite the outer or both outer and inner VLAN tag’s IEEE802.1p bits using the vlan-tag

statement with the outer or outer-and-inner option:

[edit class-of-service interfaces interface-name unit logical-unit-number]
rewrite-rules {
ieee-802.1 (rewrite-rule-name | default) vlan-tag (outer | outer-and-inner);

}

Release History Table DescriptionRelease

Starting with Junos OS Release 16.1R5, Junos OS Release 16.2R3, Junos OS
Release 17.1R3, and Junos OS Release 17.2R2, you can configure up to 48
classifiers per family at the [edit class-of-service classifiers] hierarchy
level.

16.1R5

Packet Flow onMX Series 3D Universal Edge Routers

Supported Platforms MXSeries
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TheCoSarchitecture forMXSeries 3DUniversal EdgeRouters, suchas theMX960 router,

is in concept similar to, but in particulars different from, other routers. The general

architecture forMXSeries routers is shown inFigure48onpage509.Figure48onpage509

illustrates packet flow through a Dense Port Concentrator (DPC).

Figure 48: MX Series Router Packet Forwarding and Data Flow

NOTE: All Layer 3 Junos OS CoS functions are supported on the MX Series
routers. In addition, Layer 3 CoS capabilities, with the exception of traffic
shaping, are supported on virtual LANs (VLANs) that spanmultiple ports.

MXSeries routers canbeequippedwithFlexiblePICConcentrators (FPCs)andassociated

Physical Interface Cards (PICs), Dense Port Concentrators (DPCs), Modular Interface

Cards (MICs), Modular Port Concentrators (MPCs), or MPCs with associated MICs. In all

cases, the command-line interface (CLI) configuration syntax refers to FPCs, PICs, and

ports (type-fpc/pic/port).

NOTE: TheMX80router isasingle-board routerwithabuilt-inRoutingEngine
and onePacket Forwarding Engine, which can have up to fourMICs attached
to it. The Packet Forwarding Engine has two “pseudo” Flexible PIC
Concentrators (FPC 0 and FPC1). Because there is no switching fabric, the
singlePacketForwardingEngine takescareofboth ingressandegresspacket
forwarding.

Fixedclassificationplacesall packets in thesameforwardingclass, or theusualmultifield

or behavior aggregate (BA) classifications can be used to treat packets differently. BA

classification with firewall filters can be used for classification based on IP precedence,

DSCP, IEEE, or other bits in the frame or packet header.

However, the MX Series routers can also employ multiple BA classifiers on the same

logical interface. The logical interfaces do not have to employ the same type of BA

classifier. For example, a single logical interfacecanuseclassifiersbasedon IPprecedence

aswell as IEEE802.1p. If theCoSbitsof interest areon the innerVLANtagofadual-tagged

VLAN interface, the classifier can examine either the inner or outer bits. (By default, the

classification is done based on the outer VLAN tag.)
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Internal fabric scheduling is based on only two queues: high and low priority. Strict-high

priority queuing is also supported in the high-priority category.

Egress port scheduling supports up to eight queues per port using a form of round-robin

queue servicing. The supported priority levels are strict-high, high, medium-high,

medium-low, and low. TheMXSeries router architecture supports both early discard and

tail drop on the queues.

All CoS features are supported at line rate.

The fundamental flow of a packet subjected to CoS is different in the MX Series router

with integrated chips than it is in theMSeriesMultiservice Edge Router and TSeries Core

Router, which have a different packet-handling architecture.

Theway thatapacketmakes itsway throughanMSeriesorTSeries routerwith Intelligent

Queuing2(IQ2)PICs is shown inFigure49onpage510.Note that theper-VLANscheduling

and shaping are done on the PIC whereas all other CoS functions at the port level are

performed on the Packet Forwarding Engine.

Figure 49: Packet Handling on theM Series and T Series Routers

The way that a packet makes its way through an MX Series router is shown in

Figure 50 on page 511. Note that the scheduling and shaping are donewith an integrated

architecture alongwith all other CoS functions. In particular, scheduling and shaping are

done on the Ethernet services engine network processing unit (ESE NPU). Hierarchical

scheduling is supported on the output side as well as the input side.
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Figure 50: Packet Handling on theMX Series Routers

Related
Documentation

Packet Flow Through the Junos OS CoS Process Overview on page 15•

• Packet Flow on Juniper Networks M Series Multiservice Edge Routers on page 498

• Example of Packet Flow on MX Series 3D Universal Edge Routers on page 511

• Packet Flow on Juniper Networks T Series Core Routers on page 586

Example of Packet Flow onMX Series 3D Universal Edge Routers

Supported Platforms MXSeries
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MXSeries routers, especially theMX9603DUniversal EdgeRouter, have several features

that differ from the usual CoS features in the Junos OS.

The MX960 router allows fixed classification of traffic. All packets on a logical interface

can be put into the same forwarding class. For example:

[edit class-of-service interfaces ge-1/0/0 unit 0]
user@host#set forwarding-class af

As on other routers, the MX Series routers allow BA classification, the classifying of

packets into different forwarding classes (up to eight) based on a value in the packet

header. However, MX Series routers allow amixture of BA classifiers (IEEE 802.1p and

others) for logical interfaceson the sameport. In the followingexample, the IEEEclassifier

is applied to Layer 2 traffic and the Internet precedence classifier is applied to Layer 3

(IP) traffic.

[edit class-of-service interfaces ge-0/0/0 unit 0]
user@host#set classifiers ieee-802.1 DOT1P-BA-1
user@host#set classifiers inet-precedence IPPRCE-BA-1

The IEEE classifier can also performBA classification based on the bits of either the inner

or outer VLAN tag on a dual-tagged logical interface, as shown in the following example:

[edit class-of-service interfaces ge-0/0/0]
user@host#set unit 0 classifiers ieee-802.1 DOT1-BA-1 vlan-tag inner
user@host#set unit 1 classifiers ieee-802.1 DOT1-BA-1 vlan-tag outer

NOTE: The example above does not apply to single-tagged packets. The
following example shows how to configure the classifier on single-tagged
interfaces:

[edit class-of-service interfaces ge-0/0/0]
user@host#set unit 0 classifiers ieee-802.1 DOT1-BA-1

The default action is based on the outer VLAN tag’s IEEE precedence bits.

As on other routers, the BA classification can be overridden with amultifield classifier in

the action part of a firewall filter.

Rewrites are handled as on other routers, but MX Series routers support classifications

and rewrites for aggregated Ethernet (ae-) logical interfaces. MX Series routers also

support the use of egress firewall filters for DSCP rewrites for IPv4 and IPv6 packets. For

example:

[edit firewall family inet]
user@host# set term 1 from destination-address 198.51.100.100/32
user@host# set term 1 then dscp af21
user@host# set term 2 then accept

OnMX Series routers, the 64 classifier limit is a theoretical upper limit. In practice, you

canconfigure63classifiers. Threevaluesareused internally by thedefault IPprecedence,

IPv6, and EXP classifiers. Two other classifiers are used for forwarding class and queue

operations. This leaves 58 classifiers for configuration purposes. If you configure
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Differentiated Services code point (DSCP) rewrites for MPLS, the maximum number of

classifiers you can configure is less than 58.

OnMXSeries routers, IEEE802.1 classifier bit rewrites aredeterminedby forwarding class

and packet priority, not by queue number and packet priority as on other routers.

Related
Documentation

Packet Flow on Juniper Networks M Series Multiservice Edge Routers on page 498•

• Packet Flow on MX Series 3D Universal Edge Routers on page 508

Configuring and Applying IEEE 802.1ad Classifiers

Supported Platforms EX Series,MXSeries

If you apply an IEEE 802.1 classifier to a logical interface, this classifier takes precedence

and is not compatible with any other classifier type. For Juniper Networks MX Series 3D

Universal Edge Router interfaces or IQ2 PICs with IEEE 802.1ad frame formats or EX

Series switches, you can set the forwarding class and loss priority for traffic on the basis

of the three IEEE 802.1p bits (three bits in either the inner virtual LAN (VLAN) tag or the

outer VLAN tag) and the drop eligible indicator (DEI) bit. You can apply the default map

or customize one or more of the default values.

You then apply the classifier to the interface on which you configure IEEE 802.1ad frame

formats.

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

1. Define the custom IEEE 802.1admap:

a. Create the classifier by specifying a name for it and defining it as an IEEE-802.1ad

(DEI) classifier.

[edit]
user@host# edit class-of-service classifiers ieee-802.1ad dot1p_dei_class

b. Assign the forwarding class and loss priority to the code-point alias.

[edit class-of-service classifiers ieee-802.1ad dot1p_dei_class]
user@host# set forwarding-class best-effort loss-priority low code-points [0000
1101]

2. Apply the classifier to the logical interface:

a. Specify the interface to which you want to apply the classifier.

[edit]
user@host# edit class-of-service interfaces ge-2/0/0 unit 0

b. Specify the name of the classifier you want to apply to the interface.

[edit class-of-service interfaces ge-2/0/0 unit 0]
user@host# set classifiers ieee-802.1ad dot1p_dei_class

3. Verify the custom IEEE 802.1admap configuration:
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[edit]
user@host# show

class-of-service {
classifiers {
ieee-802.1ad dot1p_dei_class {
forwarding-class best-effort {
loss-priority low code-points [ 0000 1101 ];

}
}

}
}

class-of-service {
interfaces {
ge-2/0/0 {
unit 0 {
classifiers {
ieee-802.1ad dot1p_dei_class;

}
}

}
}

]

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51

Scheduling andShaping inHierarchical CoSQueues for Traffic Routed toGRETunnels

Supported Platforms MXSeries

This topic covers the following information:

• Understanding Scheduling and Shaping of Traffic Routed to GRE Tunnels on page 514

• Configuration Overview on page 515

• Configuration Caveats on page 515

Understanding Scheduling and Shaping of Traffic Routed to GRE Tunnels

OnMX Series routers running Junos OS Release 12.3R4 or later revisions, 13.2R2 or later

revision, or 13.3R1 or later, you canmanage CoS scheduling and shaping of traffic routed

to generic route encapsulation (GRE) tunnel interfaces configured onMPC1 Q,MPC2 Q,

orMPC2 EQmodules.

A single egress logical interface can be converted to multiple GRE tunnel interfaces. A

GRE tunnel physical interface can support many logical interfaces, but one or more of

those logical interfaces might not have an output traffic control profiles attached. If a

GRE tunnel logical interface is not attached to an output traffic control profile, the router

doesnotassign the interfaceadedicatedscheduler. Instead, the interfaceusesa reserved
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scheduler intended for all unshaped tunnel traffic (traffic entering a GRE tunnel logical

interface that does not have an explicit traffic control profile configuration).

Configuration Overview

At GRE tunnel interfaces, the output-traffic-control-profile configuration statement can

apply an output traffic scheduling and shaping profile at the physical or logical interface

level, while the output-traffic-control-profile-remaining configuration statement can

apply anoutput traffic scheduling and shapingprofile for remaining traffic at thephysical

interface level only. Interface sets (sets of interfaces used to configure hierarchical CoS

schedulersonsupportedEthernet interfaces)arenot supportedonGRE tunnel interfaces.

Bydefault—if youdonotattachanoutput traffic control profile to theGRE tunnel physical

interface—traffic entering the interface is scheduled and shaped using the default 95/5

scheduler with parameters as specified in the tunnel-services configuration.

If you use an output traffic control profile to configure the shaping rate at the GRE tunnel

physical interface, the shaping-rate specified by the attached traffic control profile

overrides the bandwidth specified as the tunnel services default value.

Configuration Caveats

WhenconfiguringhierarchicalCoSschedulingandshapingof traffic routed toGREtunnels,

keep the following guidelines in mind:

• Youmust first configureandcommitahierarchical scheduleron theGREtunnelphysical

interface, specifying amaximumof two hierarchical scheduling levels for node scaling.

After youcommit thehierarchical-schedulerconfiguration, youcanconfigure scheduling

and queuing parameters at the GRE tunnel physical or logical interfaces.

• GRE tunnel interfaces support eight egress queues only. For interfaces on MPC1 Q,

MPC2 Q, and MPC2 EQmodules, you can include themax-queues-per-interface 4

statement at the [edit fpc slot-number pic pic-number] hierarchy level to configure

four-queuemode for the interface. However, any GRE tunnel interfaces configured on

those ports have eight queues.

• Queuing and scheduling calculations include Layer 3 fields. For GRE interfaces, Layer 3

fields include the delivery header (the outer IP header), the 4-byte GRE header, and

the payload protocol header and data.

Related
Documentation

Example: Performing Output Scheduling and Shaping in Hierarchical CoS Queues for

Traffic Routed to GRE Tunnels on page 515

•

• Per-Unit Queuing and Hierarchical Queuing for MIC and MPC Interfaces on page 892

• Understanding Hierarchical Scheduling for MIC and MPC Interfaces on page 887

Example: Performing Output Scheduling and Shaping in Hierarchical CoSQueues for
Traffic Routed to GRE Tunnels

Supported Platforms MXSeries
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This example shows how to configure a generic routing encapsulation (GRE) tunnel

device to perform CoS output scheduling and shaping of IPv4 traffic routed to GRE

tunnels. This feature is supported onMX Series routers running Junos OS Release 12.3R4

or later revisions, 13.2R2 or later revision, or 13.3R1 or later, with GRE tunnel interfaces

configured onMPC1 Q,MPC2 Q, orMPC2 EQmodules.

• Requirements on page 516

• Overview on page 516

• Configuration on page 517

• Verification on page 528

Requirements

This example uses the following Juniper Networks hardware and Junos OS software:

• Transport network—An IPv4 network running Junos OS Release 13.3.

• GRE tunnel device—OneMX80 router installed as an ingress provider edge (PE) router.

• Input and output logical interfaces configurable on two ports of the built-in 10-Gigabit

Ethernet Modular Interface Card (MIC):

• Input logical interface ge-1/1/0.0 for receiving traffic that is to be transported across

the network.

• Output logical interfacesge-1/1/1.0,ge-1/1/1.1, andge-1/1/1.2 to convert toGRE tunnel

source interfaces gr-1/1/10.1, gr-1/1/10.2, and gr-1/1/10.3.

For information about interfaces hosted onmodules in MX80 routers, see the

following topics:

• MX5, MX10, MX40, and MX80Modular Interface Card Description

• MX5, MX10, MX40, and MX80 Port and Interface Numbering

Overview

In this example, you configure the router with input and output logical interfaces for IPv4

traffic, and then you convert the output logical interface to four GRE tunnel source

interfaces. You also install static routes in the routing table so that input traffic is routed

to the four GRE tunnels.

NOTE: Before you apply a traffic control profile with a scheduler-map and
shaping rate to a GRE tunnel interface, youmust configure and commit a
hierarchical scheduler on the GRE tunnel physical interface, specifying a
maximum of two hierarchical scheduling levels for node scaling.
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Configuration

To configure scheduling and shaping in hierarchical CoS queues for traffic routed to GRE

tunnel interfaces configured on MPC1Q, MPC2Q, or MPC2 EQmodules on an MX Series

router, perform these tasks:

• Configuring Interfaces, Hierarchical Scheduling on the GRE Tunnel Physical Interface,

and Static Routes on page 519

• Measuring GRE Tunnel Transmission RatesWithout Shaping Applied on page 522

• Configuring Output Scheduling and Shaping at GRE Tunnel Physical and Logical

Interfaces on page 523

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Configuring Interfaces, Hierarchical Scheduling on the GRE Tunnel Physical Interface, and Static Routes

set chassis fpc 1 pic 1 tunnel-services bandwidth 1g
set interfaces ge-1/1/0 unit 0 family inet address 10.6.6.1/24
set interfaces ge-1/1/1 unit 0 family inet address 10.70.1.1/24 arp 10.70.1.3 mac
00:00:03:00:04:00
set interfaces ge-1/1/1 unit 0 family inet address 10.80.1.1/24 arp 10.80.1.3 mac
00:00:03:00:04:01
set interfaces ge-1/1/1 unit 0 family inet address 10.90.1.1/24 arp 10.90.1.3 mac
00:00:03:00:04:02
set interfaces ge-1/1/1 unit 0 family inet address 10.100.1.1/24 arp 10.100.1.3
mac 00:00:03:00:04:04
set interfaces gr-1/1/10 unit 1 family inet address 10.100.1.1/24
set interfaces gr-1/1/10 unit 1 tunnel source 10.70.1.1 destination 10.70.1.3
set interfaces gr-1/1/10 unit 2 family inet address 10.200.1.1/24
set interfaces gr-1/1/10 unit 2 tunnel source 10.80.1.1 destination 10.80.1.3
set interfaces gr-1/1/10 unit 3 family inet address 10.201.1.1/24
set interfaces gr-1/1/10 unit 3 tunnel source 10.90.1.1 destination 10.90.1.3
set interfaces gr-1/1/10 unit 4 family inet address 10.202.1.1/24
set interfaces gr-1/1/10 unit 4 tunnel source 10.100.1.1 destination 10.100.1.3
set interfaces gr-1/1/10 hierarchical-scheduler
set routing-options static route 10.2.2.0/24 next-hop gr-1/1/10.1
set routing-options static route 10.3.3.0/24 next-hop gr-1/1/10.2
set routing-options static route 10.4.4.0/24 next-hop gr-1/1/10.3
set routing-options static route 10.5.5.0/24 next-hop gr-1/1/10.4

Configuring Output Scheduling and Shaping at GRE Tunnel Physical and Logical Interfaces

set class-of-service forwarding-classes queue 0 be
set class-of-service forwarding-classes queue 1 ef
set class-of-service forwarding-classes queue 2 af
set class-of-service forwarding-classes queue 3 nc
set class-of-service forwarding-classes queue 4 be1
set class-of-service forwarding-classes queue 5 ef1
set class-of-service forwarding-classes queue 6 af1
set class-of-service forwarding-classes queue 7 nc1
set class-of-service classifiers inet-precedence gr-inet forwarding-class be
loss-priority low code-points 000
set class-of-service classifiers inet-precedence gr-inet forwarding-class ef
loss-priority low code-points 001
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set class-of-service classifiers inet-precedence gr-inet forwarding-class af
loss-priority low code-points 010
set class-of-service classifiers inet-precedence gr-inet forwarding-class nc
loss-priority low code-points 011
set class-of-service classifiers inet-precedence gr-inet forwarding-class be1
loss-priority low code-points 100
set class-of-service classifiers inet-precedence gr-inet forwarding-class ef1
loss-priority low code-points 101
set class-of-service classifiers inet-precedence gr-inet forwarding-class af1
loss-priority low code-points 110
set class-of-service classifiers inet-precedence gr-inet forwarding-class nc1
loss-priority low code-points 111
set class-of-service interfaces ge-1/1/0 unit 0 classifiers inet-precedence gr-inet
set class-of-service schedulers be_sch transmit-rate percent 30
set class-of-service schedulers ef_sch transmit-rate percent 40
set class-of-service schedulers af_sch transmit-rate percent 25
set class-of-service schedulers nc_sch transmit-rate percent 5
set class-of-service schedulers be1_sch transmit-rate percent 60
set class-of-service schedulers be1_sch priority low
set class-of-service schedulers ef1_sch transmit-rate percent 40
set class-of-service schedulers ef1_sch priority medium-low
set class-of-service schedulers af1_sch transmit-rate percent 10
set class-of-service schedulers af1_sch priority strict-high
set class-of-service schedulers nc1_sch shaping-rate percent 10
set class-of-service schedulers nc1_sch priority high
set class-of-service scheduler-maps sch_map_1 forwarding-class be scheduler be_sch
set class-of-service scheduler-maps sch_map_1 forwarding-class ef scheduler ef_sch
set class-of-service scheduler-maps sch_map_1 forwarding-class af scheduler af_sch
set class-of-service scheduler-maps sch_map_1 forwarding-class nc scheduler nc_sch
set class-of-service scheduler-maps sch_map_2 forwarding-class be scheduler be1_sch
set class-of-service scheduler-maps sch_map_2 forwarding-class ef scheduler ef1_sch
set class-of-service scheduler-maps sch_map_3 forwarding-class af scheduler af_sch
set class-of-service scheduler-maps sch_map_3 forwarding-class nc scheduler nc_sch
set class-of-service traffic-control-profiles gr-ifl-tcp3 guaranteed-rate 5m
set class-of-service traffic-control-profiles gr-ifd-tcp shaping-rate 10m
set class-of-service traffic-control-profiles gr-ifd-tcp-remain shaping-rate 7m
set class-of-service traffic-control-profiles gr-ifd-tcp-remain guaranteed-rate
4m
set class-of-service traffic-control-profiles gr-ifl-tcp1 scheduler-map sch_map_1
set class-of-service traffic-control-profiles gr-ifl-tcp1 shaping-rate 8m
set class-of-service traffic-control-profiles gr-ifl-tcp1 guaranteed-rate 3m
set class-of-service traffic-control-profiles gr-ifl-tcp2 scheduler-map sch_map_2
set class-of-service traffic-control-profiles gr-ifl-tcp2 guaranteed-rate 2m
set class-of-service traffic-control-profiles gr-ifl-tcp3 scheduler-map sch_map_3
set class-of-service interfaces gr-1/1/10 output-traffic-control-profile gr-ifd-tcp
set class-of-service interfaces gr-1/1/10 output-traffic-control-profile-remaining
gr-ifd-remain
set class-of-service interfaces gr-1/1/10 unit 1 output-traffic-control-profile
gr-ifl-tcp1
set class-of-service interfaces gr-1/1/10 unit 2 output-traffic-control-profile
gr-ifl-tcp2
set class-of-service interfaces gr-1/1/10 unit 3 output-traffic-control-profile
gr-ifl-tcp3
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Configuring Interfaces, Hierarchical Scheduling on the GRE Tunnel Physical
Interface, and Static Routes

Step-by-Step
Procedure

ToconfigureGRE tunnel interfaces (includingenablinghierarchical scheduling)andstatic

routes:

1. Configure the amount of bandwidth for tunnel services on the physical interface.

[edit]
user@host# set chassis fpc 1 pic 1 tunnel-services bandwidth 1g

2. Configure the GRE tunnel device output logical interface.

[edit]
user@host# set interfaces ge-1/1/0 unit 0 family inet address 10.6.6.1/24

3. Configure the GRE tunnel device output logical interface.

[edit]
user@host#set interfacesge-1/1/1unit0 family inetaddress 10.70.1.1/24arp 10.70.1.3
mac 00:00:03:00:04:00

user@host#set interfacesge-1/1/1unit0family inetaddress 10.80.1.1/24arp10.80.1.3
mac 00:00:03:00:04:01

user@host#set interfacesge-1/1/1unit0family inetaddress 10.90.1.1/24arp10.90.1.3
mac 00:00:03:00:04:02

user@host# set interfaces ge-1/1/1 unit 0 family inet address 10.100.1.1/24 arp
10.100.1.3 mac 00:00:03:00:04:04

4. Convert the output logical interface to four GRE tunnel interfaces.

[edit]
user@host# set interfaces gr-1/1/10 unit 1 family inet address 10.100.1.1/24
user@host#set interfacesgr-1/1/10unit 1 tunnel source 10.70.1.1 destination 10.70.1.3
user@host# set interfaces gr-1/1/10 unit 2 family inet address 10.200.1.1/24
user@host#set interfacesgr-1/1/10unit2tunnelsource10.80.1.1destination10.80.1.3
user@host# set interfaces gr-1/1/10 unit 3 family inet address 10.201.1.1/24
user@host#set interfacesgr-1/1/10unit3tunnelsource10.90.1.1destination10.90.1.3
user@host# set interfaces gr-1/1/10 unit 4 family inet address 10.202.1.1/24
user@host# set interfaces gr-1/1/10 unit 4 tunnel source 10.100.1.1 destination
10.100.1.3

5. Enable the GRE tunnel interfaces to use hierarchical scheduling.

[edit]
user@host# set interfaces gr-1/1/10 hierarchical-scheduler

519Copyright © 2017, Juniper Networks, Inc.

Chapter 15: Configuring Class of Service on MX Series 3D Universal Edge Routers



6. Install static routes in the routing table so that the device routes IPv4 traffic to the
GRE tunnel source interfaces.

Traffic destined to the subnets 10.2.2.0/24, 10.3.3.0/24, 10.4.4.0/24, and 10.5.5.0/24
is routed to the tunnel interfaces at IP addresses 10.70.1.1, 10.80.1.1, 10.90.1.1, and
10.100.1.1, respectively.

[edit]
user@host# set routing-options static route 10.2.2.0/24 next-hop gr-1/1/10.1
user@host# set routing-options static route 10.3.3.0/24 next-hop gr-1/1/10.2
user@host# set routing-options static route 10.4.4.0/24 next-hop gr-1/1/10.3
user@host# set routing-options static route 10.5.5.0/24 next-hop gr-1/1/10.4

7. If you are done configuring the device, commit the configuration.

[edit]
user@host# commit

Results From configuration mode, confirm your configuration by entering the show chassis fpc 1

pic 1, show interfaces ge-1/1/0, show interfaces ge-1/1/1, show interfaces gr-1/1/10, and

showrouting-optionscommands. If theoutputdoesnotdisplay the intendedconfiguration,

repeat the instructions in this example to correct the configuration.

Confirmtheconfigurationof interfaces, hierarchical schedulingon theGREtunnelphysical
interface, and static routes.

user@host# show chassis fpc 1 pic 1
tunnel-services {
bandwidth 1g;

}

user@host# show interfaces ge-1/1/0
unit 0 {
family inet {
address 10.6.6.1/24;

]
}

user@host# show interfaces ge-1/1/1
unit 0 {
family inet {
address 10.70.1.1/24 (
arp 10.70.1.3 mac 00:00:03:00:04:00;

}
address 10.80.1.1/24 {
arp 10.80.1.3 mac 00:00:03:00:04:01;

}
address 10.90.1.1/24 {
arp 10.90.1.3 mac 00:00:03:00:04:02;

}
address 10.100.1.1/24 {
arp 10.100.1.3 mac 00:00:03:00:04:04;

}
]
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}

user@host# show interfaces gr-1/1/10
hierarchical-scheduler;
unit 1 {
tunnel {
destination 10.70.1.3;
source 10.70.1.1;

}
family inet {
address 10.100.1.1/24;

}
}
unit 2 {
tunnel {
destination 10.80.1.3;
source 10.80.1.1;

}
family inet {
address 10.200.1.1/24;

}
}
unit 3 {
tunnel {
destination 10.90.1.3;
source 10.90.1.1;

}
family inet {
address 10.201.1.1/24;

}
}
unit 4 {
tunnel {
destination 10.100.1.3;
source 10.100.1.1;

}
family inet {
address 10.202.1.1/24;

}
}

user@host# show routing-options
static {
route 10.2.2.0/24 next-hop gr-1/1/10.1;
route 10.3.3.0/24 next-hop gr-1/1/10.2;
route 10.4.4.0/24 next-hop gr-1/1/10.3;
route 10.5.5.0/24 next-hop gr-1/1/10.4;

}
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Measuring GRE Tunnel Transmission RatesWithout Shaping Applied

Step-by-Step
Procedure

To establish a baseline measurement, note the transmission rates at each GRE tunnel

source.

1. Pass traffic through the GRE tunnel at logical interfaces gr-1/1/10.1, gr-1/1/10.2, and

gr-1/1/10.3.

2. Todisplay the traffic rates at eachGRE tunnel source, use the show interfacesqueue

operational mode command.

The following example command output shows detailed CoS queue statistics for

logical interface gr-1/1/10.1 (the GRE tunnel from source IP address 10.70.1.1 to

destination IP address 10.70.1.3).

user@host> show interfaces queue gr-1/1/10.1
Logical interface gr-1/1/10.1 (Index 331) (SNMP ifIndex 4045)
Forwarding classes: 16 supported, 8 in use
Egress queues: 8 supported, 8 in use
Burst size: 0
Queue: 0, Forwarding classes: be
  Queued:
    Packets              :              31818312                102494 pps
    Bytes                :            6522753960             168091936 bps
  Transmitted:
    Packets              :               1515307                  4879 pps
    Bytes                :             310637935               8001632 bps
    Tail-dropped packets :              21013826                 68228 pps
    RED-dropped packets  :               9289179                 29387 pps
     Low                 :               9289179                 29387 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :            1904281695              48194816 bps
     Low                 :            1904281695              48194816 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
... 

NOTE: This step showscommandoutput for queue0 (forwardingclass

be) only.

The command output shows that the GRE tunnel device transmits traffic from

queue 0 at a rate of 4879 pps. Allowing for 182 bytes per Layer 3 packet, preceded

by 24 bytes of GRE overhead (a 20-byte delivery header consisting of the IPv4

packet header followed by 4 bytes for GRE flags plus encapsulated protocol type),

the traffic rate received at the tunnel destination device is 8,040,592 bps:

  4879 packets/second X 206 bytes/packet X 8 bits/byte = 8,040,592 bits/second
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Configuring Output Scheduling and Shaping at GRE Tunnel Physical and Logical
Interfaces

Step-by-Step
Procedure

To configure the GRE tunnel device with scheduling and shaping at GRE tunnel physical

and logical interfaces:

1. Define eight transmission queues.

[edit]
user@host# set class-of-service forwarding-classes queue 0 be
user@host# set class-of-service forwarding-classes queue 1 ef
user@host# set class-of-service forwarding-classes queue 2 af
user@host# set class-of-service forwarding-classes queue 3 nc
user@host# set class-of-service forwarding-classes queue 4 be1
user@host# set class-of-service forwarding-classes queue 5 ef1
user@host# set class-of-service forwarding-classes queue 6 af1
user@host# set class-of-service forwarding-classes queue 7 nc1

NOTE: To configure up to eight forwarding classes with one-to-one
mapping to output queues for interfaces onM120 , M320, MX Series,
and T Series routers and EX Series switches, use the queue statement

at the [edit class-of-service forwarding-classes] hierarchy level.

If you need to configure up to 16 forwarding classes withmultiple
forwarding classesmapped to single queues for those interface types,
use the class statement instead.

2. ConfigureBAclassifiergr-inet that, basedon IPv4precedencebits set in an incoming
packet, sets the forwarding class, loss-priority value, and DSCP bits of the packet.

[edit]
user@host#setclass-of-serviceclassifiers inet-precedencegr-inet forwarding-class
be loss-priority low code-points 000

user@host#setclass-of-serviceclassifiers inet-precedencegr-inet forwarding-class
ef loss-priority low code-points 001

user@host#setclass-of-serviceclassifiers inet-precedencegr-inet forwarding-class
af loss-priority low code-points 010

user@host#setclass-of-serviceclassifiers inet-precedencegr-inet forwarding-class
nc loss-priority low code-points 011

user@host#setclass-of-serviceclassifiers inet-precedencegr-inet forwarding-class
be1 loss-priority low code-points 100

user@host#setclass-of-serviceclassifiers inet-precedencegr-inet forwarding-class
ef1 loss-priority low code-points 101

user@host#setclass-of-serviceclassifiers inet-precedencegr-inet forwarding-class
af1 loss-priority low code-points 110

user@host#setclass-of-serviceclassifiers inet-precedencegr-inet forwarding-class
nc1 loss-priority low code-points 111
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3. Apply BA classifier gr-inet to the GRE tunnel device input at logical interface
ge-1/1/0.0.

[edit]
user@host#setclass-of-service interfacesge-1/1/0unit0classifiers inet-precedence
gr-inet

4. Define a scheduler for each forwarding class.

[edit]
user@host# set class-of-service schedulers be_sch transmit-rate percent 30
user@host# set class-of-service schedulers ef_sch transmit-rate percent 40
user@host# set class-of-service schedulers af_sch transmit-rate percent 25
user@host# set class-of-service schedulers nc_sch transmit-rate percent 5
user@host# set class-of-service schedulers be1_sch transmit-rate percent 60
user@host# set class-of-service schedulers be1_sch priority low
user@host# set class-of-service schedulers ef1_sch transmit-rate percent 40
user@host# set class-of-service schedulers ef1_sch priority medium-low
user@host# set class-of-service schedulers af1_sch transmit-rate percent 10
user@host# set class-of-service schedulers af1_sch priority strict-high
user@host# set class-of-service schedulers nc1_sch shaping-rate percent 10
user@host# set class-of-service schedulers nc1_sch priority high

5. Define a scheduler map for each of three GRE tunnels.

[edit]
user@host# set class-of-service scheduler-maps sch_map_1 forwarding-class be
scheduler be_sch

user@host# set class-of-service scheduler-maps sch_map_1 forwarding-class ef
scheduler ef_sch

user@host# set class-of-service scheduler-maps sch_map_1 forwarding-class af
scheduler af_sch

user@host# set class-of-service scheduler-maps sch_map_1 forwarding-class nc
scheduler nc_sch

user@host# set class-of-service scheduler-maps sch_map_2 forwarding-class be
scheduler be1_sch

user@host# set class-of-service scheduler-maps sch_map_2 forwarding-class ef
scheduler ef1_sch

user@host# set class-of-service scheduler-maps sch_map_3 forwarding-class af
scheduler af_sch

user@host# set class-of-service scheduler-maps sch_map_3 forwarding-class nc
scheduler nc_sch

6. Define traffic control profiles for three GRE tunnel interfaces.

[edit]
user@host# set class-of-service traffic-control-profiles gr-ifl-tcp1 scheduler-map
sch_map_1

user@host# set class-of-service traffic-control-profiles gr-ifl-tcp1 shaping-rate8m
user@host# set class-of-service traffic-control-profiles gr-ifl-tcp1 guaranteed-rate
3m

user@host# set class-of-service traffic-control-profiles gr-ifl-tcp2 scheduler-map
sch_map_2
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user@host#setclass-of-service traffic-control-profilesgr-ifl-tcp2guaranteed-rate
2m

user@host# set class-of-service traffic-control-profiles gr-ifl-tcp3 scheduler-map
sch_map_3

user@host#setclass-of-service traffic-control-profilesgr-ifl-tcp3guaranteed-rate
5m

user@host# set class-of-service traffic-control-profilesgr-ifl-tcp shaping-rate 10m
user@host# set class-of-service traffic-control-profiles gr-ifl-tcp-remain
shaping-rate 7m

user@host# set class-of-service traffic-control-profiles gr-ifl-tcp-remain
guaranteed-rate 4m

7. Apply CoS scheduling and shaping to the output traffic at the physical interface
and logical interfaces.

[edit]
user@host# set class-of-service interfaces gr-1/1/10 output-traffic-control-profile
gr-ifd-tcp

user@host# set class-of-service interfaces gr-1/1/10
output-traffic-control-profile-remaining gr-ifd-remain

user@host# set class-of-service interfaces gr-1/1/10 unit 1
output-traffic-control-profile gr-ifl-tcp1

user@host# set class-of-service interfaces gr-1/1/10 unit 2
output-traffic-control-profile gr-ifl-tcp2

user@host# set class-of-service interfaces gr-1/1/10 unit 2
output-traffic-control-profile gr-ifl-tcp3

8. If you are done configuring the device, commit the configuration.

[edit]
user@host# commit

Results Fromconfigurationmode, confirmyour configurationbyentering the showclass-of-service

forwarding-classes, show class-of-service classifiers, show class-of-service interfaces

ge-1/1/0, show class-of-service schedulers, show class-of-service scheduler-maps,

showclass-of-servicetraffic-control-profiles, and showclass-of-service interfacesgr-1/1/10

commands. If the output does not display the intended configuration, repeat the

instructions in this example to correct the configuration.

Confirm the configuration of output scheduling and shaping at the GRE tunnel physical
and logical interfaces.

user@host# show class-of-service forwarding-classes
queue 0 be;
queue 1 ef;
queue 2 af;
queue 3 nc;
queue 4 be1;
queue 5 ef1;
queue 6 af1;
queue 7 nc1;

user@host# show class-of-service classifiers
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inet-precedence gr-inet {
forwarding-class be {
loss-priority low code-points 000;

}
forwarding-class ef {
loss-priority low code-points 001;

}
forwarding-class af {
loss-priority low code-points 010;

}
forwarding-class nc {
loss-priority low code-points 011;

}
forwarding-class be1 {
loss-priority low code-points 100;

}
forwarding-class ef1 {
loss-priority low code-points 101;

}
forwarding-class af1 {
loss-priority low code-points 110;

}
forwarding-class nc1 {
loss-priority low code-points 111;

}
}

user@host# show class-of-service interfaces ge-1/1/0
unit 0 {
classifiers {
inet-precedence gr-inet;

}
}

user@host# show class-of-service schedulers
be_sch {
transmit-rate percent 30;

}
ef_sch {
transmit-rate percent 40;

}
af_sch {
transmit-rate percent 25;

}
nc_sch {
transmit-rate percent 5;

}
be1_sch {
transmit-rate percent 60;
priority low;

}
ef1_sch {
transmit-rate percent 40;
priority medium-low;

}
af1_sch {
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transmit-rate percent 10;
priority strict-high;

}
nc1_sch {
shaping-rate percent 10;
priority high;

}

user@host# show class-of-service scheduler-maps
sch_map_1 {
forwarding-class be scheduler be_sch;
forwarding-class ef scheduler ef_sch;
forwarding-class af scheduler af_sch;
forwarding-class nc scheduler nc_sch;

}
sch_map_2 {
forwarding-class be scheduler be1_sch;
forwarding-class ef scheduler ef1_sch;

}
sch_map_3 {
forwarding-class af scheduler af_sch;
forwarding-class nc scheduler nc_sch;

}

user@host# show class-of-service traffic-control-profiles
gr-ifl-tcp1 {
scheduler-map sch_map_1;
shaping-rate 8m;
guaranteed-rate 3m;

}
gr-ifl-tcp2 {
scheduler-map sch_map_2;
guaranteed-rate 2m;

}
gr-ifl-tcp3 {
scheduler-map sch_map_3;
guaranteed-rate 5m;

}
gr-ifd-remain {
shaping-rate 7m;
guaranteed-rate 4m;

}
gr-ifd-tcp {
shaping-rate 10m;

}

user@host# show class-of-service interfaces gr-1/1/10
gr-1/1/10 {
output-traffic-control-profile gr-ifd-tcp;
output-traffic-control-profile-remaining gr-ifd-remain;
unit 1 {
output-traffic-control-profile gr-ifl-tcp1;

}
unit 2 {
output-traffic-control-profile gr-ifl-tcp2;

}
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unit 3 {
output-traffic-control-profile gr-ifl-tcp3;

}
}

Verification

Confirm that the configurations are working properly.

• Verifying That Scheduling and Shaping Are Attached to the GRE Tunnel

Interfaces on page 528

• Verifying That Scheduling and Shaping Are Functioning at the GRE Tunnel

Interfaces on page 529

VerifyingThatSchedulingandShapingAreAttachedto theGRETunnel Interfaces

Purpose Verify the association of traffic control profiles with GRE tunnel interfaces.

Action Verify the traffic control profile attached to the GRE tunnel physical interface by using

the show class-of-service interface gr-1/1/10 detail operational mode command.

• user@host> show class-of-service interface gr-1/1/10 detail
Physical interface: gr-1/1/10, Enabled, Physical link is Up
  Type: GRE, Link-level type: GRE, MTU: Unlimited, Speed: 1000mbps
  Device flags   : Present Running
  Interface flags: Point-To-Point SNMP-Traps

Physical interface: gr-1/1/10, Index: 220
Queues supported: 8, Queues in use: 8
  Output traffic control profile: gr-ifd-tcp, Index: 17721
  Output traffic control profile remaining: gr-ifd-remain, Index: 58414
  Congestion-notification: Disabled

  Logical interface gr-1/1/10.1
    Flags: Point-To-Point SNMP-Traps 0x4000 IP-Header 
10.70.1.3:10.70.1.1:47:df:64:0000000000000000 Encapsulation: GRE-NULL
    Gre keepalives configured: Off, Gre keepalives adjacency state: down
    inet  10.100.1.1/24
  Logical interface: gr-1/1/10.1, Index: 331
Object                  Name                   Type                    Index
Traffic-control-profile gr-ifl-tcp1            Output                  17849
Classifier              ipprec-compatibility   ip                         13

  Logical interface gr-1/1/10.2
    Flags: Point-To-Point SNMP-Traps 0x4000 IP-Header 
10.80.1.3:10.80.1.1:47:df:64:0000000000000000 Encapsulation: GRE-NULL
    Gre keepalives configured: Off, Gre keepalives adjacency state: down
    inet  10.200.1.1/24
  Logical interface: gr-1/1/10.2, Index: 332
Object                  Name                   Type                    Index
Traffic-control-profile gr-ifl-tcp2            Output                  17856
Classifier              ipprec-compatibility   ip                         13

  Logical interface gr-1/1/10.3
    Flags: Point-To-Point SNMP-Traps 0x4000 IP-Header 
10.90.1.3:10.90.1.1:47:df:64:0000000000000000 Encapsulation: GRE-NULL
    Gre keepalives configured: Off, Gre keepalives adjacency state: down
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    inet  10.201.1.1/24
  Logical interface: gr-1/1/10.3, Index: 333
Object                  Name                   Type                    Index
Traffic-control-profile gr-ifl-tcp3            Output                  17863
Classifier              ipprec-compatibility   ip                         13

Meaning Ingress IPv4 traffic routed toGREtunnelson thedevice is subject toCoSoutput scheduling

and shaping.

Verifying That Scheduling and Shaping Are Functioning at the GRE Tunnel
Interfaces

Purpose Verify the traffic rate shaping at the GRE tunnel interfaces.

Action Pass traffic through the GRE tunnel at logical interfaces gr-1/1/10.1, gr-1/1/10.2, and

gr-1/1/10.3.

1.

2. To verify the rate shaping at each GRE tunnel source, use the show interfaces queue

operational mode command.

The following example command output shows detailed CoS queue statistics for

logical interface gr-1/1/10.1 (the GRE tunnel from source IP address 10.70.1.1 to

destination IP address 10.70.1.3):

user@host> show interfaces queue gr-1/1/10.1
Logical interface gr-1/1/10.1 (Index 331) (SNMP ifIndex 4045)
Forwarding classes: 16 supported, 8 in use
Egress queues: 8 supported, 8 in use
Burst size: 0
Queue: 0, Forwarding classes: be
  Queued:
    Packets              :              59613061                 51294 pps
    Bytes                :           12220677505              84125792 bps
  Transmitted:
    Packets              :               2230632                  3039 pps
    Bytes                :             457279560               4985440 bps
    Tail-dropped packets :               4471146                  2202 pps
    RED-dropped packets  :              52911283                 46053 pps
     Low                 :              49602496                 46053 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :               3308787                     0 pps
    RED-dropped bytes    :           10846813015              75528000 bps
     Low                 :           10168511680              75528000 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :             678301335                     0 bps 
Queue: 1, Forwarding classes: ef
  Queued:
    Packets              :              15344874                 51295 pps
    Bytes                :            3145699170              84125760 bps
  Transmitted:
    Packets              :                366115                  1218 pps
    Bytes                :              75053575               1997792 bps
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    Tail-dropped packets :                364489                  1132 pps
    RED-dropped packets  :              14614270                 48945 pps
     Low                 :              14614270                 48945 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :            2995925350              80270528 bps
     Low                 :            2995925350              80270528 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
... 

NOTE: This step shows command output for queue 0 (forwarding class

be) and queue 1 (forwarding class ef) only.

Meaning Now that traffic shaping is attached to the GRE tunnel interfaces, the command output

shows that traffic shaping specified for the tunnel at logical interface gr-1/1/10.1

(shaping-rate 8m and guaranteed-rate 3m) is honored.

• For queue 0, the GRE tunnel device transmits traffic at a rate of 3039 pps. The traffic

rate received at the tunnel destination device is 5,008,272 bps:

  3039 packets/second X 206 bytes/packet X 8 bits/byte = 5,008,272 bits/second

• For queue 0, the GRE tunnel device transmits traffic at a rate of 1218 pps. The traffic

rate received at the tunnel destination device is 2,007,264 bps:

  1218 packets/second X 206 bytes/packet X 8 bits/byte = 2,007,264 bits/second

Compare these statistics to the baseline measurements taken without traffic shaping,

as described in “Measuring GRE Tunnel Transmission RatesWithout Shaping Applied”

on page 522.

Related
Documentation

Scheduling and Shaping in Hierarchical CoSQueues for Traffic Routed to GRE Tunnels

on page 514

•

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

CoS-Based Interface Counters for IPv4 or IPv6 Aggregate on Layer 2

Supported Platforms MXSeries
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Beginning with Junos OS Release 14.1, Layer 2 CoS-based traffic metering is available for

MX series routerswithMPCs andMX80 routers. It can be used in greenfield deployments

or as a replacement for term-matching counters configured via firewall filters.

(Term-matching counters configured via firewall filters can have several drawbacks,

includingaone-filter-per-family limit, the inclusionofoverheadbytes, and lessoperational

efficiency than CoS-based counters). With CoS-based counters, a single aggregate

counter per forwarding class can be used for inet and inet6 flows. Both bytes and packet

total arecounted.Note that flow ratesarenotmeasured, and forwarding-classaccounting

for host-bound traffic is not supported.

You can configure the counters with any or all of the following parameters:

• Logical | physical interfaces

• IPv4 | IPv6 traffic

• Unicast | multicast traffic

• Ingress | egress flows

CoS-based interface counters are highly accurate and can be configured to exclude

overhead bytes (such as protocol encapsulations) so end-customer packets can be

differentiated from other traffic. At ingress only packets forwarded to the fabric are

counted, and at egress only packets forwarded to theWAN are counted. In other words,

forwarding-class accounting applies to transit traffic only, not host-generated or

host-bound traffic. Non-relevant network protocols such as ARP, BFD, and EOAM, as

well as dropped packets, are not counted.

To support native interface counters, a new CLI option, enhanced, is introduced under

forwarding-class accounting at both the physical and logical interface levels:

interfaces {
interface-name{
forwarding-class-accounting {
enhanced {
overhead-bytes overhead-value(;
traffic-type (ucast | mcast);
family (ipv4 | ipv6 | both );
direction (ingress | egress | both);

}
}

}
}

To view additional counter details, run the following show commands:

• show interfaces forwarding-class-counters interface-name

• show class-of-service interface interface-name comprehensive

• show class-of-service interface interface-name detail

The comprehensive option shows both forwarding-class accounting parameters and the

forwarding-class counter, whereas detail shows only the forwarding-class accounting

parameters. It does not display counters for each forwarding class.
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Release History Table DescriptionRelease

Beginning with Junos OS Release 14.1, Layer 2 CoS-based traffic metering
is available for MX series routers with MPCs and MX80 routers.

14.1

Related
Documentation

forwarding-class-accounting on page 1039•

• enhanced on page 1010

• show class-of-service interface on page 1247

Enabling a Timestamp for Ingress and Egress Queue Packets

Supported Platforms MXSeries

Beginning with Junos OS Release 16.1, you can enable a packet timestamp feature to

record the time at which the last packet is enqueued for CoS ingress and egress queues.

Timestamps are enabled and reported per FPC.When the feature is enabled, the Packet

Forwarding Engine begins collection the timestamp for all ingress and egress queue

counters on the FPC. By default, packet timestamp information is not collected.

To activate packet timestamp collection for CoS ingress and egress queues:

• Enable the timestamp on the desired FPC.

[edit chassis fpc slot-number traffic-manager]
user@host# set packet-timestamp enable

NOTE: When you enable or disable the packet timestamp for an FPC that is
alreadyup, theFPC isautomatically rebootedwhenyoucommit thechanges.
The action takes effect when the FPC is back up.

NOTE: For aggregated Ethernet interfaces, enable the packet timestamp on
all FPCs that have an aggregated Ethernet leg. When you display the queue
statistics for the interface, the timestamps for all the legs are shown.

The followingcommandsdisplay thecollected timestamps in theLast-packet enqueued

field:

• show interfaces queue both-ingress-egress interface-name

• show interfaces queue interface-name

• show interfaces queue interface-name aggregate
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Release History Table DescriptionRelease

Beginning with Junos OS Release 16.1, you can enable a packet timestamp
feature to record the timeatwhich the last packet is enqueued forCoS ingress
and egress queues.

16.1

Related
Documentation

CoS-Based Interface Counters for IPv4 or IPv6 Aggregate on Layer 2 on page 530•

• Packet Flow on MX Series 3D Universal Edge Routers on page 508

Assigning the Default Frame Relay Discard Eligibility Loss Priority Map to an Interface

Supported Platforms M10i, M120, M320, M7i,MXSeries

For interfaces with the Frame Relay encapsulation on M120 routers, M320 routers with

Enhanced III FPC,M7i andM10i routerswithEnhancedCompactForwardingEngineBoard,

and MX Series routers, you can set the loss priority of Frame Relay traffic based on the

discard eligibility (DE) bit. For each incoming frame with the DE bit containing the

class-of-service (CoS) value 0 or 1, you can configure a Frame Relay loss priority value

of low, medium-low, medium-high, or high.

The default Frame Relay loss priority map contains the following settings:

loss-priority low code-point 0;
loss-priority high code-point 1;

The default map sets the loss priority to low for each incoming frame with the DE bit

containing theCoSvalue0. Themapsets the losspriority tohigh for each incoming frame

with the DE bit containing the CoS value 1.

To assign the default Frame Relay DE loss priority map to an interface:

1. Include the frame-relay-de default statement at the [edit class-of-service interfaces

interface-name unit logical-unit-number loss-priority-maps] hierarchy level.

For example:

[edit class-of-service interfaces so-1/0/0 unit 0 loss-priority-maps]
user@host# set frame-relay-de default;

2. Verify the configuration in operational mode.

user@host> show class-of-service loss-priority-map
Loss-priority-map: frame-relay-de-default, Code point type: frame-relay-de, 
Index: 38
  Code point       Loss Priority 
  0                Low         
  1                High  
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Related
Documentation

Managing Congestion by Setting Packet Loss Priority for Different Traffic Flows on

page 337

•

Configuring the IEEE 802.1p Field for CoS Host Outbound Traffic

Supported Platforms EX Series,MXSeries

This topic provides a summary of the configuration for setting the IEEE 802.1p field in the

Ethernet frame header for host outbound traffic (control plane traffic). You can set a

global value for the priority code point that applies to all host outbound traffic.

Additionally, or alternatively, you can specify that rewrite rules are applied to all host

outbound traffic on egress logical interfaces. These are rules that have been previously

configured to set the IEEE 802.1p field for data traffic on those interfaces.

Configuration of 802.1p bits is supported only on the following hardware and software

components:

• EX Series switches

• MX Series 3D Universal Edge Routers

• Enhanced Queuing DPCs

• MPCs

• Junos OS Release 12.3 or later

To configure the IEEE 802.1p field settings:

1. (Optional)Specify aglobal default value for the IEEE802.1p field for all host outbound

traffic.

See “Configuring a Global Default IEEE 802.1p Value for All Host Outbound Traffic”

on page 483.

2. (Optional) Specify that the IEEE 802.1p rewrite rules for the egress logical interfaces

are applied to all host outbound traffic on those interfaces.

See “Applying Egress Interface Rewrite Rules to the IEEE 802.1p Field for All Host

Outbound Traffic on the Interface” on page 483.

Related
Documentation

Rewriting Packet Headers to Ensure Forwarding Behavior on page 361•

Configuring a Global Default IEEE 802.1p Value for All Host Outbound Traffic

Supported Platforms EX Series,MXSeries
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This topic describes how to configure a global default value for the IEEE 802.1p field for

all host outbound traffic on MX Series routers and EX Series switches.

To configure a global default value for the IEEE 802.1p field:

• Specify the value.

[edit class-of-service host-outbound-traffic ieee-802.1]
user@host# set default value

For example, specify that a value of 010 is applied to all host outbound traffic:

[edit class-of-service host-outbound-traffic ieee-802.1]
user@host# set default 010

Related
Documentation

Configuring the IEEE 802.1p Field for CoS Host Outbound Traffic on page 482•

• Rewriting Packet Headers to Ensure Forwarding Behavior on page 361

ApplyingEgress InterfaceRewriteRules to the IEEE802.1p Field forAllHostOutbound
Traffic on the Interface

Supported Platforms EX Series,MXSeries

This topic describes how to apply rewrite rules for egress logical interfaces to the IEEE

802.1p field for all host outbound traffic on those interfaces onMXSeries routers and EX

Series switches.

This task requires separately configured rewrite rules that map packet loss priority

information to the code point value in the 802.1p field for data traffic on egress logical

interfaces. See “Rewriting Packet Headers to Ensure Forwarding Behavior” on page 361.

To configure the rewrite rules:

1. Configure the CoS rewrite rules to map the forwarding class to the desired value for

the 802.1p field.

See “Configuring Rewrite Rules” on page 365.

2. Associate the rewrite rules to the desired egress logical interfaces.

See “Applying Rewrite Rules to Output Logical Interfaces” on page 374.

3. (Optional) Configure the forwarding class for host outbound traffic. Do not configure

this forwardingclass if youwant touse thedefault forwardingclassassignment (input

classification).

See “Overriding the Input Classification” on page 228.

To configure the rewrite rules to apply to the host outbound traffic IEEE 802.1p field:

• Configure the rewrite rules.
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[edit class-of-service host-outbound-traffic ieee-802.1]
user@host# set rewrite-rules

NOTE: Enabling IEEE 802.1p rewrite rules for host outbound traffic on a
DPCwithout creating any corresponding IEEE 802.1p rewrite rules on a
logical interface on the DPC causes the IEEE 802.1p code point to be
automatically set to000forall hostgenerated traffic thatexits that logical
interface.

[edit class-of-service]
rewrite-rules {
ieee-802.1 rewrite_foo {
forwarding-class network-control {
loss-priority low code-point 101;

}
}

}
interfaces {
ge-1/0/0 {
unit 100 {
rewrite-rules {
ieee-802.1 rewrite_foo vlan-tag outer-and-inner;

}
}

}
}
host-outbound-traffic {
forwarding-class network-control;

}
host-outbound-traffic {
ieee-802.1 {
rewrite-rules;

}
}

Related
Documentation

• Configuring the IEEE 802.1p Field for CoS Host Outbound Traffic on page 482

• Rewriting Packet Headers to Ensure Forwarding Behavior on page 361
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CHAPTER 16

ConfiguringClass ofService onPTXSeries
Packet Transport Routers

• CoS Features and Limitations on PTX Series Routers on page 537

• CoS Feature Differences Between PTX Series Packet Transport Routers and T Series

Routers on page 539

• Understanding Scheduling on PTX Series Routers on page 541

• Understanding Virtual Output Queues on PTX Series Packet Transport

Routers on page 544

• Example:ConfiguringExcessRate forPTXSeriesPacketTransportRoutersonpage554

• Configuring Virtual LAN Queuing and Shaping on PTX Series Routers on page 561

• Example:ConfiguringVirtual LANQueuingandShaping inPTXSeriesPacketTransport

Routers on page 564

• Example: Configuring Strict-Priority Scheduling on a PTX Series Router on page 567

• Understanding CoS CLI Configuration Statements on PTX Series Routers on page 575

CoS Features and Limitations on PTX Series Routers

Supported Platforms PTX Series

Table 63 on page 537 summarizes CoS features and limitations on PTX Series Packet

Transport Routers.

The following table lists the CoS features supported on the PTX Series router, as well as

the limitations relevant to the PTX Series router. Note that this list is a subset of the

overall CoS feature set.

Table 63: CoS Features and Limitations on PTX Series Routers

CommentsCapacityCoS Feature

Classifiers
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Table 63: CoS Features and Limitations on PTX Series Routers (continued)

CommentsCapacityCoS Feature

L2 classifiers (sum of ieee-802.1 + ieee-802.1ad cannot exceed 32)

DSCP and inet-precedence classifiers (sum of dscp + inet-precedence classifiers cannot
exceed 32)

dscp-ipv6 classifiers

exp classifiers

64Maximum number per
PFE

DSCP and IP precedence classifiers cannot be configured on the same logical interface.Yesdscp

Separate classifiers can be applied for IPv4 and IPv6 packets per logical interface.Yesdscp-ipv6

You can associate ieee-802.1p with any other type of classifier on the same logical interface.
For L3 packets, an L3 classifier takes precedence over an IEEE classifier.

Yesieee-802.1p

Yesinet-precedence

Yesmpls-exp

NoLossprioritiesbasedon
the Frame Relay
discardeligible (DE)bit

Drop Profiles

You can configure up to 32 drop profiles in the PTX chassis.32Maximum number

YesPer queue

NOTE: Packet loss prioritymedium-low is not supported on PTX1000 routers.YesPer loss priority

NoPerTransmissionControlProtocol
(TCP) bit

Policing

YesTraffic policing

NOTE: Tri-color marking is not supported on PTX1000 routers.YesTwo-rate tricolor
marking (TCM)

Queuing

Yes
(4)

Priority

Red-droppedcountersarenotmaintainedperdropprecedence.Also tail dropcountersalways
show zero because packets are always dropped by the RED algorithm.

YesPer-queue output
statistics
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Table 63: CoS Features and Limitations on PTX Series Routers (continued)

CommentsCapacityCoS Feature

Percentage transmit rate for a scheduler has the range 1 through 100 percent. The range is 0
through 100 percent for M, MX and T Series routers and EX Series switches; and 0 through
200 percent for the SONET/SDHOC48/STM16 IQE PIC.

On PTX Series routers, unconfigured interfaces are equivalent to percent 0.

Yestransmit-rate percent

Rewrite Markers

The sum of L2 and L3 rewrite rules cannot exceed 64.64Maximum number per
PFE

Yesdscp

Yesdscp-ipv6

L2 and L3 rewrites can be applied to the same packet simultaneously.Yesieee-802.1

Noinet-precedence

Yesmpls-exp

CoS Feature Differences Between PTX Series Packet Transport Routers and T Series
Routers

Supported Platforms PTX Series

This topic provides a list of class-of-service features available on PTX Series routers and

compares themwith class-of-service features on T Series routers.

Classifiers

• T Series routers support VRF table labels for Layer 3 VPNs. On PTX Series routers, this

feature is not supported.

• On T Series routers, IEEE 802.1 classifiers cannot coexist with Layer 3 classifiers. On

PTX Series routers, these classifiers can coexist.

• On T Series routers, IEEE classifiers are supported on Ethernet IQ, IQ2, and IQ2-E

interfaces. These interfaces have the flexibility of classifying traffic based on inner or

outer VLAN tags. On PTX Series routers, IEEE classification is always based on outer

VLAN tags.

Rewrite

• PTXSeries routers do not support rewrite of both exp and inet-precedence fields using:

• exp protocol mpls-any

• exp protocol mpls-inet-both
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• exp protocol mpls-inet-both-non-vpn

• On T Series routers, DSCP rewrite and DSCP IPv6 rewrite are not supported for the

MPLS protocol. PTX Series routers support rewrite of both DSCP and DSCP IPv6 for

protocol MPLS.

• PTX Series routers support Layer 2 rewrite of 802.1p and 802.1ad, to either the outer

VLAN tag, or both outer and inner VLAN tags.

Forwarding Class

• OnTSeries routers, you can override the default fabric priority queuing of egress traffic

by including the priority statement at the following hierarchy level:

[class-of-service forwarding-classes queue queue-number class-name]
priority (high | low);

On PTX Series routers, fabric priority queuing is not supported; therefore, the priority

statement for forwarding-classes is not supported.

Tricolor Marking

• On T Series routers, the copy-plp-all statementmust be configured to support tricolor

marking. On PTX Series routers, tricolor marking is enabled by default.

Schedulers

• T Series routers, which use egress queuing architecture, support chassis and fabric

schedulers. Alternatively, PTX Series routers support a virtual output queuing (VOQ)

architecture and the fabric schedulers utilize the CoS scheduling parameters to

configure the fabric schedulers. There is not a separate configuration for the fabric

schedulers on PTX Series routers. With the VOQ architecture, packets are queued and

dropped on ingress during congestion.

• OnTSeries routers, high-priorityqueueshaveprecedence toacquireexcessbandwidth

andmight consume all excess bandwidth. On PTX Series routers, excess bandwidth

is sharedbasedon the ratio of the configured transfer rate. Therefore, all priority queues

get a share of excess bandwidth.

• On T Series routers, strict-high-priority queues and high-priority queues are assigned

the same hardware priority. On PTX Series routers, strict-high-priority queues and

high-priority queues are assigned different hardware priorities. Strict-high-priority can

starve other queues if a rate limiter is not applied on PTX Series routers.

• On T Series routers, if a strict-high-priority queue is oversubscribed, it can block all

otherqueuesexcepthigh-priorityqueues.OnPTXSeries routers, if a strict-high-priority

queue is oversubscribed, it can block all other queues including high-priority queues.

To restrict the bandwidth of strict-high priority queues on PTX Series routers, use the

transmit-rate rate-limit configuration statement.

• On both T Series routers and PTX Series routers, if a strict-high-priority queue is

oversubscribed and results in oversubscription of the guaranteed bandwidth, the

distribution of bandwidth that is not taken up by strict-high-priority queues is
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undetermined.TSeries routersandPTXSeries routersdistribute this unusedbandwidth

differently.

Buffer Size and Latency

• On T Series routers, memory allocation dynamic (MAD) is enabled by default and can

be disabled. PTX Series routers do not support MAD.

• On T Series routers, the maximum delay bandwidth buffering configured per queue is

50ms. On PTX Series routers, the maximum delay bandwidth buffering configured

per queue is 100ms.

• On T Series routers, themaximum latency associatedwith a packet is fairly consistent

and independent of the number of sources sending the traffic to an interface. On PTX

Series routers, over-provisioning is possible. When traffic is sent frommultiple Packet

Forwarding Engines (PFEs), the latency can be about 10 percent to 15 percent higher

than when traffic is sent from one PFE due to the PTX dynamically adjusting buffers

frommultiple PFEs for a Virtual Output Queue (VOQ). Regardless, the average and

minimum latency on a PTX Series router should bemuch smaller than on a T Series

router. Themaximum latency on a PTX Series router is controlled by the buffer size

that you configure for the VOQ,much like configuring a buffer size on a T Series router.

• On T Series routers, a high-priority queue has lower latency than a low priority queue

with the same configured transfer rate and same offered load. On PTX Series routers,

there is no latency difference.

Drop Profile

• The Queuing andMemory Interfaces ASIC does not support drop-profile assignments

for a queue based on the protocol. As a consequence, the protocol option for the

drop-profile-map configuration statement is treated as protocol any.

Interface Queue Statistics

• On T Series routers, transmitted byte counters are computed using Layer 3 packet

length. On PTX Series routers, transmitted byte counters are computed using Layer 2

packet length (excluding CRC).

• On T Series routers, the tail-dropped counters and the RED-dropped counters are

displayed separately in the output of the show interfaces queue command. On PTX

Series routers, tail-dropped counters are always zero. All the packet drops are shown

as RED-dropped in the show interfaces voq output.

Related
Documentation

Understanding CoS CLI Configuration Statements on PTX Series Routers on page 575•

Understanding Scheduling on PTX Series Routers

Supported Platforms PTX Series
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This topic covers the following information about strict-priority scheduling for interfaces

on PTX Series routers:

• Output Queue Priorities Supported by the Junos OS CLI on PTX Series

Routers on page 542

• Scheduling Processes on PTX Series Routers on page 543

Output Queue Priorities Supported by the Junos OS CLI on PTX Series Routers

Output queues on the PTXSeries interface hardware support these values for the queue

priority—high,medium, low, and excess. The JunosOS supports five queue priority levels:

strict-high, high,medium-high,medium-low, and low.

NOTE: If a strict-high-priority queue is constantly loaded to 100 percent of
traffic capacity, other queues are starved. Queue starvation can cause the
interface hardware to generate critical interrupts (see PR849914).

Table 64 on page 542 shows how the output queue priority values in the Junos OSmap

to the output queue priorities supported by physical interfaces on PTX Series routers,

and the scheduling action taken.

Table 64: Mapping of Configured CoSQueue Priorities to Hardware-Based Queue Priorities
and Strict-Priority Scheduling Actions on PTX Series Routers

Strict-Priority SchedulingShared Scheduling
Hardware-Based
Queue Priority

CLI-Configurable
Queue Priority

Only one queue: always
processed first

Only one queue: always processed firsthighstrict-high

Processed only if there are
no packets in the strict-high
priority queue. Strict packet
round-robin among all
high-priority queues on a
given interface (provided
other high-priority queues
exist in the scheduler
configuration). Processed
fully before any
medium-highmedium-low or
low priority queues are
served.

Packets in this queue are processed regardless
of CIR (transmit-rate) settings and only if there
are no packets in the strict-high priority queue.
Packet scheduling is strict priority round-robin
while the virtual output queues are in the
guaranteed region. After the virtual output
queues consume their guaranteed credits, they
aredemoted toexcess-priority scheduling,which
is weighted round-robin. The only exception is
the strict-highpriority,which is always scheduled
as strict-high-priority.

mediumhigh
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Table 64: Mapping of Configured CoSQueue Priorities to Hardware-Based Queue Priorities
and Strict-Priority Scheduling Actions on PTX Series Routers (continued)

Strict-Priority SchedulingShared Scheduling
Hardware-Based
Queue Priority

CLI-Configurable
Queue Priority

Processed only if there are
no packets in the strict-high
orhighpriority queues. Strict
packet round-robin among
all high-priority queues on a
given interface (provided
other high-priority queues
exist in the scheduler
configuration) Processed
fully before any low priority
queues are served.

Packets from these queues are processed only
if there are no packets in either the strict-high
priority queueor thehighpriority queueorall high
priority queues have been demoted to
excess-priority due to full consumption of their
guaranteed credits. Packet scheduling is strict
priority round-robin while the virtual output
queues are in the guaranteed region. After the
virtualoutputqueuesconsumetheir guaranteed
credits, they are demoted to excess-priority
scheduling, which is weighted round-robin. The
only exception is the strict-high priority, which is
always scheduled as strict-high-priority.

lowmedium-high and
medium-low

Weighted round-robinPackets from this queue are processed only if
therearenopackets in either the strict-high,high,
medium-low, ormedim-high priority queue or all
high priority queues have been demoted to
excess-priority due to full consumption of their
guaranteed credits. Packet scheduling is strict
priority round-robin while the virtual output
queues are in the guaranteed region. After the
virtualoutputqueuesconsumetheir guaranteed
credits, they are demoted to excess scheduling,
which is weighted round-robin. The only
exception is the strict-high priority, which is
always scheduled as strict-high-priority.

excess-priority
(notexcess region)

low

Scheduling Processes on PTX Series Routers

Physical interfaces on PTX Series routers support twomutually exclusive scheduling

processes:

• Shared scheduling—Within the guaranteed region, the scheduler uses the transmit

rates to decide the bandwidth allocation. Within the excess region, CoS queues are

selected based on the weighted round-robin (WRR) algorithm. Shared scheduling is

the default scheduling process on PTX Series routers.

Within a single priority level, if the scheduler is not configured with a transmit-rate

statement (to specify the transmit rate or percentage of transmission capacity) or an

excess-rate statement (to specify the percentage or proportion of excess bandwidth

traffic to share), theschedulerperformspacket round-robin selectionacross thequeues

with the same priority.

If multiple queues are in the excess region (CLI queue priority low) and the excess-rate

statement is used, then thosequeuesare selectedusing theWRRalgorithm.Otherwise,

queues are selected based on the round-robin algorithm.
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BEST PRACTICE: The rate-limit option of the transmit-rate configuration

statement is allowed only on the strict-high queue. We recommend that
you configure rate limit on strict-high queues because the other queues
might not meet their guaranteed bandwidths.

• Strict-priority scheduling—Queuesareprocessed in strict-priority order. The configured

transmit-rate does not affect the queue drain rate because packets are processed in

order of queue priority. Among queues that are configured low priority, if excess-rate

weights are configured, they are used by the software to performWRR. Queues that

are mapped to the same hardware priority or that have the same configured priority

other than low are serviced in a round-robin fashion that is proportional to the packet

size.

NOTE: The rate-limit option of the transmit-rate configuration statement

cannot rate-limit the strict-high-priority queue when strict-priority
scheduling is configured.

To configure strict-priority scheduling for a physical interface on a PTX Series router,

include the strict-priority-scheduler and scheduler-mapmap-name configuration

statements in the traffic control profile you associate with an output interface.

Related
Documentation

Understanding CoS CLI Configuration Statements on PTX Series Routers on page 575•

• CoS Feature Differences Between PTX Series Packet Transport Routers and T Series

Routers on page 539

• How Schedulers Define Output Queue Properties on page 231

• Example: Configuring Strict-Priority Scheduling on a PTX Series Router on page 567

• Example:ConfiguringExcessRate forPTXSeriesPacketTransportRoutersonpage554

• show interfaces voq on page 1346

• strict-priority-scheduler on page 1178

• traffic-control-profiles on page 1190

• transmit-rate on page 1196

Understanding Virtual Output Queues on PTX Series Packet Transport Routers

This section describes the virtual output queue (VOQ)architecture onPTXSeries Packet

Transport Routers and includes the following topics:

• Introduction to Virtual Output Queues on PTX Series Packet Transport

Routers on page 545

• Understanding How VOQWorks on PTX Series Routers on page 548
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• Fabric Scheduling and Virtual Output Queues on PTX Series Routers on page 551

• Understanding the Packet Forwarding Engine Fairness and Virtual Output Queue

Process on page 553

Introduction to Virtual Output Queues on PTX Series Packet Transport Routers

Supported Platforms PTX3000, PTX5000

This topic introduces the virtual output queue (VOQ) architecture on PTX Series Packet

Transport routers and how it operates with the configurable class-of-service (CoS)

components on PTX Series routers.

JunosOS and PTXSeries hardware CoS features use virtual output queues on the ingress

to buffer and queue traffic for each egress output queue. The PTXSeries router supports

up to eight egress output queues per output port (physical interface).

The traditionalmethodof forwarding traffic througha router is basedonbuffering ingress

traffic in input queues on ingress interfaces, forwarding the traffic across the fabric to

outputqueuesonegress interfaces, and thenbuffering traffic againon theoutputqueues

before transmitting the traffic to thenexthop.The traditionalmethodofqueueingpackets

on an ingress port is storing traffic destined for different egress ports in the same input

queue (buffer).

During periods of congestion, the router might drop packets at the egress port, so the

router might spend resources transporting traffic across the switch fabric to an egress

port, only to drop that traffic instead of forwarding it. And because input queues store

traffic destined for different egress ports, congestion on one egress port could affect

traffic on a different egress port, a condition called head-of-line blocking (HOLB).

Virtual output queue (VOQ) architecture takes a different approach:

• Insteadof separate physical buffers for input andoutput queues, thePTXSeries router

uses the physical buffers on the ingress pipeline of each Packet Forwarding Engine to

store traffic for every egress port. Every output queue on an egress port has buffer

storage space on every ingress pipeline on all of the Packet Forwarding Engines on the

router. Themapping of ingress pipeline storage space to output queues is 1-to-1, so

each output queue receives buffer space on each ingress pipeline.

• Instead of one input queue containing traffic destined for multiple different output

queues (aone-to-manymapping), eachoutputqueuehasadedicatedVOQcomprised

of the inputbuffersoneachPacket ForwardingEngine thatarededicated to thatoutput

queue (a 1-to-1 mapping). This architecture prevents communication between any

two ports from affecting another port.

• Instead of storing traffic on a physical output queue until it can be forwarded, a VOQ

does not transmit traffic from the ingress port across the fabric to the egress port until

the egress port has the resources to forward the traffic. A VOQ is a collection of input

queues (buffers) that receive and store traffic destined for one output queue on one

egress port. Each output queue on each egress port has its own dedicated VOQ,which

consists of all of the input queues that are sending traffic to that output queue.
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A VOQ is a collection of input queues (buffers) that receive and store traffic destined for

one output queue onone egress port. Each output queue on each egress port has its own

dedicated VOQ, which consists of all of the input queues that are sending traffic to that

output queue.

VOQArchitecture

AVOQ represents the ingress buffering for a particular output queue. Each of the Packet

Forwarding Engines in the PTX Series router uses a specific output queue. The traffic

storedon thePacket ForwardingEngines comprises the traffic destined for oneparticular

output queue on one port, and is the VOQ for that output queue.

A VOQ is distributed across all of the Packet Forwarding Engines in the router that are

actively sending traffic to that output queue. Each output queue is the sum of the total

buffers assigned to that output queue across all of the Packet Forwarding Engines in the

router. So the output queue itself is virtual, not physical, although the output queue is

comprised of physical input queues.

Round-Trip Time Buffering

Although there is no output queue buffering during periods of congestion (no long-term

storage), there is a small physical output queue buffer on egress line cards to

accommodate the round-trip time for traffic to traverse the fabric from ingress to egress.

The round-trip time consists of the time it takes the ingress port to request egress port

resources, receiveagrant fromtheegressport for resources, and transmit thedataacross

the fabric.

That means if a packet is not dropped at the router ingress, and the router forwards the

packet across the fabric to the egress port, the packet will not be dropped and will be

forwarded to the next hop. All packet drops take place in the ingress pipeline.

VOQAdvantages

VOQ architecture provides twomajor advantages:

• Eliminate Head-of-Line Blocking on page 546

• Increase Fabric Efficiency and Utilization on page 547

Eliminate Head-of-Line Blocking

VOQarchitectureeliminateshead-of-lineblocking (HOLB) issues.Onnon-VOQswitches,

HOLB occurs when congestion at an egress port affects a different egress port that is

not congested.HOLBoccurswhen the congestedport and thenon-congestedport share

the same input queue on an ingress interface.

VOQ architecture avoids HOLB by creating a different dedicated virtual queue for each

output queue on each interface.

Because different egress queues do not share the same input queue, a congested egress

queueononeport cannotaffectanegressqueueonadifferentport. For thesame reason,

a congested egress queue on one port cannot affect another egress queue on the same

port—eachoutputqueuehas itsowndedicatedvirtual outputqueuecomposedof ingress

interface input queues.
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Performing queue buffering at the ingress interface ensures that the router only sends

traffic across the fabric to an egress queue if that egress queue is ready to receive that

traffic. If the egress queue is not ready to receive traffic, the traffic remains buffered at

the ingress interface.

Increase Fabric Efficiency and Utilization

Traditional output queue architecture has some inherent inefficiencies that VOQ

architecture addresses.

• Packet buffering—Traditional queueing architecture buffers each packet twice in

long-termDRAMstorage, onceat the ingress interfaceandonceat theegress interface.

VOQ architecture buffers each packet only once in long-term DRAM storage, at the

ingress interface. The fabric is fast enough to be transparent to egress CoS policies,

so instead of buffering packets a second time at the egress interface, the router can

forward traffic at a rate that does not require deep egress buffers, without affecting

the configured egress CoS policies (scheduling).

• Consumption of resources—Traditional queueing architecture sends packets from the

ingress interface input queue (buffer), across the fabric, to the egress interface output

queue (buffer). At the egress interface, packets might be dropped, even though the

router has expended resources transporting the packets across the fabric and storing

them in the egress queue. VOQ architecture does not send packets across the fabric

to the egress interface until the egress interface is ready to transmit the traffic. This

increases systemutilization because no resources arewasted transporting and storing

packets that are dropped later.

Does VOQChange How I Configure CoS?

There are no changes to the way you configure the CoS features. Figure 51 on page 548

shows the Juno� OS and PTX Series hardware CoS components and VOQ selection,

illustrating the sequence in which they interact.
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Figure 51: Packet Flow Through CoS Components on PTX Series Routers

The VOQ selection process is performed by ASICs that use either the behavior aggregate

(BA) classifier or the multifield classifier, depending on your configuration, to select one

of the eight possible virtual output queues for an egress port. The virtual output queues

on the ingress buffer data for the egress port based on your CoS configuration.

Although the CoS features do not change, there are some operational differences with

VOQ:

• Randomearly detection (RED) occurs on the ingress Packet Forwarding Engines.With

routers that support only egressoutput queuing, REDandassociated congestiondrops

occur on the egress. Performing RED on the ingress saves valuable resources and

increases router performance.

AlthoughREDoccurs on the ingresswith VOQ, there is no change to how you configure

the drop profiles.

• Fabric scheduling is controlled through request and grant control messages. Packets

are buffered in ingress virtual output queues until the egressPacket Forwarding Engine

sends a grant message to the ingress Packet Forwarding Engine indicating it is ready

to receive them. For details on fabric scheduling, see “Fabric Scheduling and Virtual

Output Queues on PTX Series Routers” on page 551.

Understanding HowVOQWorks on PTX Series Routers

Supported Platforms PTX3000, PTX5000

This topic describes how the VOQ process works on PTX Series routers.

• Understanding the Components of the VOQ Process on page 549

• Understanding the VOQ Process on page 549
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Understanding the Components of the VOQProcess

Figure52onpage549shows thehardwarecomponentsof thePTXSeries routers involved

in the VOQ process.

Figure 52: VOQComponents on PTX Series Routers

These components perform the following functions:

• Physical Interface Card (PIC)—Provides the physical connection to various network
media types, receiving incoming packets from the network and transmitting outgoing

packets to the network.

• FlexiblePICConcentrator (FPC)—Connects thePICs installed in it to the other packet
transport router components. You can have up to eight FPCs per chassis.

• Packet Forwarding Engine—Provides Layer 2 and Layer 3 packet switching and
encapsulation and de-encapsulation, forwarding and route lookup functions, and

manages packet buffering and the queuing of notifications. The Packet Forwarding

Engine receives incoming packets from the PICs installed on the FPC and forwards

them through the switch planes to the appropriate destination port.

• Output queues—(Not shown) PTX Series routers support up to eight output queues
per output port (physical interface). These output queues are controlled by the CoS

scheduler configuration, which establishes how to handle the traffic within the output

queues for transmissiononto the switch fabric. In addition, theseegressoutput queues

control when packets are sent from the virtual output queues on the ingress to the

egress output queues.

Understanding the VOQProcess

PTXSeries routers support up toeight outputqueuesper outputport (physical interface).

Theseoutputqueuesarecontrolledby theCoSscheduler configuration,whichestablishes

how to handle the traffic within the output queues for transmission onto the fabric. In
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addition, these egress output queues control when packets are sent from the virtual

output queues on the ingress to the egress output queues.

For every egress output queue, theVOQarchitecture provides virtualqueues on eachand

every ingress Packet Forwarding Engine. These queues are referred to as virtual because

the queues physically exist on the ingress Packet Forwarding Engine onlywhen the line

card actually has packets enqueued to it.

Figure 53 on page 550 shows three ingress Packet Forwarding Engines—PFE0, PFE1, and

PFE2. Each ingress Packet Forwarding Engine provides up to eight virtual output queues

(PFEn.e0.q0 through PFEn.e0.q7) for the single egress port 0. The egress Packet

Forwarding Engine PFEn distributes the bandwidth to each ingress VOQ in a round-robin

fashion.

For example, egress PFE N's VOQ e0.q0 has 10 Gbps of bandwidth available to it. PFE

0 has an offered load 10 Gbps to e0.qo, PFE1 and PFE2 have an offered load of 1Gbps to

e0.q0. The result is that PFE1 And PFE2will get 100 percent of their traffic through, while

PFE0 will only get 80 percent of its traffic through.

Figure 53: Virtual Output Queues on PTX Series Routers

Figure54onpage551 illustratesanexampleof thecorrelationbetween theegressoutput

queues and the ingress virtual output queues. On the egress side, PFE-X has a 100 Gbps

port, which is configuredwith four different forwarding classes. As a result, the 100Gbps

egress output port on PFE-X uses four out of eight available egress output queues (as

denoted by the four queues highlighted with dashed-orange lines on PFE-X), and the

VOQ architecture provides four corresponding virtual output queues on each ingress

Packet Forwarding Engine (as denoted by the four virtual queues on PFE-A and PFE-B

highlightedwith dashed-orange lines). The virtual queues onPFE-AandPFE-Bexist only

when there is traffic to be sent.
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Figure 54: Example of VOQ

Fabric Scheduling and Virtual Output Queues on PTX Series Routers

Supported Platforms PTX3000, PTX5000

This topic describes the fabric scheduling process on PTX Series routers that use VOQ.

VOQuses requestandgrantmessages tocontrol fabric schedulingonPTXSeries routers.

The egress Packet Forwarding Engines control data delivery from the ingress virtual

output queues by using request and grant messages. The virtual queues buffer packets

on the ingress until the egress Packet Forwarding Engine confirms that it is ready to

receive them by sending a grant message to the ingress Packet Forwarding Engine.
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Figure 55: Fabric Scheduling and Virtual Output Queues Process

Figure55onpage552 illustrates the fabric schedulingprocessusedbyPTXSeries routers

with VOQ.When packets arrive at an ingress port, the ingress pipeline stores the packet

in the ingress queue associatedwith the destination output queue. The routermakes the

bufferingdecisionafterperforming thepacket lookup. If thepacketbelongs toa forwarding

class for which the maximum traffic threshold has been exceeded, the packet may not

be buffered andmight be dropped. The scheduling process works as follows:

1. An ingressPacket ForwardingEngine receives apacket andbuffers it in virtual queues,

then groups the packetwith other packets destined for the sameegress interface and

data output queue.

2. The ingress line card Packet Forwarding Engine sends a request, which contains a

reference to the packet group, over the fabric to the egress Packet Forwarding Engine.

3. When there is available egress bandwidth, the egress line card grant scheduler

responds by sending a bandwidth grant to the ingress line card Packet Forwarding

Engine. .

4. When the ingress line card Packet Forwarding Engine receives the grant from the

egress line card Packet Forwarding Engine, the ingress Packet Forwarding Engine

segments the packet group and sends all of the pieces over the fabric to the egress

Packet Forwarding Engine.

5. The egress Packet Forwarding Engine receives the pieces, reassembles them into the

packet group, and enqueues individual packets to a data output queue corresponding

to the virtual output queue.

Ingresspackets remain in theVOQon the ingressport inputqueuesuntil theoutputqueue

is ready to accept and forwardmore traffic.

Under most conditions, the fabric is fast enough to be transparent to egress

class-of-service (CoS) policies, so the process of forwarding traffic from the ingress

pipeline, across the fabric, to egress ports, does not affect the configured CoS policies

for the traffic. The fabric only affects CoS policy if there is a fabric failure or if there is an

issue of port fairness.

When a packet ingresses and egresses the same Packet Forwarding Engine (local

switching), the packet does not traverse the fabric. However, the router uses the same
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request and grant mechanism to receive egress bandwidth as packets that cross the

fabric, so locally routed packets and packets that arrive at a Packet Forwarding Engine

after crossing the fabric are treated fairly when the traffic is vying for the same output

queue.

Understanding the Packet Forwarding Engine Fairness and Virtual Output Queue Process

Supported Platforms PTX3000, PTX5000

This topic describes the Packet Forwarding Engine fairness scheme used with VOQ on

PTX Series routers.

Packet Forwarding Engine fairnessmeans that all Packet Forwarding Engines are treated

equally from a egress perspective. If multiple egress Packet Forwarding Engines need to

transmitdata fromthesamevirtualoutputqueue, theyareserviced in round-robin fashion.

Servicing of virtual output queues is not dependent upon the load that is present at each

of the source Packet Forwarding Engines.

Figure56onpage553 illustrates thePacketForwardingEngine fairness schemeusedwith

VOQ in a simple example with three Packet Forwarding Engines. Ingress PFE-A has a

single stream of 10 Gbps data destined for VOQx on PFE-C. PFE-B has a single stream

of 100Gbps data also destined for VOQx on PFE-C. On PFE-C, VOQx is serviced by a 100

Gbps interface and that is the only active virtual output queue on that interface.

Figure 56: Packet Forwarding Engine Fairnesswith Virtual OutputQueue
Process

In Figure 56 on page 553, we have a total of 110 Gbps of source data destined for a 100

Gbps output interface. As a result, we need to drop 10Gbps of data.Where does the drop

occur and how does this drop affect traffic from PFE-A versus PFE-B?

Because PFE-A and PFE-B are serviced in round-robin fashion by egress PFE-C, all 10

Gbps of traffic fromPFE-Amakes it through to the egress output port. However, 10 Gbps

of data is dropped on PFE-B, allowing only 90 Gbps of data from PFE-B to be sent to

PFE-C. So, the 10 Gbps stream has a 0% drop and the 100 Gbps stream has only a 10%

drop.

However, if PFE-A and PFE-B were each sourcing 100 Gbps of data, then they would

eachdrop50Gbpsofdata.This isbecause theegressPFE-Cactually controls theservicing

and drain rate on the ingress virtual queues using the round-robin algorithm.With the

round-robin algorithm, higher bandwidth sources are always penalized whenmultiple

sourcesarepresent. Thealgorithmattempts tomake the twosourcesequal inbandwidth;

however, because it cannot raise the bandwidth of the slower source, it drops the
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bandwidth of the higher source. The round robin algorithm continues this sequence until

the sources have equal egress bandwidth.

Each ingress Packet Forwarding Engine provides up to eight virtual output queues for a

single egress port. The egress Packet Forwarding Engine distributes the bandwidth to

each ingress virtual output queue; therefore they will receive equal treatment regardless

of their presented load. The drain-rate of a queue is the rate at which a queue is draining.

TheegressPacketForwardingEnginedivides itsbandwidth for eachoutputqueueequally

across the ingress Packet Forwarding Engines. So, the drain-rate of each ingress Packet

Forwarding Engine=Drain-rate of output queue/Number of ingress Packet Forwarding

Engines.

Handling Congestion

There are twomain types of congestion that can occur:

• Ingress congestion —Occurs when the ingress Packet Forwarding Engine has more

offered load than the egress can handle. The ingress congestion case, is very similarly

to a traditional router in that the queues build-up and once they cross their configured

threshold, packets are dropped.

• Egress congestion—Occurswhen the sumofall the ingressPacket ForwardingEngines

exceeds the capability of the egress router. All drops are performed on the ingress

Packet Forwarding Engines. However, the size of the ingress queue is attenuated by

the queue’s drain-rate (how fast the egress Packet Forwarding Engine is requesting

packets). This rate is essentially determined by the rate that requests are being

converted in to grants by the egress Packet Forwarding Engine. The egress Packet

Forwarding Engine services the request-to-grant conversion in round-robin fashion; it

is not dependent on the ingress Packet Forwarding Engines offered load. For instance,

if the ingress Packet Forwarding Engine’s drain-rate is half of what it expects it to be

(as is the case when 2 ingress Packet Forwarding Engines are presenting an

oversubscribed load for the target output queue), then the ingress Packet Forwarding

Engine’s reduce the size of this queue to be half of its original size (when it was getting

its full drain rate).

Related
Documentation

show interfaces voq on page 1346•

• The Junos OS CoS Components Used to Manage Congestion and Control Service

Levels on page 7

Example: Configuring Excess Rate for PTX Series Packet Transport Routers

Supported Platforms PTX Series

Youcanconfigure excess rate to customize thedistributionof available excessbandwidth

among the queues for PTX Series Packet Transport Routers. When excess rate is not
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configured, the excess bandwidth available is distributed in proportion to the transmit

rates allocated to the queues.

• Requirements on page 555

• Overview on page 555

• Configuration on page 555

• Verification on page 560

Requirements

This example uses the following hardware and software components:

• One PTX Series Packet Transport Router

• Junos OS Release 12.1X48R2 or later

Overview

This set of examples illustrates how you configure schedulers for the PTX Series Packet

Transport Router to distribute the remaining bandwidth (excess rate) among the

configured queues.

When you configure excess rate, use the following guidelines:

• The transmit-rate statements of the configured schedulers can add up to at most 100

percent.

• All queues on the PTX Series Packet Transport Router have the same excess priority.

Excess priority configuration is not supported.

• If a strict-high-priority queue is configured and is rate-limited, this queue gets the

rate-limited bandwidth first. Then the configured transmit-rate value of other queues

is met (regardless of queue priority), and finally the excess bandwidth is distributed in

proportion to the configured excess-rate values.

BESTPRACTICE: Werecommendthatyouconfigure rate limitonstrict-high
queues because the other queuesmight not meet their guaranteed
bandwidths. See transmit-rate.

Configuration

To configure excess rate, perform one or more of these tasks:

• Configuring Schedulers Without Specifying Excess Rate on page 556

• Configuring Schedulers by Specifying Excess Rate on page 557

• ConfiguringSchedulers toControlExcessRate forNon-High-PriorityQueuesonpage559

555Copyright © 2017, Juniper Networks, Inc.

Chapter 16: Configuring Class of Service on PTX Series Packet Transport Routers



Configuring SchedulersWithout Specifying Excess Rate

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

set class-of-service schedulers sched_queue_0 transmit-rate percent 20
set class-of-service schedulers sched_queue_1 transmit-rate percent 40
set class-of-service schedulers sched_queue_2 transmit-rate percent 10
set class-of-service schedulers sched_queue_3 transmit-rate percent 10

Step-by-Step
Procedure

In this example, four queues are configured and each associated scheduler is assigned

the indicated transmit rate. Across the four queues, the transmit rate totals to80percent.

No excess rate is configured. Assuming that each queue has loads greater than or equal

to the configured transmit rate, the remaining 20 percent of the bandwidth is distributed

in proportion to the configured transmit rates (20:40:10:10):

• sched_queue_0—5%(20%of theguaranteed rateplus5%of the remainingbandwidth

is 25%)

• sched_queue_1—10% (40% of the guaranteed rate plus 10% of the remaining

bandwidth is 50%)

• sched_queue_2—2.5% (10% of the guaranteed rate plus 2.5% of the remaining

bandwidth is 12.5%)

• sched_queue_3—2.5% (10% of the guaranteed rate plus 2.5% of the remaining

bandwidth is 12.5%)

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To configure the schedulers:

1. Create the scheduler for queue 0:

[edit class-of-service]
user@host# set schedulers sched_queue_0 transmit-rate percent 20

2. Create the scheduler for queue 1:

[edit class-of-service]
user@host# set schedulers sched_queue_1 transmit-rate percent 40

3. Create the scheduler for queue 2:

[edit class-of-service]
user@host# set schedulers sched_queue_2 transmit-rate percent 10

4. Create the scheduler for queue 3:
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[edit class-of-service]
user@host# set schedulers sched_queue_3 transmit-rate percent 10

Results Fromconfigurationmode, confirmyour configurationbyentering the showclass-of-service

schedulers command. If the output does not display the intended configuration, repeat

the configuration instructions in this example to correct it.

sched_queue_0 {
transmit-rate percent 20;

}
sched_queue_1 {
transmit-rate percent 40;

}
sched_queue_2 {
transmit-rate percent 10;

}
sched_queue_3 {
transmit-rate percent 10;

}

If you are done configuring the device, enter commit from configuration mode.

Configuring Schedulers by Specifying Excess Rate

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

set class-of-service schedulers sched_queue_0 transmit-rate percent 25
set class-of-service schedulers sched_queue_0 excess-rate percent 25
set class-of-service schedulers sched_queue_1 transmit-rate percent 25
set class-of-service schedulers sched_queue_1 excess-rate percent 50
set class-of-service schedulers sched_queue_2 transmit-rate percent 25
set class-of-service schedulers sched_queue_3 transmit-rate percent 25
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Step-by-Step
Procedure

In this example, four schedulers are configured and each is assigned a transmit rate of

25 percent. Queue 0 is configured with 25 percent and queue 1 with 50 percent of the

excess rate. If theoffered load throughqueue2 isonly 10percent, the remainingbandwidth

is distributedas: queueexcess rate / total excess rate * remainingbandwidthpercentage.

If a queue has transmit rate configured but not excess rate, the excess rate for that queue

is 1. In this example, the excess rate ratio is 25:50:1:1,which yields the followingdistribution

of the 15 percent remaining bandwidth from queue 2:

• sched_queue_0—4.93% (25 / 76 * 15%)

• sched_queue_1—9.87% (50 / 76 * 15%)

• sched_queue_3—0.197% (1 / 76 * 15%)

When the offered load on queue 2 increases to 25 percent or greater, the other queues

get only their configured transmit rates.

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To configure the schedulers:

1. Create the scheduler for queue 0:

[edit class-of-service]
user@host# set schedulers sched_queue_0 transmit-rate percent 25
user@host# set schedulers sched_queue_0 excess-rate percent 25

2. Create the scheduler for queue 1:

[edit class-of-service]
user@host# set schedulers sched_queue_1 transmit-rate percent 25
user@host# set schedulers sched_queue_1 excess-rate percent 50

3. Create the scheduler for queue 2:

[edit class-of-service]
user@host# set schedulers sched_queue_2 transmit-rate percent 25

4. Create the scheduler for queue 3:

[edit class-of-service]
user@host# set schedulers sched_queue_3 transmit-rate percent 25

Results Fromconfigurationmode, confirmyour configurationbyentering the showclass-of-service

schedulers command. If the output does not display the intended configuration, repeat

the configuration instructions in this example to correct it.

sched_queue_0 {
transmit-rate percent 25;
excess-rate percent 25;

}
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sched_queue_1 {
transmit-rate percent 25;
excess-rate percent 50;

}
sched_queue_2 {
transmit-rate percent 25;

}
sched_queue_3 {
transmit-rate percent 25;

}

If you are done configuring the device, enter commit from configuration mode.

Configuring Schedulers to Control Excess Rate for Non-High-Priority Queues

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

set class-of-service schedulers sched_queue_0 transmit-rate percent 90
set class-of-service schedulers sched_queue_0 priority high
set class-of-service schedulers sched_queue_1 transmit-rate percent 10
set class-of-service schedulers sched_queue_1 priority low
set class-of-service schedulers sched_queue_2 excess-rate percent 10
set class-of-service schedulers sched_queue_3 excess-rate percent 30

Step-by-Step
Procedure

In this example, the scheduler for queue 0 is configured to transmit up to 90 percent of

traffic if there is enough offered load.When the traffic to queue0 is less than 90percent,

excess rate is configured todistribute the remainingbandwidth in the ratio 1:1:10:30 (when

the offered load on queue 1 is greater than 10 percent), which yields the following

distribution of the remaining bandwidth from queue 0:

• sched_queue_1—0.0244 * x% (1 / 41 * remaining bandwidth (x)%)

• sched_queue_2—0.244 * x% (10 / 41 * remaining bandwidth (x)%)

• sched_queue_3—0.732 * x% (30 / 41 * remaining bandwidth (x)%)

NOTE: Although the transmit-rate values on queues can add up to at most

100 percent, the excess-rate value does not have this restriction because it

is a ratio.

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To configure the schedulers:

1. Create the scheduler for queue 0:
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[edit class-of-service]
user@host# set schedulers sched_queue_0 transmit-rate percent 90
user@host# set schedulers sched_queue_0 priority high

2. Create the scheduler for queue 1:

[edit class-of-service]
user@host# set schedulers sched_queue_1 transmit-rate percent 10
user@host# set schedulers sched_queue_1 priority low

3. Create the scheduler for queue 2:

[edit class-of-service]
user@host# set schedulers sched_queue_2 excess-rate percent 10

4. Create the scheduler for queue 3:

[edit class-of-service]
user@host# set schedulers sched_queue_3 excess-rate percent 30

Results Fromconfigurationmode, confirmyour configurationbyentering the showclass-of-service

schedulers command. If the output does not display the intended configuration, repeat

the configuration instructions in this example to correct it.

sched_queue_0 {
transmit-rate percent 90;
priority high;

}
sched_queue_1 {
transmit-rate percent 10;
priority low;

}
sched_queue_2 {
excess-rate percent 10;

}
sched_queue_3 {
excess-rate percent 30;

}

If you are done configuring the device, enter commit from configuration mode.

Verification

Verifying the Excess Rate Configuration

Purpose Verify that the excess rate configuration is producing the results you expect.

Action From operational mode, enter the show interfaces queue interface command for the

physical interface to verify.
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Meaning The show command output lists the traffic by queue and forwarding class names. Verify

that the Bytes field for active queues on the specified physical interface match the

proportions you expect from the excess rate configuration.

Related
Documentation

How Schedulers Define Output Queue Properties on page 231•

• Configuring a Scheduler on page 456

• excess-rate on page 1015

• CoS Features and Limitations on PTX Series Routers on page 537

Configuring Virtual LANQueuing and Shaping on PTX Series Routers

Supported Platforms PTX Series

You can enable virtual LAN (VLAN) queuing on 100-Gigabit Ethernet interfaces on PTX

Series Packet Transport Routers and specify a traffic-shaping rate for each VLAN. In

conjunction, you can also configure other class-of-service (CoS) features, including

classifiers, schedulers, and rewrite rules.

• Only 100-Gigabit Ethernet interfaces are supported.

• You can configure a maximum of 10 VLANs on each interface.

• Themaximum shaping rate cannot exceed 100 Gbps for all VLANs configured on an

interface.

• Aggregated Ethernet interfaces are not supported.

• The interface wildcard character (*) is not supported—for example, the following

configuration is not supported and should not be used:

set class-of-service interface et-* unit * shaping-rate 1g
set class-of-service interface et-* unit * scheduler-map sch0

To configure per-VLAN queuing and traffic shaping on PTX Series routers:

1. Enable the receptionand transmissionof8021.qVLAN-tagged frameson the interface:

[edit interfaces et-fpc/pic/port]
user@host# set vlan-tagging
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2. Configure logical interface properties.

a. Specify a VLAN identifier for each logical interface:

[edit interfaces et-fpc/pic/port unit logical-unit-number]
user@host# set vlan-id number

NOTE: You can specify amaximum of 10 VLAN identifiers for each
physical interface.

b. Specify a protocol family and IP address for each logical interface:

[edit interfaces et-fpc/pic/port unit logical-unit-number]
user@host# set family (inet | inet6 | mpls) address ip-address

3. Enable per-VLAN queuing on the interface:

[edit interfaces et-fpc/pic/port]
user@host# set per-unit-scheduler

4. Configure per-VLAN traffic shaping by specifying the amount of bandwidth to be

allocated to each logical interface:

[edit class-of-service interfaces et-fpc/pic/port unit logical-unit-number]
user@host# set shaping-rate rate

NOTE: The shaping rate for all VLANs cannot exceed 100 percent of the
bandwidth available on the interface (100 Gbps).

5. (Optional) Configure one or more classifiers and apply them to the logical interface.

a. Define one or more behavior aggregate (BA) classifiers:

[edit class-of-service classifiers]
user@host# set classifier-type classifier-name

b. Define one or more forwarding classes for each classifier:

[edit class-of-service classifiers classifier-type classifier-name]
user@host# set forwarding-class forwarding-class-name loss-priority level
code-points [ aliases ] [ bit-patterns ]

c. Apply one or more classifiers to the logical interface:

[edit class-of-service interfaces interface-name unit logical-unit-number]
user@host# set classifiers classifier-type classifier-name

6. (Optional) Configure one or more rewrite rules to set CoS bits on outgoing packets.

a. Define one or more rewrite rules:
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[edit class-of-service rewrite-rules]
user@host# set traffic-type rewrite-rule-name

b. Define one or more forwarding classes for each rewrite rule:

[edit class-of-service rewrite-rules traffic-type rewrite-rule-name]
user@host# set forwarding-class forwarding-class-name loss-priority level
code-points [ aliases ] [ bit-patterns ]

c. Apply one or more rewrite rules to the logical interface for outgoing traffic:

[edit class-of-service interfaces interface-name unit logical-unit-number]
user@host# set rewrite-rules traffic-type rewrite-rule-name

7. (Optional) Configure one or more scheduler maps and apply them to the logical

interface, that is, VLAN.Use a schedulermap to associate theproperties of the output

queues you define in schedulers with forwarding classes.

a. Specify the name of a scheduler map:

[edit class-of-service]
user@host# set scheduler-maps scheduler-map-name

b. Specify the name of a forwarding class to associate with the scheduler map:

[edit class-of-service scheduler-maps scheduler-map-name]
user@host set forwarding-class forwarding-class-name

c. Specify the nameof a scheduler configured at the [edit class-of-service schedulers

scheduler-name] hierarchy level to associate with the scheduler map:

[edit class-of-service scheduler-maps scheduler-map-name]
user@host# set schedulers scheduler-name

d. Apply the scheduler map to the logical interface, that is, VLAN:

[edit class-of-service]
user@host#set interfaceset-fpc/pic/portunit logical-unit-numberscheduler-map
scheduler-map-name

Related
Documentation

The Junos OS CoS Components Used to Manage Congestion and Control Service

Levels on page 7

•

• Example:ConfiguringVirtual LANQueuingandShaping inPTXSeriesPacketTransport

Routers on page 564

• per-unit-scheduler on page 1122

• shaping-rate on page 1161
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Example:ConfiguringVirtualLANQueuingandShaping inPTXSeriesPacketTransport
Routers

Supported Platforms PTX Series

You can enable virtual LAN (VLAN) queuing on 100-Gigabit Ethernet interfaces on PTX

Series Packet Transport Routers and specify a traffic-shaping rate for each VLAN.

• Requirements on page 564

• Overview on page 564

• Configuration on page 564

Requirements

This example uses the following hardware and software components:

• Junos OS Release 13.2 or later.

• One PTX5000 router.

Overview

This example shows how to configure 10 VLANs, enable class-of-service (CoS) queuing,

and specify a traffic-shaping rate for each VLAN. The total traffic-shaping rate for all

VLANs cannot exceed 100 Gbps.

Configuration

CLI Quick
Configuration

ToconfigureVLANqueuingand traffic shapingon thePTX5000 router, copy the following

commands and paste them into the terminal window of the router:

[edit]
set interfaces et-5/0/0 vlan-tagging
set interfaces et-5/0/0 per-unit-scheduler
set interfaces et-5/0/0 unit 0 vlan-id 0
set interfaces et-5/0/0 unit 1 vlan-id 1
set interfaces et-5/0/0 unit 2 vlan-id 2
set interfaces et-5/0/0 unit 3 vlan-id 3
set interfaces et-5/0/0 unit 4 vlan-id 4
set interfaces et-5/0/0 unit 5 vlan-id 5
set interfaces et-5/0/0 unit 6 vlan-id 6
set interfaces et-5/0/0 unit 7 vlan-id 7
set interfaces et–5/0/0 unit 8 vlan-id 8
set interfaces et-5/0/0 unit 9 vlan-id 9
set class-of-service interfaces et-5/0/0 unit 0 shaping-rate 5g
set class-of-service interfaces et-5/0/0 unit 1 shaping-rate 10g
set class-of-service interfaces et-5/0/0 unit 2 shaping-rate 20g
set class-of-service interfaces et-5/0/0 unit 3 shaping-rate 5g
set class-of-service interfaces et-5/0/0 unit 4 shaping-rate 10g
set class-of-service interfaces et-5/0/0 unit 5 shaping-rate 10g
set class-of-service interfaces et-5/0/0 unit 6 shaping-rate 5g
set class-of-service interfaces et-5/0/0 unit 7 shaping-rate 5g
set class-of-service interfaces et-5/0/0 unit 8 shaping-rate 10g
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set class-of-service interfaces et-5/0/0 unit 9 shaping-rate 20g

Step-by-Step
Procedure

To configure the PTX5000 router:

Enable the reception and transmission of 8021.q VLAN-tagged frames on the

interface:

1.

[edit interfaces]
user@host# set et-5/0/0 vlan-tagging

2. Specify a VLAN identifier for each logical interface:

[edit interfaces]
user@host# set et-5/0/0 unit 0 vlan-id 0
user@host# set et-5/0/0 unit 1 vlan-id 1
user@host# set et-5/0/0 unit 2 vlan-id 2
user@host# set et-5/0/0 unit 3 vlan-id 3
user@host# set et-5/0/0 unit 4 vlan-id 4
user@host# set et–5/0/0 unit 5 vlan-id 5
user@host# set et-5/0/0 unit 6 vlan-id 6
user@host# set et-5/0/0 unit 7 vlan-id 7
user@host# set et-5/0/0 unit 8 vlan-id 8
user@host# set et-5/0/0 unit 9 vlan-id 9

3. Configure per-VLAN traffic shaping by specifying the amount of bandwidth to be

allocated to each logical interface:

[edit class-of-service interfaces]
user@host# set et-5/0/0 unit 0 shaping-rate 5g
user@host# set et-5/0/0 unit 1 shaping-rate 10g
user@host# set et-5/0/0 unit 2 shaping-rate 20g
user@host# set et-5/0/0 unit 3 shaping-rate 5g
user@host# set et-5/0/0 unit 4 shaping-rate 10g
user@host# set et-5/0/0 unit 5 shaping-rate 10g
user@host# set et-5/0/0 unit 6 shaping-rate 5 g
user@host# set et-5/0/0 unit 7 shaping-rate 5g
user@host# set et-5/0/0 unit 8 shaping-rate 10g
user@host# set et-5/0/0 unit 0 shaping-rate 20g

Results

Confirmyour resultsbyentering the showinterfacesand showclass-of-servicecommands:

user@host# show interfaces
et-5/0/0  {
    vlan-tagging;
    unit 0 {
        vlan-id 0;
    }
    unit 1 {
        vlan-id 1;
    }
    unit 2 {
        vlan-id 2;

565Copyright © 2017, Juniper Networks, Inc.

Chapter 16: Configuring Class of Service on PTX Series Packet Transport Routers



    }
    unit 3 {
        vlan-id 3;
    }
    unit 4 {
        vlan-id 4;
    }
    unit 5 {
        vlan-id 5;
    }
    unit 6 {
        vlan-id 6;
    }
    unit 7 {
        vlan-id 7;
    }
    unit 8 {
        vlan-id 8;
    }
    unit 9 {
        vlan-id 9;
    }
}

user@host# show class-of-service
interfaces {
    et-5/0/3 {
        unit 0 {
            shaping-rate 5g;
        }
        unit 1 {
            shaping-rate 10g;
        }
        unit 2 {
            shaping-rate 20g;
        }
        unit 3 {
            shaping-rate 5g;
        }
        unit 4 {
            shaping-rate 10g;
        }
        unit 5 {
            shaping-rate 10g;
        }
        unit 6 {
            shaping-rate 5g;
        }
        unit 7 {
            shaping-rate 5g;
        }
        unit 8 {
            shaping-rate 10g;
        }
        unit 9 {
            shaping-rate 20g;
        }
    }
}
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Related
Documentation

Configuring Virtual LAN Queuing and Shaping on PTX Series Routers on page 561•

• per-unit-scheduler on page 1122

• shaping-rate on page 1161

Example: Configuring Strict-Priority Scheduling on a PTX Series Router

Supported Platforms PTX Series

This example shows how to configure strict-priority scheduling for a physical interface

on a PTX Series router.

• Requirements on page 567

• Overview on page 567

• Configuration on page 568

• Verification on page 572

Requirements

This example uses the following hardware and software components:

• One PTX Series Packet Transport Router

• One or more routers that provide input packets and receive output packets

• Junos OS Release 13.3 or later

Overview

Thisexample illustrateshowyouconfigure strict-priority scheduling foraphysical interface

on a PTX Series router to perform processing of queues in strict-priority order. Queues

in the guaranteed region with the same priority are processed in round-robin fashion.

Queues in the excess region are processed based on theWRR algorithm.

When you configure strict-priority scheduling, use the following guidelines:

• The configured transmit-rate does not affect the queue drain rate because packets

are processed in order of queue priority.

• You can configure only one queue with strict-high priority at the [edit class-of-service

schedulers scheduler-name priority] hierarchy level.

• You cannot configure both transmit-rate exact and strict-high priority at the [edit

class-of-service schedulers scheduler-name] hierarchy level.

• Youcannotconfigurescheduler-maporshaping-rateonan interfacewhereyouconfigure

an output traffic control profile.

• You cannot configure transmit-rate on a queuewith low priority or the commit will fail.
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NOTE: If a strict-high priority queue is constantly loaded to 100 percent of
traffic capacity, other queues are starved. Queue starvation can cause the
interface hardware to generate critical interrupts (see PR849914).

In Figure 57 on page 568, the PTX Series router has inputs from Router A, et-1/1/15 and

et-1/1/12, and an output to Router B, et-7/1/12. This example configures classification on

the two ingress Interfacesandconfigures strict-priority schedulingon theegress interface.

Figure 57: Topology for Configuring Strict-Priority Scheduling on a PTX
Series Router

Configuration

Configuring Strict-Priority Scheduling

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

setclass-of-serviceclassifiersdscpcls forwarding-classbe loss-priorityhighcode-points
000000

set class-of-service classifiers dscp cls forwarding-class ef loss-priority medium-high
code-points 000001

set class-of-service classifiers dscp cls forwarding-class af loss-priority medium-low
code-points 000010

set class-of-service classifiers dscp cls forwarding-class nc loss-priority low code-points
000011

setclass-of-serviceclassifiersdscpcls forwarding-classaf11 loss-priority lowcode-points
000100

setclass-of-serviceclassifiersdscpcls forwarding-classaf12 loss-priority lowcode-points
000101

setclass-of-serviceclassifiersdscpcls forwarding-classaf13 loss-priority lowcode-points
000110

setclass-of-serviceclassifiersdscpcls forwarding-classnc2 loss-priority lowcode-points
000111

set class-of-service forwarding-classes queue 0 be
set class-of-service forwarding-classes queue 1 ef
set class-of-service forwarding-classes queue 2 af
set class-of-service forwarding-classes queue 3 nc
set class-of-service forwarding-classes queue 4 af11
set class-of-service forwarding-classes queue 5 af12
set class-of-service forwarding-classes queue 6 af13
set class-of-service forwarding-classes queue 7 nc2
set class-of-service traffic-control-profiles tcp1 scheduler-map sch0
set class-of-service traffic-control-profiles tcp1 strict-priority-scheduler
set class-of-service interfaces et-1/1/12 unit 0 classifiers dscp cls

Copyright © 2017, Juniper Networks, Inc.568

Class of Service Feature Guide for Routing Devices

https://prsearch.juniper.net/InfoCenter/index?page=prcontent&id=PR849914&smlogin=true


set class-of-service interfaces et-1/1/15 unit 0 classifiers dscp cls
set class-of-service interfaces et-7/1/12 output-traffic-control-profile tcp1
set class-of-service scheduler-maps sch0 forwarding-class be scheduler be_sch
set class-of-service scheduler-maps sch0 forwarding-class ef scheduler ef_sch
set class-of-service scheduler-maps sch0 forwarding-class af scheduler af_sch
set class-of-service scheduler-maps sch0 forwarding-class nc scheduler nc_sch
set class-of-service scheduler-maps sch0 forwarding-class af11 scheduler af11_sch
set class-of-service scheduler-maps sch0 forwarding-class af12 scheduler af12_sch
set class-of-service scheduler-maps sch0 forwarding-class af13 scheduler af13_sch
set class-of-service scheduler-maps sch0 forwarding-class nc2 scheduler nc2_sch
set class-of-service schedulers be_sch transmit-rate percent 60
set class-of-service schedulers be_sch priority high
set class-of-service schedulers ef_sch transmit-rate percent 5
set class-of-service schedulers ef_sch priority medium-high
set class-of-service schedulers af_sch transmit-rate percent 5
set class-of-service schedulers af_sch priority high
set class-of-service schedulers nc_sch transmit-rate percent 5
set class-of-service schedulers nc_sch priority strict-high
set class-of-service schedulers af11_sch transmit-rate percent 5
set class-of-service schedulers af11_sch priority high
set class-of-service schedulers af12_sch transmit-rate percent 5
set class-of-service schedulers af12_sch priority medium-high
set class-of-service schedulers af13_sch transmit-rate percent 5
set class-of-service schedulers af13_sch priority medium-low
set class-of-service schedulers nc2_sch priority low

Step-by-Step
Procedure

In this example, eight schedulers are configured based on eight DSCP classifier

configurations. Eachassociatedscheduler isassignedapriorityand transmit rate, although

the transmit rate is ignored by the strict-priority scheduler. The scheduler map sch0 is

configuredwith themappingof forwardingclasses to schedulers.Within the traffic control

profile tcp1, the scheduler map and the strict-priority scheduler feature are configured.

Two input interfaces on thePTXSeries router, et-1/1/12 andet-1/1/15, are configuredwith

the DSCP classifiers. The output traffic control profile on et-7/1/12 is configured with the

traffic control profile tcp1.

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

To configure strict-priority scheduling:

1. Configure the DSCP forwarding classes.

[edit class-of-service dscp cls]
user@host# set forwarding-class be loss-priority high code-points 000000
user@host#set forwarding-classef loss-prioritymedium-highcode-points000001
user@host# set forwarding-class af loss-prioritymedium-lowcode-points000010
user@host# set forwarding-class nc loss-priority low code-points 000011
user@host# set forwarding-class af11 loss-priority low code-points 000100
user@host# set forwarding-class af12 loss-priority low code-points 000101
user@host# set forwarding-class af13 loss-priority low code-points 000110
user@host# set forwarding-class nc2 loss-priority low code-points 000111

2. Configure the mapping of queues to forwarding classes.
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[edit class-of-service forwarding-classes]
user@host# set queue 0 be
user@host# set queue 1 ef
user@host# set queue 2 af
user@host# set queue 3 nc
user@host# set queue 4 af11
user@host# set queue 5 af12
user@host# set queue 6 af13
user@host# set queue 7 nc2

3. Configure the transmit rate and priority for each scheduler.

Althoughyoucanconfigurea transmit rate, the value that youconfigure is overridden

by the strict-priority scheduler.

[edit class-of-service]
user@host# set schedulers be_sch transmit-rate percent 60
user@host# set schedulers be_sch priority high
user@host# set schedulers ef_sch transmit-rate percent 5
user@host# set schedulers ef_sch priority medium-high
user@host# set schedulers af_sch transmit-rate percent 5
user@host# set schedulers af_sch priority high
user@host# set schedulers nc_sch transmit-rate percent 5
user@host# set schedulers nc_sch priority strict-high
user@host# set schedulers af11_sch transmit-rate percent 5
user@host# set schedulers af11_sch priority high
user@host# set schedulers af12_sch transmit-rate percent 5
user@host# set schedulers af12_sch priority medium-high
user@host# set schedulers af13_sch transmit-rate percent 5
user@host# set schedulers af13_sch priority medium-low
user@host# set schedulers nc2_sch priority low

4. Configure the schedulermapwith themappingof forwarding classes to schedulers.

[edit class-of-service scheduler-maps sch0]
user@host# set forwarding-class be scheduler be_sch
user@host# set forwarding-class ef scheduler ef_sch
user@host# set forwarding-class af scheduler af_sch
user@host# set forwarding-class nc scheduler nc_sch
user@host# set forwarding-class af11 scheduler af11_sch
user@host# set forwarding-class af12 scheduler af12_sch
user@host# set forwarding-class af13 scheduler af13_sch
user@host# set forwarding-class nc2 scheduler nc2_sch

5. Configure the traffic control profile to do strict-priority scheduling and define the

scheduler map to use.

[edit class-of-service traffic-control-profiles tcp1]
user@host# set scheduler-map sch0
user@host# set strict-priority-scheduler

6. Apply the classifiers to the input interfaces, and the traffic control profile to the

output interface.

[edit class-of-service interfaces]
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user@host# set et-1/1/12 unit 0 classifiers dscp cls
user@host# set et-1/1/15 unit 0 classifiers dscp cls
user@host# set et-7/1/12 output-traffic-control-profile tcp1

Results Fromconfigurationmode, confirmyour configurationbyentering the showclass-of-service

command. If the output does not display the intended configuration, repeat the

configuration instructions in this example to correct it.

[edit]
user@host# show class-of-service
forwarding-classes {
queue 0 be;
queue 1 ef;
queue 2 af;
queue 3 nc;
queue 4 af11;
queue 5 af12;
queue 6 af13;
queue 7 nc2;

}
interfaces {
et-1/1/12 {
unit 0 {
classifiers {
dscp cls;

}
}

}
et-1/1/15 {
unit 0 {
classifiers {
dscp cls;

}
}

}
et-7/1/12 {
output-traffic-control-profile tcp1;

}
}
scheduler-maps {
sch0 {
forwarding-class be scheduler be_sch;
forwarding-class ef scheduler ef_sch;
forwarding-class af scheduler af_sch;
forwarding-class nc scheduler nc_sch;
forwarding-class af11 scheduler af11_sch;
forwarding-class af12 scheduler af12_sch;
forwarding-class af13 scheduler af13_sch;
forwarding-class nc2 scheduler nc2_sch;

}
}
schedulers {
be_sch {
transmit-rate percent 60;
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priority high;
}
ef_sch {
transmit-rate percent 5;
priority medium-high;

}
af_sch {
transmit-rate percent 5;
priority high;

}
nc_sch {
transmit-rate percent 5;
priority strict-high;

}
af11_sch {
transmit-rate percent 5;
priority high;

}
af12_sch {
transmit-rate percent 5;
priority medium-high;

}
af13_sch {
transmit-rate percent 5;
priority medium-low;

}
nc2_sch {
priority low;

}
}
traffic-control-profiles {
tcp1 {
scheduler-map sch0;
strict-priority-scheduler;

}
}

Verification

Verifying Strict-Priority Scheduling

Purpose Verify that the strict-priority scheduling configuration is producing the results you expect.

Action From operational mode, enter the show interfaces queue interface-name interface-name

command and select the output physical interface to verify.

user@host> show interfaces queue interface-name et-7/1/12

Physical interface: et-7/1/12, Enabled, Physical link is Up
  Interface index: 231, SNMP ifIndex: 612
Forwarding classes: 16 supported, 8 in use
Egress queues: 8 supported, 8 in use
Queue: 0, Forwarding classes: be
  Queued:
    Packets              :                394488                131507 pps
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    Bytes                :             591732000            1578084848 bps
  Transmitted:
    Packets              :                394488                131507 pps
    Bytes                :             591732000            1578084848 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: ef
  Queued:
    Packets              :                234498                 82115 pps
    Bytes                :             352963584             988886784 bps
  Transmitted:
    Packets              :                 82425                 27551 pps
    Bytes                :             123637500             330618176 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                152073                 54564 pps
    RED-dropped bytes    :             229326084             658268608 bps
Queue: 2, Forwarding classes: af
  Queued:
    Packets              :                345175                115068 pps
    Bytes                :             517762500            1380824240 bps
  Transmitted:
    Packets              :                345175                115068 pps
    Bytes                :             517762500            1380824240 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: nc
  Queued:
    Packets              :                986224                328769 pps
    Bytes                :            1479336000            3945236360 bps
  Transmitted:
    Packets              :                986224                328769 pps
    Bytes                :            1479336000            3945236360 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 4, Forwarding classes: af11
  Queued:
    Packets              :                493110                164383 pps
    Bytes                :             739665000            1972606056 bps
  Transmitted:
    Packets              :                493110                164383 pps
    Bytes                :             739665000            1972606056 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 5, Forwarding classes: af12
  Queued:
    Packets              :                461830                164375 pps
    Bytes                :             695777416            1981272728 bps
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  Transmitted:
    Packets              :                 82778                 27543 pps
    Bytes                :             124167000             330521208 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                379052                136832 pps
    RED-dropped bytes    :             571610416            1650751520 bps
Queue: 6, Forwarding classes: af13
  Queued:
    Packets              :                462258                164556 pps
    Bytes                :             696421280            1983445256 bps
  Transmitted:
    Packets              :                 82973                 27637 pps
    Bytes                :             124459500             331648480 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                379285                136919 pps
    RED-dropped bytes    :             571961780            1651796776 bps
Queue: 7, Forwarding classes: nc2
  Queued:
    Packets              :                227750                 82215 pps
    Bytes                :             343447000             991843712 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                227750                 82215 pps
    RED-dropped bytes    :             343447000             991843712 bps

Meaning The show command output lists the traffic by queue and forwarding class names. The

Bytes fieldunder theTransmitted field for eachqueueshows theactual bytes transmitted.

From the sample output, you can see that the strict-high queue gets the highest priority

and transmits without drops. The high-priority queues are then transmitted. The

medium-high andmedium-low priority queues are processed in a round-robin fashion.

The low-priority queue is starved. Starvation of queues can lead to fatal interrupts (see

PR849914).

Keep in mind the following conditions that apply to strict-priority scheduling:

• If the traffic on theoutput interface is undersubscribed, noqueueshould showdropped

traffic.

• The strict-high queue is processed first, followed by the high-priority queues (in a

round-robin fashion), and finally all remaining queues in the guaranteed region (in a

round-robin fashion).

• If the ingress traffic exceeds the capacity of the output interface, the queues are

processed in strict-priority order.

• Queues in the excess region are processed based on theWRR algorithm.
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Related
Documentation

Understanding Scheduling on PTX Series Routers on page 541•

• Example:ConfiguringExcessRate forPTXSeriesPacketTransportRoutersonpage554

• Understanding CoS CLI Configuration Statements on PTX Series Routers on page 575

• How Schedulers Define Output Queue Properties on page 231

• Configuring a Scheduler on page 456

• excess-rate on page 1015

• strict-priority-scheduler on page 1178

• traffic-control-profiles on page 1190

Understanding CoS CLI Configuration Statements on PTX Series Routers

Supported Platforms PTX Series

PTXSeriesPacketTransportRoutershavenonewJunosOSCLI configurationstatements.

However, some statements or statement options supported on other platforms are not

supported or may not have effect on PTX Series devices. These exceptions are

summarized here.

[edit chassis] Hierarchy Level

The following statement is not applicable to PTXSeries Packet Transport Routers. There

are always eight queues available. However, if there is a requirement to use only four of

eight queues, you can do this by configuring the forwarding class to queuemapping, as

appropriate.

[edit chassis fpc slot-number pic pic-number],
max-queues-per-interface (4 | 8);

The following CLI is not applicable to PICs supported on PTX Series Packet Transport

Routers:

[edit chassis fpc slot-number pic pic-number],
q-pic-large-buffer {
[large-scale | small-scale]

}

On PTX Series Packet Transport Routers, buffer occupancy is computed as weighted

average. However, configuration of weight at the PIC level is not supported. The default

weights are applied.

[edit chassis fpc slot-number pic pic-number],
red-buffer-occupancy {
weighted-averaged [ instant-usage-weight-exponent ]weight-value;

}

The following CLI is not applicable to PICs supported on PTX Series Packet Transport

Routers:

[edit chassis fpc slot-number pic pic-number],
traffic-manager {
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egress-shaping-overhead number;
ingress-shaping-overhead number;
mode session-shaping;

}

[edit class-of-service] Hierarchy Level

The following CLI is not applicable to PTX Series Packet Transport Routers because

there are no separate fabric queues and egress queues:

fabric {
scheduler-map {
priority (high | low) scheduler scheduler-name;

}
}

The following CLI does not support the priority and policing-priority options.

forwarding-classes {
class queue-num queue-number priority (high | low);
queue queue-number class-name priority (high | low) [ policing-priority (premium |
normal) ];

}

The following statements are not supported on PTX Series Packet Transport Routers:

• inet-precedence rewrite

• Rewrite of both exp and inet-precedence fields for VPN and non-VPN traffic that use

thempls-inet-both andmpls-inet-both-non-vpn protocol types.

• exp-push-push-push and exp-swap-push-push rules

• input-scheduler-map and input-shaping-rate

• The physical interface scheduler is applied on the Packet Forwarding Engine, hence

the scheduler-map-chassis statement is not applicable.

interfaces {
interface-name {
input-scheduler-mapmap-name;
input-shaping-rate rate;
scheduler-map-chassismap-name;
unit logical-unit-number {
rewrite-rules{
inet-precedence (rewrite-name | default) protocol
protocol-types;
exp (write-name | default) protocol protocol-types;
exp-push-push-push default;
exp-swap-push-push default;

}
}

}
}

In the following CLI, only the inet-precedence statement is not supported.

rewrite-rules {
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(dscp | dscp-ipv6 | exp | ieee-802.1 |ieee-802.1ad |inet-precedence) rewrite-name {
import (rewrite-name | default);
forwarding-class class-name {
loss-priority level code-point (alias | bits);

}
}

}

Classifierson routing instancesarenot supportedonPTXSeriesPacketTransportRouters

because L3VPN is not supported. Hence, the following CLI is not applicable.

[edit class-of-service]
routing-instances routing-instance-name {
classifiers {
exp (classifier-name | default);
dscp (classifier-name | default);
dscp-ipv6 (classifier-name | default);

}
}

The following limitations apply to statements under schedulers on PTX Series Packet

Transport Routers:

• protocol (non-tcp | tcp) is not supported for drop-profile-map. The any option is

supported.

• excess-priority is not supported.

• rate-limit is supported for transmit-rate. It is appliedonlywhenschedulersareconfigured

as strict-high.

schedulers (CoS) {
scheduler-name {
buffer-size (percent percentage | remainder | temporalmicroseconds);
drop-profile-map loss-priority (any | low | medium-low | medium-high
high) protocol (any ) drop-profile profile-name;
priority priority-level;
transmit-rate (rate | percent percentage | remainder) <exact | rate-limit>;

}
}

NOTE: Configurations that are supported only on Gigabit Ethernet IQ PICs,
channelized IQ PICs, and so forth are not applicable to PTX Series Packet
Transport Routers. These PICs are not supported on this platform. Those
CLIs are not listed here.

[edit firewall] Hierarchy Level

In the following CLI, the dscp clause is not supported.

family family-name {
filter filter-name {
term term-name {
from {
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match-conditions;
}
then {
dscp 0;
forwarding-class class-name;
loss-priority (high | low);
three-color-policer {
(single-rate | two-rate) policer-name;

}
}

}
}
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CHAPTER 17

Configuring Class of Service on T Series
Core Routers

• CoS Features and Limitations on M Series and T Series Routers on page 579

• Packet Flow on Juniper Networks T Series Core Routers on page 586

• Identifying PICs Restricted to Four Queues on T Series Core Routers on page 589

• Managing Ingress Oversubscription at the PFE on page 590

• Configuring Traffic Class Maps to Manage Ingress Oversubscription on page 591

• Example: Configuring Traffic Class Maps on page 594

• Applying a Shaping Rate to Physical Interfaces Overview on page 605

• Configuring the Shaping Rate for Physical Interfaces on page 605

CoS Features and Limitations onMSeries and T Series Routers

Supported Platforms MSeries, T Series

Juniper Networks M320Multiservice Edge Routers and T Series Core Routers, as well as

M Series Multiservice Edge Routers with enhanced Flexible PIC Concentrators (FPCs),

have more CoS capabilities than M Series routers that use other FPCmodels.

Table 59 on page 490 lists some of these the differences.

To determine whether your M Series router is equipped with an enhanced FPC, issue the

show chassis hardware command. The presence of an enhanced FPC is designated by

the E-FPC description in the output.

user@host> show chassis hardware
Hardware inventory:
Item              Version  Part number Serial number     Description
Chassis                                31959             M7i
Midplane         REV 02   710-008761   CA0209            M7i Midplane
Power Supply 0   REV 04   740-008537   PD10272           AC Power Supply
Routing Engine   REV 01   740-008846   1000396803        RE-5.0
CFEB             REV 02   750-009492   CA0166            Internet Processor IIv1
FPC 0                                                    E-FPC
  PIC 0          REV 04   750-003163   HJ6416            1x G/E, 1000 BASE-SX
  PIC 1          REV 04   750-003163   HJ6423            1x G/E, 1000 BASE-SX
  PIC 2          REV 04   750-003163   HJ6421            1x G/E, 1000 BASE-SX
  PIC 3          REV 02   750-003163   HJ0425            1x G/E, 1000 BASE-SX
FPC 1                                                    E-FPC
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  PIC 2          REV 01   750-009487   HM2275            ASP - Integrated
  PIC 3          REV 01   750-009098   CA0142            2x F/E, 100 BASE-TX

Manyoperations involving theDSCPbits dependon the router andPIC type. For example,

some DSCP classification configurations for MPLS and Internet can only be performed

on M120 routers, M320 routers with Enhanced Type III FPCs, and MX Series routers only.

Table 59 onpage 490 summarizes CoS features and limitations onMSeries andTSeries

routers.

NOTE: The T4000 router supports the lowest of the scaling numbers for
classifiers, rewrite rules, andWRED associated with MX Series and T Series
routers.

Table 65: CoS Features and Limitations onMSeries and T Series Routers

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

Classifiers
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Table 65: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

On IQ2 and IQ2E PICs, the CoS classification and CoS
rewrite processes are off-loaded from the FPC to the PIC,
so the capabilities and limitations of these types of PICs
must be taken into consideration.

For M Series router FPCs, the one-classifier limit includes
the default IP precedence classifier. If you create a new
classifier and apply it to an interface, the new classifier
does not override thedefault classifier for other interfaces
on the same FPC. In general, the first classifier associated
with a logical interface is used. The default classifier can
be replacedonlywhenasingle interface is associatedwith
the default classifier.

Only 58 user-configurable BA classifiers can be attached
to logical interfaces on Type-4 FPCs in T640, T1600, or
T4000 routers, because six default classifiers are
automatically attached to the interfaces.When interfaces
on the FPC come up, three default classifiers are installed
in the FPC ASIC table: IPv4 and IPv6, MPLS tagging, and
multiservices. Next, three default BA classifiers are
installed: DSCP IPv6 (9), and MPLS EXP (10), and IP
precedence (13).

For user-defined BA classifier types (dscp, dscp-ipv6,
ieee-802.1p, ieee-802.1ad, inet-precedence, andmpls-exp),
you can attach amaximum of 32 classifiers of the same
type (includingonedefault classifier) to a logical interface
hosted on a Type-4 FPC in a T640, T1600, or T4000
router.

You can attach amaximum of 8 user-configured BA
classifiers of the same type to a logical interface hosted
on an Enhanced Scaling FPC in a T640, T1600, or T4000
router.

64 or 58
total

6481Maximum
numberperFPC
or PIC

On all routers, you cannot configure IP precedence and
DiffServ code point (DSCP) classifiers on a single logical
interface, because both apply to IPv4 packets.

YesYesYesNodscp
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Table 65: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

For T Series routers, you can apply separate classifiers for
IPv4 and IPv6 packets per logical interface.

For M Series router enhanced FPCs, you cannot apply
separate classifiers for IPv4 and IPv6 packets. Classifier
assignment works as follows:

• If you assign a DSCP classifier only, IPv4 and IPv6
packets are classified using the DSCP classifier.

• If you assign an IP precedence classifier only, IPv4 and
IPv6 packets are classified using the IP precedence
classifier. The lower three bits of the DSCP field are
ignored because IP precedencemapping requires the
upper three bits only.

• If you assign either the DSCP or the IP precedence
classifier in conjunction with the DSCP IPv6 classifier,
the commit fails.

• If you assign a DSCP IPv6 classifier only, IPv4 and IPv6
packets are classified using the DSCP IPv6 classifier,
but the commit displays a warning message.

YesYesYesNodscp-ipv6

OnM Series router enhanced FPCs and T Series routers,
if you associate an IEEE 802.1p classifier with a logical
interface, you cannot associate any other classifier with
that logical interface.

For most PICs, if you apply an IEEE 802.1p classifier to a
logical interface, you cannot apply non-IEEE classifiers on
other logical interfaces on the same physical interface.
This restriction does not apply to Gigabit Ethernet IQ2
PICs.

YesYesYesNoieee-802.1p

Onall routers, youcannotassign IPprecedenceandDSCP
classifiers to a single logical interface, becauseboth apply
to IPv4 packets.

YesYesYesYesinet-precedence

For M Series router FPCs, only the default MPLS EXP
classifier is supported; the default MPLS EXP classifier
takes the EXP bits 1 and 2 as the output queue number.

YesYesYesYesmpls-exp

–NoNoNoNoLoss priorities
based on the
Frame Relay
discard eligible
(DE) bit
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Table 65: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

Drop Profiles

–3232162Maximum
numberperFPC
or PIC

–YesYesYesNoPer queue

–YesYesYesYesPer loss priority

–YesYesYesNoPer
Transmission
ControlProtocol
(TCP) bit

Policing

–NoNoNoNoAdaptive
shaping for
Frame Relay
traffic

–YesYesYesYesTraffic policing

Allows you to configure up to four loss priorities.
Two-rate TCM is supported on T Series routers with
Enhanced III FPCs and the T640 Core Router with
Enhanced Scaling FPC4.

YesYesNoNoTwo-rate
tricolor marking
(TCM)

–NoNoNoNoVirtual channels

Queuing
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Table 65: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

Gigabit Ethernet IQ2 PICs support only one queue in the
scheduler map withmedium-high, high, or strict-high
priority. If more than one queue is configured with high or
strict-high priority, the one that appears first in the
configuration is implemented as strict-high priority. This
queue receives unlimited transmission bandwidth.
The remaining queues are implemented as low priority,
which means they might be starved.

On the IQE PIC, you can rate-limit the strict-high and high
queues. Without this limiting, traffic that requires low
latency (delay) such as voice can block the transmission
of medium-priority and low-priority packets. Unless
limited, high and strict-high traffic is always sent before
lower priority traffic.

Support for themedium-low andmedium-high queuing
priority mappings varies by FPC type.

YesYesYesNoPriority

Per-queueoutput statisticsare shown in theoutputof the
show interfaces queue command.

YesYesYesNoPer-queue
output statistics

Rewrite Markers

On IQ2 and IQ2E PICs, the CoS classification and CoS
rewrite processes are off-loaded from the FPC to the PIC,
so the capabilities and limitations of these types of PICs
must be taken into consideration.

6464No
maximum

No
maximum

Maximum
numberperFPC
or PIC

For M Series router Enhanced FPCs, bits 0 through 5 are
rewritten, and bits 6 through 7 are preserved.

ForM320andTSeries routernon-IQFPCs,bits0 through5
are rewritten, and bits 6 through 7 are preserved.

For M320 and T Series router FPCs, youmust decode the
loss priority using the firewall filter before you canuse loss
priority to select the rewrite CoS value.

For M320 and T Series router FPCs, Multiservices and
Services PIC link services IQ interfaces (lsq-) do not
support DSCP rewrite markers.

YesYesYesNodscp
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Table 65: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

ForMSeries routerEnhancedFPCsandM320andTSeries
router FPCs, bits 0 through 5 are rewritten, and bits 6
through 7 are preserved.

ForM320andTSeries routers FPCs, youmust decode the
loss priority using the firewall filter before you canuse loss
priority to select the rewrite CoS value.

For M320 and T Series router FPCs, Multiservices and
Services PIC link services IQ interfaces (lsq-) do not
support DSCP rewrite markers.

YesYesYesNodscp-ipv6

–NoNoNoNoframe-relay-de

For M Series router enhanced FPCs and T Series router
FPCs, fixed rewrite loss priority determines the value for
bit 0; queue number (forwarding class) determines
bits 1 and 2. For IQ PICs, you can only configure one
IEEE 802.1 rewrite rule on a physical port. All logical ports
(units) on that physical port should apply the same
IEEE 802.1 rewrite rule.

On T Series routers only, when you configure IEEE 802.1p
rewrite marking on Gigabit Ethernet IQ, Gigabit Ethernet
IQ2, Gigabit Ethernet Enhanced IQ (IQE), and Gigabit
Ethernet Enhanced IQ2 (IQ2E)PICs, you cannot configure
more than eight forwarding classes. This limitation does
not apply toMSeries routers. OnMSeries routers, you can
configure up to 16 forwarding classes when you configure
IEEE 802.1p rewrite marking on any of these PICs.

YesYesYesNoieee-802.1

For M Series router FPCs, bits 0 through 2 are rewritten,
and bits 3 through 7 are preserved.

For M Series router Enhanced FPCs, bits 0 through 2 are
rewritten, bits 3 through5are cleared, andbits 6 through 7
are preserved.

For M320 and T Series routers FPCs, bits 0 through 2 are
rewritten and bits 3 through 7 are preserved.

For M320 and T Series router FPCs, youmust decode the
loss priority using the firewall filter before you canuse loss
priority to select the rewrite CoS value.

YesYesYesYesinet-precedence
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Table 65: CoS Features and Limitations onMSeries and T Series Routers (continued)

Details

Interface Hardware

CoS Feature

Type-4
or
Enhanced
Scaling
FPCs in
T Series
Routers

FPCs in
M320 or
T Series
Routers

Enhanced
FPCs in
M120
Routers

FPCs in
M120
Routers

For M320 and T Series router FPCs, youmust decode the
loss priority using the firewall filter before you canuse loss
priority to select the rewrite CoS value.

For M Series routers FPCs, fixed rewrite loss priority
determines the value for bit 0; queue number (forwarding
class) determines bits 1 and 2.

YesYesYesYesmpls-exp

Related
Documentation

Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51•

• Managing Congestion by Setting Packet Loss Priority for Different Traffic Flows on

page 337

• Platform Support for Priority Scheduling on page 307

• CoSFeatures andLimitationson IQ2and IQ2EPICs (MSeries andTSeries) onpage 717

Packet Flow on Juniper Networks T Series Core Routers

Supported Platforms PTX Series, T Series

On T Series Core Routers, CoS actions are performed in several locations: the incoming

and outgoing Switch Interface ASICs, the T Series router Internet Processor ASIC, and

the Queuing and Memory Interface ASICs. These locations are shown in

Figure 58 on page 587.
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Figure 58: T Series Router Packet Forwarding Engine Components and Data Flow

This topic describes the packet flow through the following components in more detail:

• Incoming Switch Interface ASICs on page 587

• T Series Routers Internet Processor ASIC on page 587

• Queuing and Memory Interface ASICs on page 588

• Outgoing Switch Interface ASICs on page 588

Incoming Switch Interface ASICs

When a data packet is passed from the receiving interface to its connected FPC, it is

receivedby the incomingSwitch InterfaceASICon that specific FPC.During theprocessing

of the packet by this ASIC, the information in the packet’s header is examined by a BA

classifier. This classification action associates the packet with a particular forwarding

class. In addition, the value of the packet’s loss priority bit is set by this classifier. Both

the forwarding class and loss priority information are placed into the notification cell,

which is then transmitted to the T Series router Internet Processor ASIC.

T Series Routers Internet Processor ASIC

TheTSeries router InternetProcessorASIC receivesnotificationcells representing inbound

datapackets andperforms route lookups in the forwarding table. This lookupdetermines

the outgoing interface on the router and the next-hop IP address for the data packet.
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While the packet is being processed by the T Series router Internet Processor ASIC, it

might also be evaluated by a firewall filter, which is configured on either the incoming or

outgoing interface. This filter can perform the functions of a multifield classifier by

matching onmultiple elements within the packet and overwriting the forwarding class

settings, loss priority settings, or both within the notification cell. Once the route lookup

and filter evaluations are complete, the notification cell, now called the result cell, is

passed to the Queuing and Memory Interface ASICs.

Queuing andMemory Interface ASICs

The Queuing and Memory Interface ASICs pass the data cells to memory for buffering.

The data cells are placed into a queue to await transmission on the physical media. The

specific queue used by the ASICs is determined by the forwarding class associated with

the data packet. The configuration of the queue itself helps determine the service the

packet receives while in this queued state. This functionality guarantees that certain

packetsare servicedand transmittedbeforeother packets. In addition, thequeuesettings

and the packet’s loss priority setting determine which packets might be dropped from

the network during periods of congestion.

In addition to queuing the packet, the outgoing I/O Manager ASIC is responsible for

ensuring that CoS bits in the packet’s header are correctly set before it is transmitted.

This rewrite function helps the next downstream router perform its CoS function in the

network.

The Queuing and Memory Interface ASIC sends the notification to the Switch Interface

ASIC facing the switch fabric, unless the destination is on the same Packet Forwarding

Engine. In this case, the notification is sent back to the Switch Interface ASIC facing the

outgoing ports, and the packets are sent to the outgoing port without passing through

the switch fabric. The default behavior is for fabric priority queuing on egress interfaces

to match the scheduling priority you assign. High-priority egress traffic is automatically

assigned to high-priority fabric queues.

The Queuing and Memory Interface ASIC forwards the notification, including next-hop

information, to the outgoing Switch Interface ASIC.

Outgoing Switch Interface ASICs

The destination Switch Interface ASIC sends bandwidth grants through the switch fabric

to theoriginatingSwitch InterfaceASIC.TheQueuingandMemory InterfaceASIC forwards

the notification, including next-hop information, to theSwitch InterfaceASIC. TheSwitch

Interface ASIC sends read requests to the Queuing and Memory Interface ASIC to read

the data cells out of memory, and passes the cells to the Layer 2 or Layer 3 Packet

Processing ASIC. The Layer 2 or Layer 3 Packet Processing ASIC reassembles the data

cells into packets, adds Layer 2 encapsulation, and sends the packets to the outgoing

PIC interface. The outgoing PIC sends the packets out into the network.

Related
Documentation

Packet Flow Through the Junos OS CoS Process Overview on page 15•

• Packet Flow on Juniper Networks M Series Multiservice Edge Routers on page 498

• Packet Flow on MX Series 3D Universal Edge Routers on page 508
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Identifying PICs Restricted to Four Queues on T Series Core Routers

Supported Platforms T Series

Some Juniper Networks T Series Core Router PICs support up to 16 forwarding classes

and are restricted to 4 queues. Contact Juniper Networks customer support for a current

list of T Series router PICs that are restricted to four queues.

To determine howmany queues an interface supports, you can check the CoS queues

output field of the show interfaces interface-name extensive command:

user@host> show interfaces so-1/0/0 extensive
CoS queues: 8 supported

By default, for T Series router PICs that are restricted to four queues, the router overrides

the global configuration based on the following formula:

Qr = Qdmod Rmax

Qr is the queue number assigned if the PIC is restricted to four queues.

Qd is the queue number that would have beenmapped if this PIC were not restricted.

Rmax is the maximum number of restricted queues available. Currently, this is four.

For example, assume youmap the forwarding class ef to queue 6. For a PIC restricted to

four queues, the queue number for forwarding class ef isQr = 6mod 4 = 2.

Todeterminewhichqueue is assigned toa forwarding class, use the showclass-of-service

forwarding-class command from the top level of the CLI. The output shows queue

assignments for both global queuemappings and restricted queuemappings:

user@host> show class-of-service forwarding-class
Forwarding class           Queue     Restricted Queue  Fabric priority
  be                                    0           2             low
  ef                                    1           2             low
  assured-forwarding                    2           2             low
  network-control                       3           3             low

For T Series router PICs restricted to four queues, you can override the formula-derived

queue assignment by including the restricted-queues statement at the [edit

class-of-service] hierarchy level. For example:

1. Tomap forwarding classes to restricted queues:

[edit]
user@host# edit class-of-service restricted-queues

2. Specify the forwarding class name and restricted queue number you want mapped.

[edit class-of-service restricted-queues]
user@host# set forwarding-class class-name queue
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You can configure up to 16 forwarding classes. The output queue number can be from 0

through 3. Therefore, for PICs restricted to four queues, you canmapmultiple forwarding

classes to single queues. If youmapmultiple forwarding classes to a queue, themultiple

forwarding classes must refer to the same scheduler. This requirement applies to all

PICs. The class name you configure at the [edit class-of-service restricted-queues]

hierarchy level must be either a default forwarding class name or a forwarding class you

configure at the [edit class-of-service forwarding-classes] hierarchy level.

Related
Documentation

Configuring Up to 16 Custom Forwarding Classes on page 193•

Managing Ingress Oversubscription at the PFE

Supported Platforms MXSeries, T4000

Ingress oversubscription is a state where the transmission rate of the incoming packets

is much higher than the rate that the Packet Forwarding Engine and router can handle,

causing importantpackets tobedropped. If anoversubscribed linkor service experiences

an excess of traffic, it can result in traffic loss or delay that could potentially affect other

services and links.

ThePacket Forwarding Engine uses fixed rules to decide the priority of incoming packets.

Based on these fixed rules, the Packet Forwarding Engine categorizes incoming packets

into high-priority network control packets and low-priority best-effort packets. Packets

withprotocols suchas routingprotocols are classifiedasnetwork controlpackets. Packets

with protocols such as Telnet, FTP, and SSH are classified as best-effort packets.

The limitation of these fixed rules is that even if the trusted and non-network-control

packetsmarked by a customer edge router are forwarded to the transit router, the transit

router might drop these packets. This is because, according to the fixed rules, none of

these packets are high-priority packets for the transit router.

To overcome this limitation, you can prioritize and classify the traffic entering a Packet

ForwardingEnginebyconfiguringa traffic classmapbasedonCoSvaluesandassociating

the values with a traffic class such as real-time, network control, or best-effort. You can

associate the traffic class map with an interface on the transit router. During ingress

oversubscription, the router interface uses this user-defined traffic class map to select

the packet priority.

NOTE: Beginning with Junos OS Release 14.2, you can configure traffic class
maps on Juniper Networks T4000 Core Routers with Type 5 FPCs.

Beginning with Junos OS Release 17.2, you can configure traffic classmaps
on Juniper Networks MX Routers with MPCs.
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Release History Table DescriptionRelease

Beginning with Junos OS Release 17.2, you can configure traffic class maps on
Juniper Networks MX Routers with MPCs.

17.2

Beginningwith Junos OS Release 14.2, you can configure traffic classmaps on
Juniper Networks T4000 Core Routers with Type 5 FPCs.

14.2

Related
Documentation

Configuring Traffic Class Maps to Manage Ingress Oversubscription on page 591•

Configuring Traffic Class Maps toManage Ingress Oversubscription

Supported Platforms MXSeries, T4000

Video: Handling Ingress Oversubscription on T4000 routers with Type 5 FPCs

OnT4000routerswithType5FPCsandonMXSeries routerswithMPCs, youcanprioritize

and classify the traffic entering a Packet Forwarding Engine by configuring a traffic class

map based on CoS code points and associating the code points with a particular traffic

class, such as network-control, best-effort, or real-time. During ingress oversubscription,

the router uses this traffic class map to identify the class type to forward or drop the

packets.

To configure a traffic class map:

1. Configure the interface. This interface needs to be associated with the configured

traffic class maps.

[edit ]
user@host#set interfaces interface-nameunitunit-number family family-nameaddress
address

2. Create a traffic class map based on CoS code points andmap the code points to a

traffic class to decide the input packet priority.

• To create a DiffServ code point (DSCP) traffic class map andmap the code points

to a traffic class for IPv4 and IPv6 traffic, include the following statements at the

[edit class-of-service] hierarchy level.

[edit class-of-service]
user@host# set traffic-class-map dscp traffic-class-map-name traffic-class
best-effort code-points code-point-value

user@host# set traffic-class-map dscp traffic-class-map-name traffic-class
network-control code-points code-point-value

user@host#settraffic-class-mapdscp traffic-class-map-name traffic-classreal-time
code-points code-point-value

• To create an IEEE 802.1 traffic classmap andmap the code points to a traffic class,

include the following statements at the [edit class-of-service] hierarchy level.
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[edit class-of-service]
user@host# set traffic-class-map ieee-802.1 traffic-class-map-name traffic-class
best-effort code-points code-point-value

user@host# set traffic-class-map ieee-802.1 traffic-class-map-name traffic-class
network-control code-points code-point-value

user@host# set traffic-class-map ieee-802.1 traffic-class-map-name traffic-class
real-time code-points code-point-value

• To create anMPLS EXP traffic classmap andmap the code points to a traffic class,

include the following statements at the [edit class-of-service] hierarchy level.

[edit class-of-service]
user@host# set traffic-class-map exp traffic-class-map-name traffic-class
best-effort code-points code-point-value

user@host# set traffic-class-map exp traffic-class-map-name traffic-class
network-control code-points code-point-value

user@host#set traffic-class-mapexp traffic-class-map-name traffic-class real-time
code-points code-point-value

• To create an IPv4 precedence traffic classmap andmap the code points to a traffic

class, include the following statements at the [edit class-of-service] hierarchy level.

[edit class-of-service]
user@host# set traffic-class-map inet-precedence traffic-class-map-name
traffic-class best-effort code-points code-point-value

user@host# set traffic-class-map inet-precedence traffic-class-map-name
traffic-class network-control code-points code-point-value

user@host# set traffic-class-map inet-precedence traffic-class-map-name
traffic-class real-time code-points code-point-value

• To create an IEEE 802.1ad code point traffic class map andmap the code points to

a traffic class, include the following statements at the [edit class-of-service]

hierarchy level.

[edit class-of-service]
user@host#set traffic-class-map ieee-802.1ad traffic-class-map-name traffic-class
best-effort code-points code-point-value

user@host#set traffic-class-map ieee-802.1ad traffic-class-map-name traffic-class
network-control code-points code-point-value

user@host#set traffic-class-map ieee-802.1ad traffic-class-map-name traffic-class
real-time code-points code-point-value

3. Associate the traffic class map with the interface that is configured in Step 1.

• Associate the DSCP traffic class map with the interface.

[edit class-of-service]
user@host# set interfaces interface-name traffic-class-map dscp
traffic-class-map-name

• Associate the IEEE 802.1 traffic class map with the interface.

[edit class-of-service]
user@host# set interfaces interface-name traffic-class-map ieee-802.1
traffic-class-map-name <vlan-tag (inner | outer)>

• Associate the MPLS EXP traffic class map with the interface.

[edit class-of-service]
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user@host# set interfaces interface-name traffic-class-map exp
traffic-class-map-name

• Associate the IPv4 precedence traffic class map with the interface.

[edit class-of-service]
user@host# set interfaces interface-name traffic-class-map inet-precedence
traffic-class-map-name

• Associate the IEEE 802.1ad traffic class map with the interface.

[edit class-of-service]
user@host# set interfaces interface-name traffic-class-map ieee-802.1ad
traffic-class-map-name <vlan-tag (inner | outer)>

NOTE:
• If you do not associate the traffic classmapwith the configured
interface, all traffic through this interface is treated with the existing
fixed rule in the Packet Forwarding Engine, which prioritizes network
control traffic over best-effort traffic.

• As soon as you associate a traffic classmapwith an interface, any code
points entering that interface and not included in the traffic classmap
are treated as best effort.

• Youcanassociateeitheran IPv4precedencetrafficclassmaporaDSCP
traffic classmapwith an interface. You cannot associate both these
traffic classmaps with a single interface. The DSCP traffic classmap
applies to both IPv4 and IPv6 traffic.

• You can associate either an IEEE 802.1 traffic classmap or an IEEE
802.1ad traffic classmapwith an interface. You cannot associate both
these traffic classmaps with a single interface.

• An aggregated Ethernet interface bundle can havemember links from
both interfaces that support traffic classmaps and interfaces that do
not. A configured traffic classmap is associated with an aggregated
Ethernet bundle in following ways:

• If an aggregated Ethernet bundle has child links only from interfaces
thatsupport trafficclassmaps, thenthe trafficclassmap isassociated
with all links of the aggregated Ethernet bundle.

• If an aggregated Ethernet bundle has child links only from interfaces
that do not support traffic classmaps, then the traffic classmap is
not associated with the aggregated Ethernet bundle or its links.

• If an aggregated Ethernet bundle has child links from both interfaces
that support traffic classmaps and interfaces that do not, the traffic
classmap is associated only with the links from the interfaces that
support traffic classmaps.
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Related
Documentation

Managing Ingress Oversubscription at the PFE on page 590•

• Example: Configuring Traffic Class Maps on page 594

• traffic-class-map on page 1187

• show class-of-service forwarding-table traffic-class-map on page 1243

• show class-of-service traffic-class-map on page 1292

Example: Configuring Traffic Class Maps

Supported Platforms MXSeries, T4000

This example shows the configuration of traffic classmaps on a T4000 router with Type

5 FPC. Beginning with Junos OS Release 17.2, this example is also valid on MX Series

routers with MPCs. The example is organized in the following sections:

• Requirements on page 594

• Overview and Topology on page 594

• Configuration on page 596

• Verification on page 601

Requirements

This example uses the following hardware and software components:

• One T4000 router running Junos OS Release 14.2 or later

• One customer edge (CE) router

Before you configure the traffic class maps, be sure you have:

• Installed a Type 5 FPC in the T4000 router.

• Connected the CE router to the T4000 router.

Overview and Topology

This example shows the configuration of traffic class maps on a T4000 router that is

connected to a CE router. The topology for this example consists of a T4000 router with

Type 5 FPC connected to a CE router.
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Figure 59: Configuring Traffic Class Maps on T4000 Router with Type 5
FPC

Asshown inFigure59onpage595, theCE router forwards the traffic to interfacexe-4/0/0

and xe-4/0/1 on the T4000 router.

The traffic class maps need to be configured on the T4000 router with Type 5 FPC and

associated with the interface xe-4/0/0 and the interface xe-4/0/1 so that the packets

can be prioritized and classified based on the user-defined configuration. When ingress

oversubscription occurs, the T4000 router uses the user-defined traffic class map to

process the packets.

This example shows how to create the following traffic classmapswith CoS code points

and associate these code points with the traffic class.

• IPv4precedence traffic classmapwith codepoints000001, 010011, and 100 101.Map

these code points to the real-time, network-control, and best-effort traffic classes,

respectively.

• MPLSEXP traffic classmapwith codepoints 000001, 010011, and 100 101.Map these

code points to the real-time, network-control, and best-effort traffic classes,

respectively.

• IEEE 802.1 traffic classmapwith code points 000001, 010011, and 100 101. Map these

code points to the real-time, network-control, and best-effort traffic classes,

respectively.

• DSCPtraffic classmapwith codepoints 100001 100010 100011, 010011010100010101,

and 101001 101010 101011. Map these code points to the real-time, network-control,

and best-effort traffic classes, respectively.

• IEEE802.1ad traffic classmapwith codepoints00000001 1000 1001, 00100011 1010

1011, and01000101 1100 1101.Map these codepoints to the real-time, network-control,

and best-effort traffic classes, respectively.

The traffic class maps IPv4 precedence, MPLS EXP, and IEEE 802.1 are associated with

the interface xe-4/0/0. The traffic class maps DSCP and IEEE 802.1ad are associated

with the interface xe-4/0/1.
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Configuration

To configure the traffic class map, perform the following tasks:

• Configuring Interfaces on page 597

• Configuring Traffic Class Maps for the Code Points and Mapping the Code Points to a

Traffic Class on page 598

• Associating Interfaces with Traffic Class Maps on page 600

• Results on page 600

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them in a text

file, remove any line breaks, change any details necessary to match your network

configuration, and paste the commands into the CLI at the [edit] hierarchy level.

[edit]
set interfaces xe-4/0/0 unit 0 family inet address 198.51.100.0/24
set interfaces xe-4/0/1 vlan-tagging
set interfaces xe-4/0/1 unit 0 vlan-id 111
set interfaces xe-4/0/1 unit 0 family inet address 198.51.100.1/24
set class-of-service traffic-class-map inet-precedence inetp traffic-class real-time
code-points [ 000 001 ]

setclass-of-service traffic-class-map inet-precedence inetp traffic-classnetwork-control
code-points [ 010 011 ]

set class-of-service traffic-class-map inet-precedence inetp traffic-class best-effort
code-points [ 100 101 ]

set class-of-service traffic-class-map expmpls_exp traffic-class real-time code-points
[ 000 001 ]

set class-of-service traffic-class-map expmpls_exp traffic-class network-control
code-points [ 010 011 ]

set class-of-service traffic-class-mapexpmpls_exp traffic-classbest-effort code-points
[ 100 101 ]

setclass-of-servicetraffic-class-map ieee-802.1802.1ptraffic-class real-timecode-points
[ 000 001 ]

set class-of-service traffic-class-map ieee-802.1 802.1p traffic-class network-control
code-points [ 010 011 ]

set class-of-service traffic-class-map ieee-802.1 802.1p traffic-class best-effort
code-points [ 100 101 ]

set class-of-service traffic-class-map dscp dscp_v4 traffic-class real-time code-points
[ 100001 100010 100011 ]

set class-of-service traffic-class-map dscp dscp_v4 traffic-class network-control
code-points [ 010011 010100 010101 ]

set class-of-service traffic-class-mapdscpdscp_v4 traffic-classbest-effort code-points
[ 101001 101010 101011 ]

set class-of-service traffic-class-map ieee-802.1ad 802.1ad traffic-class real-time
code-points [ 0000 0001 1000 1001 ]

setclass-of-service traffic-class-map ieee-802.1ad802.1ad traffic-classnetwork-control
code-points [ 0010 0011 1010 1011 ]

set class-of-service traffic-class-map ieee-802.1ad 802.1ad traffic-class best-effort
code-points [ 0100 0101 1100 1101 ]

set interfaces xe-4/0/0 traffic-class-map inet-precedence inetp
set interfaces xe-4/0/0 traffic-class-map expmpls_exp
set interfaces xe-4/0/0 traffic-class-map ieee-802.1 802.1p vlan-tag inner
set interfaces xe-4/0/1 traffic-class-map dscp dscp_v4

Copyright © 2017, Juniper Networks, Inc.596

Class of Service Feature Guide for Routing Devices



set interfaces xe-4/0/1 traffic-class-map ieee-802.1ad 802.1ad vlan-tag inner

Configuring Interfaces

Step-by-Step
Procedure

Configure the interfaces. These interfaces need to be associated with traffic classmaps.

• Configure the interface xe-4/0/0 with unit 0 as its logical interface, inet as protocol

family, and 198.51.100.0/24 as the IP address.

[edit]
user@host#set interfaces xe-4/0/0 unit 0 family inet address 198.51.100.0/24

• Configure the interface xe-4/0/1 with unit 0 as its logical interface, inet as protocol

family, and 198.51.100.1/24 as the IP address. Also, enable the VLAN tagging and

configure a VLAN ID (for example, 111) to receive and transmit VLAN-tagged frames

on the interface.

[edit]
user@host#set interfaces xe-4/0/1 vlan-tagging
user@host#set interfaces xe-4/0/1 unit 0 vlan-id 111
user@host#set interfaces xe-4/0/1 unit 0 family inet address 198.51.100.1/24
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Configuring Traffic ClassMaps for the CodePoints andMapping the CodePoints
to a Traffic Class

Step-by-Step
Procedure
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You can prioritize and classify the traffic entering a Packet Forwarding Engine by

configuring a traffic class map based on the code points and associating the map with

the traffic class.

• Create an IPv4 precedence traffic class map inetp andmap its code points 000 001,

010 011, and 100 101 to the real-time, network control, and best-effort traffic classes,

respectively.

[edit class-of-service]
user@host# set traffic-class-map inet-precedence inetp traffic-class real-time
code-points [ 000 001 ]

user@host# set traffic-class-map inet-precedence inetp traffic-class network-control
code-points [ 010 011 ]

user@host# set traffic-class-map inet-precedence inetp traffic-class best-effort
code-points [ 100 101 ]

• Create an MPLS EXP traffic class mapmpls_exp andmap the code points 000 001,

010 011, and 100 101 to the real-time, network control, and best-effort traffic classes,

respectively.

[edit class-of-service]
user@host# set traffic-class-map expmpls_exp traffic-class real-time code-points
[ 000 001 ]

user@host# set traffic-class-map expmpls_exp traffic-class network-control
code-points [ 010 011 ]

user@host# set traffic-class-map expmpls_exp traffic-class best-effort code-points
[ 100 101 ]

• Create a IEEE 802.1 traffic class map 802.1p andmap the code points 000 001, 010

011, and 100 101 to the real-time, network control, and best-effort traffic classes,

respectively.

[edit class-of-service]
user@host#set traffic-class-map ieee-802.1802.1p traffic-class real-timecode-points
[ 000 001 ]

user@host# set traffic-class-map ieee-802.1 802.1p traffic-class network-control
code-points [ 010 011 ]

user@host#settraffic-class-mapieee-802.1802.1ptraffic-classbest-effortcode-points
[ 100 101 ]

• Create a DSCP traffic class map dscp_v4 andmap the code points 100001 100010

100011, 010011 010100 010101, and 101001 101010 101011 to the real-time, network

control, and best-effort traffic classes, respectively.

[edit class-of-service]
user@host# set traffic-class-map dscp dscp_v4 traffic-class real-time code-points [
100001 100010 100011 ]

user@host# set traffic-class-map dscp dscp_v4 traffic-class network-control
code-points [ 010011 010100 010101 ]

user@host# set traffic-class-map dscp dscp_v4 traffic-class best-effort code-points
[ 101001 101010 101011 ]

• Create a IEEE802.1ad traffic class map 802.1ad andmap the code points 0000 0001

1000 1001,0010 0011 1010 1011, and 0100 0101 1100 1101 to the real-time, network

control, and best-effort traffic classes, respectively.

[edit class-of-service]
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user@host# set traffic-class-map ieee-802.1ad 802.1ad traffic-class real-time
code-points [ 0000 0001 1000 1001 ]

user@host# set traffic-class-map ieee-802.1ad 802.1ad traffic-class network-control
code-points [ 0010 0011 1010 1011 ]

user@host# set traffic-class-map ieee-802.1ad 802.1ad traffic-class best-effort
code-points [ 0100 0101 1100 1101 ]

Associating Interfaces with Traffic Class Maps

Step-by-Step
Procedure

You need to associate the configured traffic classmapswith the interfaces onwhich you

want to prioritize and classify the input traffic.

• Associate the traffic class maps inetp, mpls_exp, and 802.1p with the interface

xe-4/0/0.

[edit class-of-service]
user@host# set interfaces xe-4/0/0 traffic-class-map inet-precedence inetp
user@host# set interfaces xe-4/0/0 traffic-class-map expmpls_exp
user@host#set interfacesxe-4/0/0traffic-class-map ieee-802.1802.1pvlan-tag inner

• Associate the traffic class map dscp_v4 and 802.1ad with the interface xe-4/0/1.

[edit class-of-service]
user@host# set interfaces xe-4/0/1 traffic-class-map dscp dscp_v4
user@host# set interfaces xe-4/0/1 traffic-class-map ieee-802.1ad 802.1ad vlan-tag
inner

Results

interfaces {
xe-4/0/0 {
unit 0 {
family inet {
address 198.51.100.0/24;

}
}

}
xe-4/0/1 {
vlan-tagging;
unit 0 {
vlan-id 111;
family inet {
address 198.51.100.1/24;

}
}

}
}
class-of-service {
traffic-class-map {
inet-precedence inetp {
traffic-class real-time code-points [ 000 001 ];
traffic-class network-control code-points [ 010 011 ];
traffic-class best-effort code-points [ 100 101 ];

}
dscp dscp_v4 {
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traffic-class real-time code-points [ 100001 100010 100011 ];
traffic-class network-control code-points [ 010011 010100 010101 ];
traffic-class best-effort code-points [ 101001 101010 101011 ];

}
expmpls_exp {
traffic-class real-time code-points [ 000 001 ];
traffic-class network-control code-points [ 010 011 ];
traffic-class best-effort code-points [ 100 101 ];

}
ieee-802.1 802.1p {
traffic-class real-time code-points [ 000 001 ];
traffic-class network-control code-points [ 010 011 ];
traffic-class best-effort code-points [ 100 101 ];

}
ieee-802.1ad 802.1ad {
traffic-class real-time code-points [ 0000 0001 1000 1001 ];
traffic-class network-control code-points [ 0010 0011 1010 1011 ];
traffic-class best-effort code-points [ 0100 0101 1100 1101 ];

}
}
interfaces {
xe-4/0/0 {
traffic-class-map {
inet-precedence inetp;
expmpls_exp;
ieee-802.1 802.1p vlan-tag inner;

}
}
xe-4/0/1 {
traffic-class-map {
dscp dscp_v4;
ieee-802.1ad 802.1ad vlan-tag inner;

}
}

}
}

Verification

• Verifying Mapping of Code Points to Input Traffic Classes on page 601

• Verifying Mapping of Interfaces to Traffic Class Maps on page 603

• Verifying Traffic Class Information on the Interface on page 603

VerifyingMapping of Code Points to Input Traffic Classes

Purpose Verify that the code points of traffic classmaps aremapped to the corresponding traffic

classes.
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Action In operational mode, enter the show class-of-service traffic-class-map command.

user@host> show class-of-service traffic-class-map

Traffic-class-map: inetp, Code-point type: inet-precedence, Index: 43854
  Code point         Traffic class
  000                real-time          
  001                real-time          
  010                network-control    
  011                network-control    
  100                best-effort        
  101                best-effort        

Traffic-class-map: dscp_v4, Code-point type: dscp, Index: 37469
  Code point         Traffic class
  010011             network-control    
  010100             network-control    
  010101             network-control    
  100001             real-time          
  100010             real-time          
  100011             real-time          
  101001             best-effort        
  101010             best-effort        
  101011             best-effort        

Traffic-class-map: mpls_exp, Code-point type: exp, Index: 39622
  Code point         Traffic class
  000                real-time          
  001                real-time          
  010                network-control    
  011                network-control    
  100                best-effort        
  101                best-effort        

Traffic-class-map: 802.1p, Code-point type: ieee-802.1, Index: 13605
  Code point         Traffic class
  000                real-time          
  001                real-time          
  010                network-control    
  011                network-control    
  100                best-effort        
  101                best-effort        

Traffic-class-map: 802.1ad, Code-point type: ieee-802.1ad, Index: 13677
  Code point         Traffic class
  0000               real-time          
  0001               real-time          
  0010               network-control    
  0011               network-control    
  0100               best-effort        
  0101               best-effort        
  1000               real-time          
  1001               real-time          
  1010               network-control    
  1011               network-control    
  1100               best-effort        
  1101               best-effort        

Copyright © 2017, Juniper Networks, Inc.602

Class of Service Feature Guide for Routing Devices



Meaning The display output fields Traffic-class-map and Code-point type indicate the configured

traffic class map and the type of code point information, respectively.

The fields Code point and Traffic class show themapping between the code points and

the traffic class.

VerifyingMapping of Interfaces to Traffic Class Maps

Purpose Verify that the configured interfaces aremapped to the corresponding traffic classmaps.

Action In operational mode, enter the show class-of-service forwarding-table traffic-class-map

mapping command.

user@host> show class-of-service forwarding-table traffic-class-mapmapping

Interface      Index    Table Index   Table type
xe-4/0/0         162        43854     INET-Precedence
                            39622     MPLS EXP     
                            13605     IEEE-802.1   
xe-4/0/1         163        37469     DSCP         
                            13677     IEEE-802.1AD 

Meaning The output shows that:

• Interface xe-4/0/0 is associated with the traffic class maps INET-Precedence,MPLS

EXP, and IEEE-802.1.

• Interface xe-4/0/1 is associated with the traffic class maps DSCP and IEEE-802.1AD.

Verifying Traffic Class Information on the Interface

Purpose Verify the packet information based on the configured traffic class map.
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Action In operational mode, enter the show interfaces xe-4/0/0 extensive and show interfaces

xe-4/0/1 extensive commands.

user@host> show interfaces xe-4/0/0 extensive

Physical interface: xe-4/0/0, Enabled, Physical link is Up
  Interface index: 162, SNMP ifIndex: 541, Generation: 165
  Link-level type: Ethernet, MTU: 1518, MRU: 0, LAN-PHY mode, Speed: 10Gbps, BPDU
 Error: None, MAC-REWRITE Error: None, Loopback: None, Source filtering: Disabled,

  Flow control: Enabled
  ...
  Preclassifier statistics:             
    Traffic Class        Received Packets   Transmitted  Packets      Dropped 
Packets
    real-time                      3000               3000                  0
    network-control                2000               2000                  0
    best-effort                    2000               1000                  1000

  Interface transmit statistics: Enabled

  ...

user@host> show interfaces xe-4/0/1 extensive

Physical interface: xe-4/0/1, Enabled, Physical link is Up
  Interface index: 163, SNMP ifIndex: 525, Generation: 166
  Link-level type: Ethernet, MTU: 1518, MRU: 0, LAN-PHY mode, Speed: 10Gbps, BPDU
 Error: None, MAC-REWRITE Error: None, Loopback: None, Source filtering: Disabled,

  Flow control: Enabled
  ...
  Preclassifier statistics:             
    Traffic Class        Received Packets   Transmitted  Packets      Dropped 
Packets
    real-time                      2000               2000                  0
    network-control                1000               1000                  0
    best-effort                    1000               600                  400
  Interface transmit statistics: Enabled

    ...

Meaning The Preclassifier statistics field shows the information for received, transmitted, and

dropped packets for each of the configured traffic class map.

Release History Table DescriptionRelease

Beginning with Junos OS Release 17.2, this example is also valid on MX
Series routers with MPCs.

17.2

Related
Documentation

Managing Ingress Oversubscription at the PFE on page 590•

• Configuring Traffic Class Maps to Manage Ingress Oversubscription on page 591
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• show class-of-service forwarding-table traffic-class-map on page 1243

• show class-of-service traffic-class-map on page 1292

Applying a Shaping Rate to Physical Interfaces Overview

Supported Platforms EX Series, T4000

OnT4000 routerswithType5FPCsandonEXSeries switches, youcanconfigurephysical

interfaces to shape traffic based on the rate-limited bandwidth of the total interface

bandwidth. This allows you to shape the output of the physical interface, so that the

interface transmits less traffic than it is physically capable of carrying.

If you do not configure a shaping rate on the physical interface, the default physical

interface bandwidth is based on the channel bandwidth and the time slot allocation.

In general, the physical interface speed is the basis for calculating the various queue

parameters for a physical interface such as delay buffer size, weighted round- robin

(WRR) weight, drop profile, and so forth. However, when you apply a shaping rate by

including the shaping-rate statement, the shaping rateon thatphysical interfacebecomes

the basis for calculating all the queue parameters for that physical interface.

On T4000 routers with Type 5 FPCs, the shaping rate value for the physical interface

must be aminimum of 292 Kbps. Themaximum value of shaping rate is limited by the

maximum transmission rate of the interface.

Related
Documentation

Configuring the Shaping Rate for Physical Interfaces on page 481•

Configuring the Shaping Rate for Physical Interfaces

Supported Platforms EX Series, T4000

To configure the shaping rate on the physical interface, either include the shaping-rate

statementat the [edit class-of-service interfaces interface-name]hierarchy level or include

the output-traffic-control-profile statement at the [edit class-of-service interfaces

interface-name] hierarchy level.

You can specify a peak bandwidth rate in bps, either as a complete decimal number or

as a decimal number followed by the abbreviation k (1000),m (1,000,000), or g

(1,000,000,000). For physical interfaces, the range is from 1000 through

6,400,000,000,000 bps.

For physical interfaces on T4000 routers with Type 5 FPCs, the shaping rate value for

the physical interface must be aminimum of 292 Kbps. Themaximum value of

shaping-rate is limited by the maximum transmission rate of the interface.
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The following are two example configurations for applying a shaping rate of 5 Gbps on
a T4000 12x10 Gbps physical interface (xe-4/0/0):

Applying a shaping rate at the [edit class-of-service interfaces interface-name] hierarchy:

[edit class-of-service]
interfaces {
xe-4/0/0 {
shaping-rate 5g;

}
}

Applying a shaping rate using traffic-control-profiles:

[edit class-of-service]
traffic-control-profiles {
output {
shaping-rate 5g;

}
}
interfaces {
xe-4/0/0 {
output-traffic-control-profile output;

}
}

To view the results of your configuration, issue the following show commands:

• show class-of-service interface interface-name

• show interfaces interface-name extensive

Related
Documentation

• Applying a Shaping Rate to Physical Interfaces Overview on page 480
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PART 4

Configuring Line Card-Specific and
Interface-Specific Functionality

• Feature Support of Line Cards and Interfaces on page 609

• Configuring Class of Service for Tunnels on page 613

• Configuring Class of Service on Services PICs on page 625

• Configuring Class of Service on IQ and Enhanced IQ (IQE) PICs on page 649

• Configuring Class of Service on Ethernet IQ2 and Enhanced IQ2 PICs on page 715

• Configuring Class of Service on ATM Interfaces on page 763

• Configuring Class of Service on SONET/SDHOC48/STM16 IQE PICs on page 783

• Configuring Class of Service on 10-Gigabit Ethernet LAN/WAN PICs with

SFP+ on page 819

• Configuring Class of Service on Enhanced Queuing DPCs on page 831

• Configuring Class of Service on MICs, MPCs, and MLCs on page 853

• Configuring Class of Service on Aggregated, Channelized, and Gigabit Ethernet

Interfaces on page 927
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CHAPTER 18

Feature Support of Line Cards and
Interfaces

• CoSFeaturesof theRouterHardware,PIC,MIC, andMPC InterfaceFamiliesonpage609

• Scheduling on the Router Hardware, PIC,MIC, andMPC Interface Families on page 610

• Schedulers on the Router Hardware, PIC, MIC, and MPC Families on page 610

• Queuing Parameters for the Router Hardware, PIC, MIC, and MPC Interface

Families on page 611

CoS Features of the Router Hardware, PIC, MIC, andMPC Interface Families

Supported Platforms MSeries, T Series

Table66onpage609compares thePIC familieswith regard tomajor CoS features. Note

that this table reflects the ability to perform the CoS function at the PIC , MIC, or MPC

interface level and not on the system as a whole.

Table 66: CoS Features of the Router Hardware and Interface Families
Compared

Enhanced
IQ PICsIQ2E PICsIQ2 PICsIQ PICs

MIC and
MPC
Interfaces

M320 and
T SeriesFeature:

Yes–––YesYesBA
classification

–Yes, for
IEEE bits
only

Yes, for
IEEE bits
only

Yes, for
IEEE bits
only

YesYesToS bit
rewrites

Yes–––Yes, with
firewall
filter

–Ingress
ToS bit
rewrites

Yes–––Yes–Hierarchical
policers
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Scheduling on the Router Hardware, PIC, MIC, andMPC Interface Families

Supported Platforms MSeries, T Series

Table 67 on page 610 compares the PIC, MIC, and MPC interface families with regard to

scheduling abilities or features. Note that this table reflects the ability to perform the

function at the PIC, MIC, or MPC interface level and not necessarily on the system as a

whole.

In this table, the OSE PICs refer to the 10-port 10-Gigabit OSE PICs (described in some

guides as the 10-Gigabit Ethernet LAN/WAN PICs with SFP+).

Table 67: Scheduling on the Router Hardware and Interface Families Compared

Enhanced
IQ PICs

OSE PICs
on T SeriesIQ2E PICsIQ2 PICsIQ PICs

MIC and
MPC
Interfaces

M320 and T
Series

Scheduling
Feature:

Yes–YesYesYesYes, for EQ
MPC

–Per–unit
scheduling

Yes–YesYes–Yes–Physical port
and logical
unit shaping

Yes, at the
logical unit

Yes, at the
queue level

YesYes, supports
both CIR and
PIR on the
same logical
unit.

–Yes–Guaranteed
rate or peak
rate support

Yes, at the
logical unit

Yes–––Yes–Excess rate
support

––YesYes–––Shared
scheduler
support

Schedulers on the Router Hardware, PIC, MIC, andMPC Families

Supported Platforms MSeries, T Series

Table 68 on page 611 compares the PIC, MIC, and MPC interface families with regard to

scheduler statements or features. Note that this table reflects the ability to perform the

scheduler functionat thePIC,MIC, orMPC interface levelandnotnecessarily on the system

as a whole.

In this table, the OSE PICs refer to the 10-port 10-Gigabit OSE PICs (described in some

guides as the 10-Gigabit Ethernet LAN/WAN PICs with SFP+).
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Table 68: Schedulers on the Router Hardware and Interface Families Compared

Enhanced
IQ PICs

OSEPICson
T SeriesIQ2E PICsIQ2 PICsIQ PICs

MIC and
MPC
Interfaces

M320 and
T Series

Scheduler
Statement
or Feature:

YesYes––YesYesYesExact
transmit rate

YesYesYesYes–Yes–Rate-limit
transmit rate

Yes–Yes–YesYesYesMore than
one
high-priority
queue

Yes––––Yes–Excess
priority or
sharing

––Yes––Yes, for EQ
MPC

–Hierarchical
Scheduling

Queuing Parameters for the Router Hardware, PIC, MIC, andMPC Interface Families

Supported Platforms MSeries, T Series

Table 69 on page 611 compares the PIC, MIC, and MPC interface families with regard to

queuingparametersand features. In this table, theOSEPICs refer to the 10-port 10-Gigabit

OSE PICs (described in some guides as the 10-Gigabit Ethernet LAN/WAN PICs with

SFP+).

Table 69: Queue Parameters on the Router Hardware and Interface
Families Compared

Enhanced
IQ PICs

OSE
PICs on
T Series

IQ2E
PICsIQ2 PICsIQ PICs

MIC and
MPC
Interfaces

M320
and T
Series

Queuing
Statement
or
Feature:

84 ingress,
8 egress

888 on
M320 or
T Series
routers,
4 on M7,
M10,M20
routers

88Maximum
number
of
queues
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Table 69: Queue Parameters on the Router Hardware and Interface
Families Compared (continued)

Enhanced
IQ PICs

OSE
PICs on
T Series

IQ2E
PICsIQ2 PICsIQ PICs

MIC and
MPC
Interfaces

M320
and T
Series

Queuing
Statement
or
Feature:

up to
4000ms

–200ms200ms100ms100ms
for 1
Gbpsand
up; 500
ms for
others

80ms:
Type 1
and 2
FPC,
50ms:
Type 3
FPC

Maximum
delay
buffer
bandwidth

3 and 22322 and 23 and 23 and 3Packet
transmit
priority
level

64–323232 (32
samples)

6432 (32
samples)

Maximum
number
of drop
profiles

4444444Packet
loss
priority
level
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CHAPTER 19

Configuring Class of Service for Tunnels

• CoS for Tunnels Overview on page 613

• Tunneling and BA Classifiers on page 614

• Configuring CoS for GRE and IP-IP Tunnels on page 615

• Example: Configuring CoS for GRE or IP-IP Tunnels on page 615

• Configuring a GRE Tunnel to Copy ToS Bits to the Outer IP Header on page 623

CoS for Tunnels Overview

Supported Platforms EX Series,MSeries, T Series

For Multiservices and Services PIC, Link Services, and Tunnel PICs installed on Juniper

Networks M Series Multiservice Edge Routers and T Series Core Routers with enhanced

FlexiblePICConcentrators (FPCs), class-of-service (CoS) information ispreserved inside

generic routing encapsulation (GRE) and IP-IP tunnels.

For the ES PIC installed on M Series and T Series routers with enhanced FPCs,

class-of-service information is preserved inside IP Security (IPsec) tunnels. For IPsec

tunnels, youdonot need to configureCoS, because theESPIC copies the type-of-service

(ToS) byte from the inner IP header to the GRE or IP-IP header.

For IPsec tunnels, the IP header type-of-service (ToS) bits are copied to the outer IPsec

header at encryption side of the tunnel. You can rewrite the outer ToS bits in the IPsec

header using a rewrite rule. On the decryption side of the IPsec tunnel, the ToS bits in the

IPsec header are not written back to the original IP header field. You can still apply a

firewall filter to the ToS bits to apply a packet action on egress. For more information

about ToS bits and the Multiservices PICs, see “Multiservices PIC ToS Translation” on

page 635. For more information about IPsec and Multiservices PICs, see the Junos OS

Services Interfaces Library for Routing Devices.

To configure CoS for tunnels, include the following statements at the

[edit class-of-service] and [edit interfaces] hierarchy level:

[edit class-of-service]
interfaces {
interface-name {
unit logical-unit-number {
rewrite-rules {
dscp (rewrite-name | default);
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dscp-ipv6 (rewrite-name | default);
exp (rewrite-name | default)protocol protocol-types;
exp-push-push-push default;
exp-swap-push-push default;
ieee-802.1 (rewrite-name | default);
inet-precedence (rewrite-name | default);

}
}

}
}
rewrite-rules {
(dscp | dscp-ipv6 | exp | ieee-802.1 | inet-precedence) rewrite-name {
import (rewrite-name | default);
forwarding-class class-name {
loss-priority level code-point (alias | bits);

}
}

}
[edit interfaces]
gre-interface-name {
unit logical-unit-number;
copy-tos-to-outer-ip-header;

}

Related
Documentation

Configuring CoS for GRE and IP-IP Tunnels on page 615•

• Example: Configuring CoS for GRE or IP-IP Tunnels on page 615

Tunneling and BA Classifiers

Supported Platforms EX Series,MSeries,MXSeries, T Series

BA classifiers can be used with GRE and IP-IP tunnels on the following routers and

switches:

• EX Series switches

• M7i and M10i routers

• MSeries routers with E-FPC or EP-FPC

• M120 routers

• M320 routers

• MX routers

• T Series routers

NOTE: MPCs do not support BA classifiers on gr- interfaces. Usemultifield
classifiers instead.

When a GRE or IP-IP tunnel is configured on an incoming (core-facing) interface, the

queue number and PLP information are carried through the tunnel. At the egress
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(customer-facing) interface, the packet is queued and the CoS bits rewritten based on

the information carried through the tunnel.

If no BA classifier is configured in the incoming interface, the default classifier is applied.

If no rewrite rule is configured, the default rewrite rule is applied.

NOTE: For GRE and IP-IP tunnels, IP precedence and DSCP rewrite marking
of the inner header do not work withmore than eight forwarding classes.

Configuring CoS for GRE and IP-IP Tunnels

Supported Platforms EX Series,MSeries,MXSeries, T Series

To configure CoS for GRE and IP-IP tunnels, perform the following configuration tasks:

1. ToconfigureCoS foran IP-IP tunnel, include the tunnel statementat the [edit interfaces

ip-fpc/pic/port unit logical-unit-number] hierarchy level. To configure CoS for a GRE

tunnel, include the tunnel statement at the [edit interfaces gr-fpc/pic/port unit

logical-unit-number] hierarchy level.

2. To rewrite traffic on the outbound interface, include the rewrite-rules statement at

the [edit class-of-service] and [edit class-of-service interfaces interface-name unit

logical-unit-number] hierarchy levels. For GRE and IP-IP tunnels, you can configure IP

precedence and DSCP rewrite rules.

3. To classify traffic on the inbound interface, you can configure a behavior aggregate

(BA)classifier or firewall filter. Include the loss-priorityand forwarding-class statements

at the [edit firewall filter filter-name term term-name then] hierarchy level, or the

classifiers statement at the [edit class-of-service] hierarchy level.

4. For a GRE tunnel, the default is to set the ToS bits in the outer IP header to all 0s. To

copy the ToS bits from the inner IP header to the outer, include the

copy-tos-to-outer-ip-header statement at the [edit interfaces gr-fpc/pic/port unit

logical-unit-number] hierarchy level. (This inner-to-outer ToS bits copying is already

the default behavior for IP-IP tunnels.)

To verify that this option is enabled at the interface level, use the show interfaces

interface-name detail command.

Related
Documentation

CoS for Tunnels Overview on page 613•

Example: Configuring CoS for GRE or IP-IP Tunnels

Supported Platforms EX Series,MSeries,MXSeries, T Series
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This topic provides an example of how to configure class of service (CoS) for GRE or

IP-IP tunnels.

• Requirements on page 616

• Overview on page 616

• Configuration on page 616

• Configuring Router A on page 618

• Configuring Router B on page 621

• Configuring Router C on page 622

• Verification on page 622

Requirements

No special configuration beyond device initialization is required before configuring this

example.

Overview

Topology

In Figure 60 on page 616, Router A acts as a tunnel ingress device. The link between

interfaces ge-1/0/0 in Router A and ge-1/3/0 in Router B is theGREor IP-IP tunnel. Router

Amonitors the traffic received from interface ge-1/3/0. By way of interface ge-1/0/0,

Router C generates traffic to Router B.

Figure 60: CoSwith a Tunnel Configuration
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Configuration

To configure this example, perform these tasks:

• [xref target has no title]

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

Router A set interfaces ge-1/0/0 unit 0 family inet address 10.80.0.2/24
set interfaces ge-1/0/1 unit 0 family inet filter input zf-catch-all
set interfaces ge-1/0/1 unit 0 family inet address 10.90.0.2/24
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set interfaces gr-2/1/0 unit 0 tunnel source 10.11.11.11 destination 10.255.245.46
set interfaces gr-2/1/0 unit 0 family inet address 10.21.21.21/24
set interfaces ip-2/1/0 unit 0 tunnel source 10.12.12.12 destination 10.255.245.46
set interfaces ip-2/1/0 unit 0 family inet address 10.22.22.22/24
set routing-options static route 10.1.1.1/32 next-hop gr-2/1/0.0
set routing-options static route 10.2.2.2/32 next-hop ip-2/1/0.0
set class-of-service interfaces ge-1/0/0 unit 0 rewrite-rules inet-precedence
zf-tun-rw-ipprec-00

set class-of-service rewrite-rules inet-precedence zf-tun-rw-ipprec-00 forwarding-class
best-effort loss-priority low code-point 000

set class-of-service rewrite-rules inet-precedence zf-tun-rw-ipprec-00 forwarding-class
best-effort loss-priority high code-point 001

set class-of-service rewrite-rules inet-precedence zf-tun-rw-ipprec-00 forwarding-class
expedited-forwarding loss-priority low code-point 010

set class-of-service rewrite-rules inet-precedence zf-tun-rw-ipprec-00 forwarding-class
expedited-forwarding loss-priority high code-point 011

set class-of-service rewrite-rules inet-precedence zf-tun-rw-ipprec-00 forwarding-class
assured-forwarding loss-priority low code-point 100

set class-of-service rewrite-rules inet-precedence zf-tun-rw-ipprec-00 forwarding-class
assured-forwarding loss-priority high code-point 101

set class-of-service rewrite-rules inet-precedence zf-tun-rw-ipprec-00 forwarding-class
network-control loss-priority low code-point 110

set class-of-service rewrite-rules inet-precedence zf-tun-rw-ipprec-00 forwarding-class
network-control loss-priority high code-point 111

set class-of-service rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class best-effort
loss-priority low code-point 000000

set class-of-service rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class best-effort
loss-priority high code-point 001001

set class-of-service rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
expedited-forwarding loss-priority low code-point 010010

set class-of-service rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
expedited-forwarding loss-priority high code-point 011011

set class-of-service rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
assured-forwarding loss-priority low code-point 100100

set class-of-service rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
assured-forwarding loss-priority high code-point 101101

set class-of-service rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
network-control loss-priority low code-point 110110

set class-of-service rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
network-control loss-priority high code-point 111111

set firewall filter zf-catch-all term term1 then loss-priority high
set firewall filter zf-catch-all term term1 then forwarding-class network-control

Router B user@router-B# set interfaces ge-1/3/0 unit 0 family inet address 10.80.0.1/24
user@router-B# set interfaces lo0 unit 0 family inet address 10.255.245.46/32

Router C set interfaces ge-1/0/0 unit 0 family inet address 10.90.0.1/24
set routing-options static route 10.1.1.1/32 next-hop 10.90.0.2
set routing-options static route 10.2.2.2/32 next-hop 10.90.0.2
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Configuring Router A

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To configure router A:

1. Configure the device interfaces.

[edit interfaces]
user@router-A# set ge-1/0/0 unit 0 family inet address 10.80.0.2/24
user@router-A# set ge-1/0/1 unit 0 family inet filter input zf-catch-all
user@router-A# set ge-1/0/1 unit 0 family inet address address 10.90.0.2/24
user@router-A#setgr-2/1/0unit0tunnelsource 10.11.11.11destination 10.255.245.46
user@router-A# set gr-2/1/0 unit 0 family inet address 10.21.21.21/24
user@router-A#set ip-2/1/0unit0tunnelsource10.12.12.12destination10.255.245.46
user@router-A# set ip-2/1/0 unit 0 family inet address 10.22.22.22/24

2. Configure the static routes.

[edit routing-options static]
user@router-A# set static route 10.1.1.1/32 next-hop gr-2/1/0.0
user@router-A# set static route 10.2.2.2/32 next-hop ip-2/1/0.0

3. Apply the rewrite rule to the interface.

[edit class-of-service]
user@router-A# set interfaces ge-1/0/0 unit 0 rewrite-rules inet-precedence
zf-tun-rw-ipprec-00

4. Define the rewrite rules.

[edit class-of-service]
user@router-A# set rewrite-rules inet-precedence zf-tun-rw-ipprec-00
forwarding-class best-effort loss-priority low code-point 000

user@router-A# set rewrite-rules inet-precedence zf-tun-rw-ipprec-00
forwarding-class best-effort loss-priority high code-point 001

user@router-A# set rewrite-rules inet-precedence zf-tun-rw-ipprec-00
forwarding-class expedited-forwarding loss-priority low code-point 010

user@router-A# set rewrite-rules inet-precedence zf-tun-rw-ipprec-00
forwarding-class expedited-forwarding loss-priority high code-point 011

user@router-A# set rewrite-rules inet-precedence zf-tun-rw-ipprec-00
forwarding-class assured-forwarding loss-priority low code-point 100

user@router-A# set rewrite-rules inet-precedence zf-tun-rw-ipprec-00
forwarding-class assured-forwarding loss-priority high code-point 101

user@router-A# set rewrite-rules inet-precedence zf-tun-rw-ipprec-00
forwarding-class network-control loss-priority low code-point 110

user@router-A# set rewrite-rules inet-precedence zf-tun-rw-ipprec-00
forwarding-class network-control loss-priority high code-point 111

user@router-A# set rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
best-effort loss-priority low code-point 000000

user@router-A# set rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
best-effort loss-priority high code-point 001001
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user@router-A# set rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
expedited-forwarding loss-priority low code-point 010010

user@router-A# set rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
expedited-forwarding loss-priority high code-point 011011

user@router-A# set rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
assured-forwarding loss-priority low code-point 100100

user@router-A# set rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
assured-forwarding loss-priority high code-point 101101

user@router-A# set rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
network-control loss-priority low code-point 110110

user@router-A# set rewrite-rules dscp zf-tun-rw-dscp-00 forwarding-class
network-control loss-priority high code-point 111111

5. Configure the firewall filter.

[edit firewall]
user@router-A# set filter zf-catch-all term term1 then loss-priority high
user@router-A# set filter zf-catch-all term term1 then forwarding-class
network-control

Results From configuration mode, confirm your configuration by entering the show interfaces,

show routing-options, show class-of-service, and show firewall commands. If the output

does not display the intended configuration, repeat the instructions in this example to

correct the configuration.

user@router-A# show interfaces
ge-1/0/0 {
unit 0 {
family inet {
address 10.80.0.2/24;

}
}

}
ge-1/0/1 {
unit 0 {
family inet {
filter {
input zf-catch-all;

}
address 10.90.0.2/24;

}
}

}
gr-2/1/0 {
unit 0 {
tunnel {
source 10.11.11.11;
destination 10.255.245.46;

}
family inet {
address 10.21.21.21/24;

}
}
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}
ip-2/1/0 {
unit 0 {
tunnel {
source 10.12.12.12;
destination 10.255.245.46;

}
family inet {
address 10.22.22.22/24;

}
}

}

user@router-A# show routing-options
static {
route 10.1.1.1/32 next-hop gr-2/1/0.0;
route 10.2.2.2/32 next-hop ip-2/1/0.0;

}

user@router-A# show class-of-service
interfaces {
ge-1/0/0 {
unit 0 {
rewrite-rules {
inet-precedence zf-tun-rw-ipprec-00;

}
}

}
}
rewrite-rules {
inet-precedence zf-tun-rw-ipprec-00 {
forwarding-class best-effort {
loss-priority low code-point 000;
loss-priority high code-point 001;

}
forwarding-class expedited-forwarding {
loss-priority low code-point 010;
loss-priority high code-point 011;

}
forwarding-class assured-forwarding {
loss-priority low code-point 100;
loss-priority high code-point 101;

}
forwarding-class network-control {
loss-priority low code-point 110;
loss-priority high code-point 111;

}
}

}
dscp zf-tun-rw-dscp-00 {
forwarding-class best-effort {
loss-priority low code-point 000000;
loss-priority high code-point 001001;

}
forwarding-class expedited-forwarding {
loss-priority low code-point 010010;
loss-priority high code-point 011011;
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}
forwarding-class assured-forwarding {
loss-priority low code-point 100100;
loss-priority high code-point 101101;

}
forwarding-class network-control {
loss-priority low code-point 110110;
loss-priority high code-point 111111;

}
}

user@router-A# show firewall
filter zf-catch-all {
term term1 {
then {
loss-priority high;
forwarding-class network-control;

}
}

}

If you are done configuring the device, enter commit from configuration mode.

Configuring Router B

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To configure router B:

1. Configure the device interfaces.

[edit interfaces]
user@router-B# set ge-1/3/0 unit 0 family inet address 10.80.0.1/24
user@router-B# set lo0 unit 0 family inet address 10.255.245.46/32

Results From configuration mode, confirm your configuration by entering the show interfaces

command. If the output does not display the intended configuration, repeat the

instructions in this example to correct the configuration.

Router B user@router-B# show interfaces
ge-1/3/0 {
unit 0 {
family inet {
address 10.80.0.1/24;

}
}

}
lo0 {
unit 0 {
family inet {
address 10.255.245.46/32;

}
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}
}

If you are done configuring the device, enter commit from configuration mode.

Configuring Router C

Step-by-Step
Procedure

To configure router C:

Configure the device interfaces.1.

[edit interfaces]
user@router-B# set ge-1/0/0 unit 0 family inet address 10.90.0.1/24

2. Configure the static routes.

[edit routing-options static]
user@router-A# set static route 10.1.1.1/32 next-hop 10.90.0.2
user@router-A# set static route 10.2.2.2/32 next-hop 10.90.0.2

Results Fromconfigurationmode, confirm your configuration by entering the show interfacesand

showrouting-optionscommands. If theoutputdoesnotdisplay the intendedconfiguration,

repeat the instructions in this example to correct the configuration.

Router C user@router-C show interfaces
ge-1/0/0 {
unit 0 {
family inet {
address 10.90.0.1/24;

}
}

}

user@router-C show routing-options
static {
route 10.1.1.1/32 next-hop 10.90.0.2;
route 10.2.2.2/32 next-hop 10.90.0.2;

}

If you are done configuring the device, enter commit from configuration mode.

Verification

To verify the configuration, run the following commands:

• show class-of-service rewrite-rule

• show firewall

Related
Documentation

CoS for Tunnels Overview on page 613•

• Configuring CoS for GRE and IP-IP Tunnels on page 615
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• Tunneling and BA Classifiers on page 614

Configuring a GRE Tunnel to Copy ToS Bits to the Outer IP Header

Supported Platforms EX Series,MSeries,MXSeries, T Series

Unlike IP-IP tunnels, GRE tunnels do not copy the ToS bits to the outer IP header by

default. To copy the inner ToS bits to the outer IP header (which is required for some

tunneled routing protocols) on packets sent by the Routing Engine, include the

copy-tos-to-outer-ip-header statementat the logical unit hierarchy levelofaGRE interface.

To copy the inner ToS bits to the outer IP header on packets transiting the device (MX

Series routerswithMPCsonly), include the copy-tos-to-outer-ip-header-transit statement

at the logical unit hierarchy level of a GRE interface.

To copy the inner ToS bits to the outer IP header on a GRE tunnel:

• Specify the interface on which to enable the inner IP header’s ToS bits to be copied to

the outer IP packet header

[edit]
user@host# edit interfaces
user@host# set gr-0/0/0 unit 0 copy-tos-to-outer-ip-header
user@host# set gr-0/0/0 unit 0 copy-tos-to-outer-ip-header-transit
user@host# set gr-0/0/0 unit 0 family inet

You can also copy the inner ToS bits to the outer IP header on packets transiting the

device onaglobal basis for all GRE interfacesonMPCsby including the copy-tos-to-outer

service-type gre statement at the [edit chassis] hierarchy level. This statement affects

all GRE interfaces on MPCs and takes precedence over the

copy-tos-to-outer-ip-header-transit statement. Once committed, this configuration

statement only affects new gr- nterfaces. To affected an existing gr- interface, youmust

delete and re-add the interface.

To verify that this option is enabled at the interface level, use the show interfaces

interface-name detail command.

Related
Documentation

• CoS for Tunnels Overview on page 613

• Configuring CoS for GRE and IP-IP Tunnels on page 615
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CHAPTER 20

Configuring Class of Service on Services
PICs

• CoS on Services PICs Overview on page 625

• Configuring CoS Rules on Services PICs on page 627

• Configuring CoS Rule Sets on Services PICs on page 632

• Example: Configuring CoS Rules on Services PICs on page 633

• Packet Rewriting on Services Interfaces on page 634

• Multiservices PIC ToS Translation on page 635

• Fragmentation by Forwarding Class Overview on page 635

• Configuring Fragmentation by Forwarding Class on page 636

• Configuring Drop Timeout Interval for Fragmentation by Forwarding Class on page 637

• Example: Configuring Fragmentation by Forwarding Class on page 639

• Allocating Excess Bandwidth Among Frame Relay DLCIs on Multiservices

PICs on page 643

• Configuring Rate Limiting and Sharing of Excess Bandwidth on Multiservices

PICs on page 645

CoS on Services PICs Overview

Supported Platforms MSeries,MXSeries, T Series

OnMultiservicesPICswith lsq- interfaces, thereareadditional features youcanconfigure.

Onesuch feature isanadditionalmethodof classifying traffic flowsbasedonapplications,

for example stateful firewalls and network address translation (NAT).

Application-based traffic flowclassificationenables you to configurea rule-basedservice

that provides DiffServ code point (DSCP)marking and forwarding-class assignments

for traffic transiting the Multiservices PIC. The service enables you to specify matching

by application, application set, source, destination address, andmatch direction, and

uses a similar structure to other rule-based services such as stateful firewall. The service

actions allow you to associate the DSCP alias or value, forwarding-class name, system

log activity, or a preconfigured application profile with the matched packet flows.
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NOTE: If youconfigurea forwardingclassmapassociatingaforwardingclass
with a queue number, thesemaps are not supported onMultiservices link
services intelligent queuing (lsq-) interfaces.

To configure class-of-service (CoS) features on the Multiservices PIC, include the cos

statement at the [edit services] hierarchy level:

[edit services]
cos {
application-profile profile-name {
ftp {
data {
dscp (alias | bits);
forwarding-class class-name;

}
}
sip {
video {
dscp (alias | bits);
forwarding-class class-name;

}
voice {
dscp (alias | bits);
forwarding-class class-name;

}
}

}
rule rule-name {
match-direction (input | output | input-output);
term term-name {
from {
application-sets [ set-names ];
applications [ application-names ];
destination-address address;
destination-prefix-list list-name <except>;
source-address address;
source-address-range source-address-range lowminimum-value
highmaximum-value <except>;

source-prefix-list list-name <except>;
}
then {
application-profileprofile-name;
dscp (alias | bits);
forwarding-class class-name;
syslog;
(reflexive | reverse) {
application-profile profile-name;
dscp (alias | bits);
forwarding-class class-name;
syslog;

}
}

}
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}
rule-set rule-set-name {
[ rule rule-names ];

}
}

Related
Documentation

Configuring CoS Rules on Services PICs on page 627•

• Configuring CoS Rule Sets on Services PICs on page 632

• Example: Configuring CoS Rules on Services PICs on page 633

Configuring CoS Rules on Services PICs

Supported Platforms MSeries,MXSeries, PTX Series, T Series

This topic describes how to configure CoS rules on Services PICs.

Each CoS rule consists of a set of terms, similar to those in a firewall filter configuration.

A term consists of the following:

• from statement—Specifies the match conditions and applications that are included

and excluded.

• then statement—Specifies the actions and action modifiers to be performed by the

router software.

If you omit the from term, the router accepts all traffic and the default protocol handlers

take effect:

• User Datagram Protocol (UDP), Transmission Control Protocol (TCP), and Internet

Control Message Protocol (ICMP) create a bidirectional flow with a predicted reverse

flow.

• IP creates a unidirectional flow.

Inaddition, each rulemust includeamatch-direction statement that specifies thedirection

in which the rule match is applied. To configure where the match is applied, include the

match-direction statement at the [edit services cos rule rule-name] hierarchy level:

match-direction (input | output | input-output);

If you configurematch-direction input-output, bidirectional rule creation is allowed.

Thematch direction is used with respect to the traffic flow through the Services PIC.

When a packet is sent to the Services PIC, direction information is carried along with it.

On interface service sets, packet direction is determined by whether a packet is entering

or leaving the interface on which the service set is applied.

With a next-hop service set, packet direction is determined by the interface used to route

the packet to the Services PIC. If the inside interface is used to route the packet, the

packet direction is input. If theoutside interface is used todirect thepacket to theServices
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PIC, the packet direction is output. Formore information on inside and outside interfaces,

see Configuring Service Sets to be Applied to Services Interfaces.

On the Services PIC, a flow lookup is performed. If no flow is found, rule processing is

performed. All rules in the service set are considered. During rule processing, the packet

direction is compared against rule directions. Only rules with direction information that

matches the packet direction are considered.

You can use either the source address or the destination address as amatch condition,

in the same way that you would configure a firewall filter; for more information, see the

Routing Policies, Firewall Filters, and Traffic Policers Feature Guide.

You can also include application protocol definitions that you have configured at the

[edit applications] hierarchy level; for more information, see the Junos OS Services

Interfaces Library for Routing Devices.

• To apply one ormore specific application protocol definitions, include the applications

statement at the [edit servicescos rule rule-name term term-name from]hierarchy level.

• To apply one ormore sets of application protocol definitions you have defined, include

the application-sets statement at the [edit services cos rule rule-name term term-name

from] hierarchy level.

NOTE: If you include a statement that specifies application protocols, the
router derives port and protocol information from the corresponding
configuration at the [edit applications] hierarchy level; you cannot specify

these properties asmatch conditions.

The following sections describe how to configure CoS rules in more detail:

• Configuring Match Conditions in a CoS Rule on page 628

• Configuring Actions in a CoS Rule on page 630

ConfiguringMatch Conditions in a CoS Rule

This topic describes how to configure the match conditions for CoS rules.

Before you begin, make sure you have completed the following tasks:

• Configure the application protocol definitions at the [edit applications] hierarchy level;

for more information, see the application and Junos OS Services Interfaces Library for

Routing Devices.

• Configure a destination prefix list by including the prefix-list statement at the [edit

policy-options] hierarchy level.

• Configure a source prefix list by including the prefix-list statement at the [edit

policy-options] hierarchy level.

To configure the match conditions for a CoS rule:

1. Create the CoS rule by specifying a name for it.
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[edit]
user@host# edit services cos rule rule-name

2. Specify the direction in which the rule match is applied.

[edit services cos rule rule-name]
user@host# setmatch-direction (input | output | input-output)

3. Specify the input conditions for the CoS term:

a. Define one or more target application sets.

[edit services cos rule rule-name]
user@host# set term term-name from application-sets [ set-names ]

NOTE: Youmust configure the application protocol definitions at the
[edit applications] hierarchy level; for more information, see the Junos

OS Services Interfaces Library for Routing Devices.

b. Define one or more applications to which the CoS services apply.

[edit services cos rule rule-name]
user@host# set term term-name from applications [ application-names ]

c. Specify the destination address for rule matching.

[edit services cos rule rule-name]
user@host# set term term-name from destination-address address

d. Specify the name of the destination prefix list for rule matching.

[edit services cos rule rule-name]
user@host# set term term-name from destination-prefix-list list-name <except>

NOTE: Youmust configure the destination prefix list by including the
prefix-list statement at the [edit policy-options] hierarchy level.

e. Specify the source address for rule matching.

[edit services cos rule rule-name]
user@host# set term term-name from source-address address

f. Specify the source address range for rule matching.

[edit services cos rule rule-name]
user@host#set term term-name fromsource-address-rangesource-address-range
lowminimum-value highmaximum-value <except>

g. Specify the source prefix list for rule matching.

[edit services cos rule rule-name]
user@host# set term term-name from source-prefix-list list-name <except>
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NOTE: Youmust configure the source prefix list by including the
prefix-list statement at the [edit policy-options] hierarchy level.

Configuring Actions in a CoS Rule

The principal CoS actions are:

• dscp—Marks the packet with the specified DiffServ code point (DSCP) value or alias.

• forwarding-class—Assigns the packet to the specified forwarding class.

This section describes how to configure these CoS actions and includes the following

topics:

• Configuring Application Profiles on page 630

• Configuring Reflexive and Reverse CoS Actions on page 631

Configuring Application Profiles

You can optionally define one or more application profiles for inclusion in CoS actions.

Theapplication-profile statement includes twomaincomponentsand three traffic types:

ftpwith the data traffic type and sipwith the video and voice traffic types. You can set

the appropriate dscp and forwarding-class values for each component within the

application profile.

NOTE: The ftp and sip statements are not supported on Juniper NetworkMX

Series 3D Universal Edge Routers.

You can apply the application profile to a CoS configuration by including it at the [edit

services cos rule rule-name term term-name then] hierarchy level.

To configure an application profile for inclusion in CoS actions:

1. Specify the application-profile statement at the [edit services cos] hierarchy level.

[edit]
user@host# edit services cos application-profile profile-name

2. Specify the appropriate dscp and forwarding-class value for FTP traffic.

[edit services cos application-profile profile-name]
user@host# set ftp data dscp (alias | bits)
user@host# set ftp data forwarding-class class-name

3. Specify the appropriate dscp and forwarding-class value for SIP video traffic.

[edit services cos application-profile profile-name]
user@host# set sip video dscp (alias | bits)
user@host# set sip video forwarding-class class-name
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4. Specify the appropriate dscp and forwarding-class value for SIP voice traffic.

[edit services cos application-profile profile-name]
user@host# set sip voice dscp (alias | bits)
user@host# set sip voice forwarding-class class-name

Configuring Reflexive and Reverse CoS Actions

It is important to understand that CoS services are unidirectional. It might be necessary

to specify different treatments for flows in opposite directions.

Regardless of whether a packet matches the input, output, or input-output direction,

flows in both directions are created. The difference is that a forward, reverse, or

forward-and-reverse CoS action is associated with each flow. You should bear in mind

that the flow in the opposite directionmight end up having a CoS action associatedwith

it, which you have not specifically configured.

To control the direction in which service is applied, separate from the direction in which

the rulematch is applied, you can configure the reflexive or reverse statement at the [edit

services cos rule rule-name term term-name then] hierarchy level.

These two actions are mutually exclusive. If nothing is specified, data flows inherit the

CoS behavior of the forward control flow.

• reflexivecauses theequivalent reverseCoSaction tobeapplied to flows in theopposite

direction.

• reverse allows you to define the CoS behavior for flows in the reverse direction.

To control the direction in which a service is applied:

1. Define the CoS term actions.

[edit]
user@host# edit services cos rule rule-name term term-name then

2. Specify the action.

[edit services cos rule rule-name term term-name then]
user@host# set (reflexive | reverse)

3. Specify the application profile name.

[edit services cos rule rule-name term term-name then]
user@host# set application-profile profile-name

4. Define the Differentiated Services code point (DSCP)mapping that is applied to the

packets.

[edit services cos rule rule-name term term-name then]
user@host# set dscp (alias | bits)

5. Define the forwarding class to which packets are assigned.
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[edit services cos rule rule-name term term-name then]
user@host# set forwarding-class class-name

6. (Optional) Set the configuration to record information in the system logging facility.

Define the forwarding class to which packets are assigned.

[edit services cos rule rule-name term term-name then]
user@host# set syslog

Related
Documentation

Class of Service Overview•

• Restrictions and Cautions for CoS Configuration on Services Interfaces

• Configuring CoS Rule Sets

• Examples: Configuring CoS on Services Interfaces

• CoS on Services PICs Overview on page 625

• Configuring CoS Rule Sets on Services PICs on page 632

• Example: Configuring CoS Rules on Services PICs on page 633

Configuring CoS Rule Sets on Services PICs

Supported Platforms MSeries,MXSeries, T Series

You can define a collection of CoS rules that determinewhat actions the router software

performs on packets in the data stream. Junos OS processes the rules in the order in

which you specify them in the configuration. If a term in a rule matches the packet, the

router performs the corresponding action and the rule processing stops. If no term in a

rule matches the packet, processing continues to the next rule in the rule set. If none of

the rules match the packet, the packet is dropped by default.The rule-set statement

definesacollectionofCoS rules thatdeterminewhatactions the router softwareperforms

on packets in the data stream. You define each rule by specifying a rule name and

configuring terms. You then specify the order of the rules by including the rule-set

statement at the [edit services cos] hierarchy level:

This topic explains how to configure a set of CoS rules.

Before starting this procedure, make sure you define the terms and actions for the CoS

rules in this rule set under the [edit services cos rule rule-name] hierarchy level.

To configure a CoS rule set:

1. Specify a name for the CoS rule set.

[edit]
user@host# edit services cos rule-set rule-set-name

2. Specify the name of each rule you want included in the rule set.
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NOTE: JunosOSprocesses the rules in theorder inwhichyouspecify them
in the configuration.

[edit services cos rule-set rule-set-name]
user@host# set rule rule-name1
user@host# set rule rule-name2

Related
Documentation

CoS on Services PICs Overview on page 625•

• Configuring CoS Rules on Services PICs on page 627

• Example: Configuring CoS Rules on Services PICs on page 633

Example: Configuring CoS Rules on Services PICs

Supported Platforms MSeries,MXSeries, PTX Series, T Series

The following example show a CoS configuration containing two rules, one for input

matching on a specified application set and the other for outputmatching on a specified

source address:

[edit services]
cos {
application-profile cosprofile {
ftp {
data {
dscp af11;
forwarding-class 1;

}
}

}
application-profile cosrevprofile {
ftp {
data {
dscp af22;

}
}

}
rule cosrule {
match-direction input;
term costerm {
from {
source-address {
any-unicast;

}
applications junos-ftp;

}
then {
dscp af33;
forwarding-class 3;
application-profile cosprofile;
reverse {
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dscp af43;
application-profile cosrevprofile;

}
}

}
}

}
stateful-firewall {
rule r1 {
match-direction input;
term t1 {
from {
application-sets junos-algs-outbound;

}
then {
accept;

}
}
term t2 {
then {
accept;

}
}

}
service-set test {
stateful-firewall-rules r1;
cos-rules cosrule;
interface-service {
service-interface sp-1/3/0;

}
}

}

Related
Documentation

Configuring CoS Rules on Services PICs on page 627•

• Configuring CoS Rule Sets on Services PICs on page 632

Packet Rewriting on Services Interfaces

Supported Platforms MSeries

OnMSeries routers, you can configure rewrite rules to change packet header information

andattach it to anoutput interface. Because these rules canpossibly overwrite theDSCP

marking configured on Multiservices and Services PICs, it is important to create

system-wide configurations carefully.

For example, knowing that the Services or Multiservices PICs canmark packets with any

ToSorDSCPvalueand theoutput interface is restricted toonlyeightDSCPvalues, rewrite

rules on the output interface condense themapping from64 to8 valueswith overall loss

of granularity. In this case, you have the following options:

• Remove rewrite rules in the output interface.

• Configure the output interface to include themost important mappings.
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Related
Documentation

Rewriting Packet Headers to Ensure Forwarding Behavior on page 361•

• Configuring Rewrite Rules on page 365

Multiservices PIC ToS Translation

Supported Platforms MSeries,MXSeries, T Series

Bydefault, all logical (lsq-) interfaces on aMultiservices PIC preserve the type-of-service

(ToS) bits in an incoming packet header.

However, you can use the translation-table statement at the [edit class-of-service]

hierarchy level to replace the arriving ToS bit pattern with a user-defined value.

This feature follows exactly the same configuration rules as the Enhanced IQ PIC. For

configuration details, see “Configuring ToS Translation Tables” on page 672.

Fragmentation by Forwarding Class Overview

Supported Platforms MSeries,MXSeries, T Series

For Multiservices and Services Physical Interface Card (PIC) link services IQ (LSQ) and

virtual LSQ redundancy (rlsq-) interfaces, you can specify fragmentation properties for

specific forwarding classes. Traffic on each forwarding class can be either multilink

fragmented or interleaved. By default, traffic in all forwarding classes is fragmented.

If you do not configure fragmentation properties for particular forwarding classes in

multilink Point-to-Point Protocol (MLPPP) interfaces, the fragmentation threshold you

set at the [edit interfaces interface-name unit logical-unit-number fragment-threshold]

hierarchy level is used for all forwarding classeswithin theMLPPP interface. Formultilink

Frame Relay (MLFR) FRF.16 interfaces, the fragmentation threshold you set at the [edit

interfaces interface-namemlfr-uni-nni-bundle-options fragment-threshold]hierarchy level

is used for all forwarding classes within the MLFR FRF.16 interface. If you do not set a

maximum fragment size anywhere in the configuration, packets are still fragmented if

theyexceed the smallestmaximumtransmissionunit (MTU)of all the links in thebundle.

To configure fragmentation by forwarding class, include the following statements at the
[edit class-of-service] hierarchy level:

[edit class-of-service]
fragmentation-maps {
map-name {
forwarding-class class-name {
drop-timeoutmilliseconds;
fragment-threshold bytes;
multilink-class number;
no-fragmentation;

}
}

}
interfaces {
interface-name {
unit logical-unit-number {
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fragmentation-mapmap-name;
}

}
}

Related
Documentation

Configuring Fragmentation by Forwarding Class on page 636•

• Example: Configuring Fragmentation by Forwarding Class on page 639

• Configuring Drop Timeout Interval for Fragmentation by Forwarding Class on page 637

• fragmentation-map on page 1045

• fragmentation-maps on page 1046

Configuring Fragmentation by Forwarding Class

Supported Platforms MSeries,MXSeries, T Series

For Multiservices and Services PIC link services IQ (LSQ) and virtual LSQ redundancy

(rlsq-) interfaces only, you can configure fragmentation properties on a particular

forwarding class.

To configure fragmentation properties on a specific forwarding class:

1. Specify the name of the fragmentation map and forwarding class.

[edit]
user@host# edit class-of-service fragmentation-mapsmap-name forwarding-class
class-name

2. Specify howmanymilliseconds to wait for fragments.

[edit class-of-service fragmentation-mapsmap-name forwarding-class class-name]
user@host# set drop-timeoutmilliseconds

NOTE: If you set this value, youmust also include amultilink-class value

for resequencing fragments.

3. (Optional) Specify the maximum size, in bytes, for multilink packet fragments.

[edit class-of-service fragmentation-mapsmap-name forwarding-class class-name]
user@host# set fragment-threshold bytes

NOTE: If you set the option, you cannot configure no-fragmentation for

the forwarding class.

4. Specify the multilink class assigned to this forwarding class.

[edit class-of-service fragmentation-mapsmap-name forwarding-class class-name]
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user@host# setmultilink-class number

5. (Optional) Specify that the traffic on this particular forwarding class is interleaved,

rather than fragmented.

[edit class-of-service fragmentation-mapsmap-name forwarding-class class-name]
user@host# set no-fragmentation

6. Apply the fragmentation map to the logical interface.

[edit class-of-service interfaces interface-name unit logical-unit-number]
user@host# set fragmentation-mapmap-name

Related
Documentation

Fragmentation by Forwarding Class Overview on page 635•

• Example: Configuring Fragmentation by Forwarding Class on page 639

• Configuring Drop Timeout Interval for Fragmentation by Forwarding Class on page 637

• fragmentation-map on page 1045

• fragmentation-maps on page 1046

Configuring Drop Timeout Interval for Fragmentation by Forwarding Class

Supported Platforms MSeries,MXSeries, PTX Series, T Series
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For LSQ interfaces configured for multiclass MLPPP, you can change the drop timeout

interval that the interface waits for fragment resequencing by forwarding class. This

feature is mutually exclusive with the no-fragmentation statement configured for a

forwarding class.

You can also disable the fragment resequencing function altogether by forwarding class.

You do this by setting the drop-timeout interval to 0.

The drop-timeout interval can also be set at the bundle level. When the drop-timeout

interval is set to 0 at the bundle level, none of the individual classes forward fragmented

packets. Sequencing is ignoredalso, andpackets are forwarded in the order inwhich they

were received. The drop-timeout interval value configured at the bundle level overrides

the values configured at the class level.

This example configures a logical unit on an LSQ interface with a fragmentation map

setting different drop timeout values for each forwarding class:

• Best effort (BE)—The value of 0means that no resequencing of fragments takes place

for BE traffic.

• Expedited Forwarding (EF)—The value of 800msmeans that the multiclass MLPPP

waits 800ms for fragment to arrive on the link for EF traffic.

• Assured Forwarding (AF)—The absence of the timeout statements means that the

default timeouts of 500ms for links at T1 and higher speeds and 1500ms for lower

speeds are in effect for AF traffic.

• Network Control (NC)—The value of 100msmeans that the multiclass MLPPPwaits

100ms for fragment to arrive on the link for NC traffic.

To configure the drop timeout interval:

1. Define the fragmentation properties for each forwarding class.

[edit]
user@host# edit class-of-service fragmentation-maps Timeout_Frag_Map
user@host# set forwarding-class BE drop-timeout 0multilink-class 3
fragment-threshold 128

user@host# set forwarding-class EF drop-timeout 800multilink-class 2
user@host# set forwarding-class NC drop--timeout 100multilink-class 0
fragment-threshold 512

user@host# set forwarding-class AFmultilink-class 1 fragment-threshold 256

2. Apply the fragmentation map to the logical interface.

[edit class-of-service]
user@host# set interfaces lsq-1/0/0 unit 1 fragmentation-map Timeout_Frag_Map

3. Verify the configuration.

[edit class-of-service fragmentation-maps Timeout_Frag_Map]
user@host# show
forwarding-class {
    BE {
        fragment-threshold 128;
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        multilink-class 3;
        drop-timeout 0;  # no resequencing for this forwarding class
    }
    EF {
        multilink-class 2;
        drop-timeout 800;
    }
    NC {
        fragment-threshold 512;
        multilink-class 0;
        drop-timeout 100;
    }
    AF {
        fragment-threshold 256;  # Default timeout in effect for this class
        multilink-class 1;
    }
}

[edit class-of-service]
user@host# show
interfaces {
 lsq-1/0/0 {
        unit 1 {
            fragmentation-map Tineout_frag_Map;
        }
    }

4. Save the configuration.

[edit]
user@host# commit

Related
Documentation

Example: Configuring Fragmentation by Forwarding Class on page 639•

• Configuring Fragmentation by Forwarding Class on page 636

Example: Configuring Fragmentation by Forwarding Class

Supported Platforms MSeries,MXSeries, PTX Series, T Series

This example shows you how to configure fragmentation maps for specific forwarding

classes on Multiservices PICs or Services PICs.

• Requirements on page 640

• Overview on page 640

• Configuration on page 640

• Verification on page 642
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Requirements

This example uses the following hardware and software components:

• Multiservices PIC or Services PIC.

Overview

Configure two logical units on an LSQ interface. The logical units use two different

fragmentation maps.

Configuration

To configure fragmentation maps for specific forwarding classes, perform these tasks:

• Define the Fragmentation Maps on page 640

• Associate the Fragmentation Maps with the an MLPPP Interface on page 642

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them in a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copyandpaste the commands into theCLI at the [edit] hierarchy

level:

Define the
FragmentationMaps

set class-of-service fragmentation-maps frag-map-A forwarding-class AF
no-fragmentation

set class-of-service fragmentation-maps frag-map-A forwarding-class EF
no-fragmentation

set class-of-service fragmentation-maps frag-map-A forwarding-class BE
fragment-threshold 100

set class-of-service fragmentation-maps frag-map-B forwarding-class EF
fragment-threshold 200

set class-of-service fragmentation-maps frag-map-B forwarding-class BE
fragment-threshold 200

set class-of-service fragmentation-maps frag-map-B forwarding-class AF
fragment-threshold 200

Associate the
FragmentationMap

with an Interface

set class-of-service interfaces lsq-1/0/0 unit 1 fragmentation-map frag-map-A
set class-of-service interfaces lsq-1/0/0 unit 2 fragmentation-map frag-map-B

Define the FragmentationMaps

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To define the fragmentation maps:

1. Specify a name for the first fragmentation map.

[edit]
user@host# edit class-of-service fragmentation-maps frag-map-A
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2. Define the first fragmentation map.

a. Define the fragmentationproperties for theAF forwarding class tobe interleaved,

rather than fragmented.

[edit class-of-service fragmentation-maps frag-map-A]
user@ost# set forwarding-class AF no-fragmentation

b. Define the fragmentationproperties for theEF forwardingclass tobe interleaved,

rather than fragmented.

[edit class-of-service fragmentation-maps frag-map-A]
user@ost# set forwarding-class EF no-fragmentation

c. Define the fragmentationproperties for theBE forwardingclass tobe fragmented.

[edit class-of-service fragmentation-maps frag-map-A]
user@ost# set forwarding-class BE fragment-threshold 100

3. Define the second fragmentation map.

a. Specify a name for the second fragmentation map.

[edit class-of-service fragmentation-maps]
user@host# edit frag-map-B

b. Define the fragmentationproperties for theEF forwardingclass tobe fragmented.

[edit class-of-service fragmentation-maps frag-map-B]
user@ost# set forwarding-class EF fragment-threshold 200

c. Define the fragmentationproperties for theBE forwardingclass tobe fragmented.

[edit class-of-service fragmentation-maps frag-map-B]
user@ost# set forwarding-class BEfragment-threshold 200

d. Define the fragmentationproperties for theAF forwardingclass tobe fragmented.

[edit class-of-service fragmentation-maps frag-map-B]
user@ost# set forwarding-class AF fragment-threshold 200

Results Verify the configuration of the fragmentation maps and forwarding classes.

[edit class-of-service fragmentation-maps]
user@host# show
frag-map-A {
    forwarding-class {
        AF {
            no-fragmentation;
        }
        EF {
            no-fragmentation;
        }
        BE {
            fragment-threshold 100;
        }
    }
}
frag-map-B {
    forwarding-class {
        EF {
            fragment-threshold 200;
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        }
        BE {
            fragment-threshold 200;
        }
        AF {
            fragment-threshold 200;
        }
    }
}

Associate the FragmentationMapswith the anMLPPP Interface

Step-by-Step
Procedure

To associate a fragmentation map with an interface:

• Associate each fragmentation map with a logical interface.

[edit]
user@host# edit class-of-service interfaces lsq-1/0/0
user@host# set unit 1 fragmentation-map frag-map-A
user@host# set unit 2 fragmentation-map frag-map-B

Results Verify that the fragmentation maps are associated with the interfaces.

[edit class-of-service]
user@host# show
interfaces {
 lsq-1/0/0 {
        unit 1 {
            fragmentation-map frag-map-A;
        }
        unit 2 {
            fragmentation-map frag-map-B;
        }
    }

Verification

Verifying the Fragmentation Properties

Purpose Verify the fragmentation properties for specific forwarding classes.
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Action The following output displays the fragmentation properties and forwarding class

association.

user@host> show class-of-service fragmentation-map
  Fragmentation map: frag-map-A, Index: 19801
    Forwarding class: AF
    No Fragmentation

  Forwarding class: EF
    No Fragmentation

    Forwarding class: BE
    Fragmentation threshold: 100

  Fragmentation map: frag-map-B, Index: 19855
    Forwarding class: EF
    Fragmentation threshold: 200

  Forwarding class: BE
    Fragmentation threshold: 200

    Forwarding class: AF
    Fragmentation threshold: 200

Meaning Theoutput shows the forwarding class associatedwith each fragmentationmap, aswell

as the fragmentation properties associated with the forwarding class.

Related
Documentation

Fragmentation by Forwarding Class Overview on page 635•

• Configuring Fragmentation by Forwarding Class on page 636

Allocating Excess Bandwidth Among Frame Relay DLCIs onMultiservices PICs

Supported Platforms MSeries,MXSeries, T Series

By default, all logical (lsq-) interfaces on a Multiservices PIC share bandwidth equally in

the excess region (that is, bandwidth available once these interfaces have exhausted

their committed information rate (CIR).

However, you can include the excess-rate statement to control an independent set of

parameters for bandwidth sharing in the excess region of a frame relay data-link

connection identifier (DLCI) on aMultiservices PIC. Include the excess-rate statement at

the [edit class-of-service traffic-control-profile traffic-control-profile-name] hierarchy

level.

There are several limitations to this feature:

• Theexcessbandwidthcomes frombandwidthnotusedbyanyDLCIs (that is, bandwidth

above the CIR). Therefore, only FRF.16 is supported.

• Only CIRmode is supported (youmust configure a CIR on at least one DLCI).
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• Only the percent option is supported for lsq- interfaces. The priority option is not

supported for DLCIs.

• You cannot configure this feature if you also include one of the following statements

in the configuration:

• scheduler-map

• shaping-rate

• If you oversubscribe the DLCIs, then the bandwidth can only be distributed equally.

• Theexcess-priority statement isnot supported.However, for consistency, this statement

will not result in a commit error.

• This feature is only supported on the Multiservices 100, Multiservices 400, and

Multiservices 500 PICs.

The following procedure configures excess bandwidth sharing in the ratio of 70 to 30

percent for two frame relay DLCIs. Only FRF.16 interfaces are supported.

The following example requires you to navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

1. Enable the association of scheduler map names with logical interfaces.

[edit]
user@host# edit interfaces lsq-1/3/0:0
user@host# set per-unit-scheduler unit 0 dlci 100
user@host# set per-unit-scheduler unit 1dlci 200

2. Configure the traffic control profiles.

NOTE: Only the percent option is supported.

[edit class-of-service]
user@host# set traffic-control-profiles tc_70 excess-rate percent 70
user@host# set traffic-control-profiles tc_30 excess-rate percent 30

3. Apply the traffic control profiles to the logical interface.

NOTE: Only FRF.16 is supported.

[edit]
user@host# edit interfaces lsq-1/3/0
user@host# set unit 0 output-traffic-control-profile tc_70
user@host# set unit 1 output-traffic-control-profile tc_30

4. Verify the configuration.
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[edit interfaces lsq-1/3/0:0]
user@host# show
per-unit-scheduler;
unit 0 {
    dlci 100;
}
unit 1 {
    dlci 200;
}

[edit class-of-service]
user@host# show
traffic-control-profiles {
 tc_70 {
        excess-rate percent 70;
    }
    tc_30 {
        excess-rate percent 30;
    }
}

[edit interfaces]
user@host# show
lsq-1/3/0 {
unit 0 {
output-traffic-control-profile tc_70;

}
unit 1 {
output-traffic-control-profile tc_30;

}
}

Related
Documentation

Allocating Excess Bandwidth Among Frame Relay DLCIs on Multiservices PICs on

page 643

•

Configuring Rate Limiting and Sharing of Excess Bandwidth onMultiservices PICs

Supported Platforms MSeries,MXSeries, T Series
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OnMultiservices PICs, you can limit the transmit rate of a logical interface (lsq-) in the

sameway as other types of queuing PICs. You can also assign a percentage of the excess

bandwidth to the logical interfaces. As with other types of PICs, the strict-high queue

(voice) can “starve” low andmedium priority queues. To prevent the strict-high queue

from starving other queues, rate-limit the queue.

To rate-limit logical interfacesonaMultiservicesPIC, include the transmit-rate statement

with the rate-limitoptionat the [editclass-of-serviceschedulersscheduler-name]hierarchy

level:

[edit class-of-service schedulers scheduler-name]
transmit-rate (rate | percent percentage | remainder) rate-limit;

You can alsomake the excess strict-high bandwidth available for other queues. You can

split the excess bandwidth amongmultiple queues, but the total excess bandwidth

assigned to these queues can only add up to 100 percent. The excess-bandwidth priority

statement option is not supported on the Multiservices PIC. For more information about

excess bandwidth sharing, see “Configuring Excess Bandwidth Sharing on IQE PICs” on

page 678.

To share excess bandwidth amongMultiservices PICs, include the excess-rate statement
at the [edit class-of-service schedulers scheduler-name] hierarchy level.

[edit class-of-service schedulers scheduler-name]
excess-rate percent percentage;

Both of these rate-limiting and excess bandwidth sharing features apply to egress traffic

only, and only for per-unit schedulers. Hierarchical schedulers and shared schedulers are

not supported.

Youmust still complete the configuration by configuring the schedulermapandapplying

it to the Multiservices PIC interface.

This example configures a rate limit and excess bandwidth sharing for a Multiservices

PIC interface.

The following example requires you to navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

1. Specify the scheduler name and parameter values.

[edit]
user@host# edit class-of-service
user@host# set schedulers scheduler0 transmit-rate percent 10 rate-limit
user@host# set schedulers scheduler0 priority strict-high excess-rate percent 30
user@host# set schedulers scheduler1 transmit-rate percent 1 rate-limit
user@host# set schedulers scheduler1 priority high excess-rate percent 70

2. Specify a scheduler map name and associate it with the scheduler configuration and

forwarding class.

[edit class-of-service]
user@host#setscheduler-mapsscheduler0forwarding-classefschedulerscheduler0
user@host#setscheduler-mapsscheduler0 forwarding-classafscheduler scheduler1
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3. Associate the scheduler map namewith the interface.

[edit class-of-service]
user@host# set interfaces lsq-1/3/0 unit 0 scheduler-map scheduler0
user@host# set interfaces lsq-1/3/0 unit 1 scheduler-map scheduler1

4. Verify the configuration.

scheduler0 {
    transmit-rate {
        percent 10;
        rate-limit;
    }
    excess-rate percent 30;
    priority strict-high;
}
scheduler1 {
    transmit-rate {
        percent 1;
        rate-limit;
    }
    excess-rate percent 70;
    priority high;
}

[edit class-of-service]
user@host# show schedulers

interfaces {
 lsq-1/3/0 {
        unit 0 {
            scheduler-map scheduler0;
        }
    }

scheduler-maps {
 scheduler0 {
        forwarding-class ef scheduler scheduler0;
        forwarding-class af scheduler scheduler1;
    }
}

Related
Documentation

• CoS on Services PICs Overview on page 625

• Configuring Schedulers on page 235

• Configuring Scheduler Maps on page 236

• Excess Rate and Excess Priority Configuration Examples on page 267
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CHAPTER 21

Configuring Class of Service on IQ and
Enhanced IQ (IQE) PICs

• CoS on Enhanced IQ PICs Overview on page 649

• Calculation of Expected Traffic on IQE PIC Queues on page 650

• BA Classifiers and ToS Translation Tables on page 671

• Configuring ToS Translation Tables on page 672

• Configuring Hierarchical Layer 2 Policers on IQE PICs on page 676

• Configuring Excess Bandwidth Sharing on IQE PICs on page 678

• Configuring Rate-Limiting Policers for High Priority Low-Latency Queues on IQE

PICs on page 683

• ApplyingSchedulerMapsandShapingRatetoPhysical Interfaceson IQPICsonpage686

• Applying Scheduler Maps to Chassis-Level Queues on page 700

• Assigning Default Frame Relay Rewrite Rule to IQE PICs on page 711

• Defining Custom Frame Relay Rewrite Rule on IQE PICs on page 712

CoS on Enhanced IQ PICs Overview

Supported Platforms MSeries, T Series

The Enhanced IQ (IQE) PIC family supports a series of non-channelized and channelized

interfaces that run at a large variety of speeds. Sophisticated Class-of-Service (CoS)

techniques are available for the IQE PICs at the channel level. These techniques include

policing based on type-of-service (ToS) bits, five priority levels, two shaping rates (the

guaranteed rate and shaping rate), a shared scheduling option, DiffServ code point

(DSCP) rewriteonegress, andconfigurabledelaybuffers forqueuing.All of these features,

with numerous examples, are discussed in this chapter. For a comparison of the

capabilities of IQE PICs with other types of PICs, see “CoS Features and Limitations on

M Series and T Series Routers” on page 489.

For information about CoS components that apply generally to all interfaces, see

“Understanding How Class of Service Manages Congestion and Controls Service Levels

in the Network” on page 3. For general information about configuring interfaces, see the

Junos OS Network Interfaces Library for Routing Devices.
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IQE PICs can be used in Juniper Networks M40e, M120, M320Multiservice Edge Routers

and T Series Core Routers to supply enhanced CoS capabilities for edge aggregation.

The same interface configuration syntax is used for basic configuration, and other CoS

statements are applied at channel levels. Some configuration statements are available

only in Junos OS Release 9.3 and later, as noted in this chapter.

Calculation of Expected Traffic on IQE PIC Queues

Supported Platforms MSeries, T Series

This topic discusses the following topics related to calculating the expected traffic flow

on IQE PIC queues:

• Excess Bandwidth Calculations Terminology on page 650

• Excess Bandwidth Basics on page 650

• Logical Interface Modes on IQE PICs on page 652

• Default Rates for Queues on IQE PICs on page 656

• Sample Calculations of Excess Bandwidth Sharing on IQE PICs on page 658

Excess Bandwidth Calculations Terminology

The following terms are used in this discussion of IQE PIC queue calculations:

• CIRmode—Aphysical interface is inCIRmodewhenoneofmoreof its “children” (logical

interfaces in this case) have a guaranteed rate configured, but some logical interfaces

have a shaping rate configured.

• Default mode—A physical interface is in default mode if none of its “children” (logical

interfaces in this case) have a guaranteed rate or shaping rate configured.

• Excessmode—Aphysical interface is in excessmodewhenoneofmoreof its “children”

(logical interfaces in this case) have an excess rate configured.

• PIRmode—Aphysical interface is inPIRmode if noneof its “children” (logical interfaces

in this case) have a guaranteed rate configured, but some logical interfaces have a

shaping rate configured.

Excess Bandwidth Basics

This basic example illustrates the interaction of the guaranteed rate, the shaping rate,

and theexcess rateapplied to fourqueues.Thesameconceptsextend to logical interfaces

(units) and cases in which the user does not configure an explicit value for these

parameters (in that case, the system uses implicit parameters).

In this section, the term “not applicable” (NA)means that the feature is not explicitly

configured. All traffic rates are in megabits per second (Mbps).

Thehardwareparametersderived fromtheconfigured ratesare relatively straightforward

except for the excess weight. The excess rate is translated into an absolute value called

the excess weight. The scheduler for an interface picks a logical unit first, and then a

queue within the logical unit for transmission. Logical interfaces and queues that are

within their guaranteed rates are picked first, followed by those in the excess region. If
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the transmission rate for a logical interface or queue is more than the shaping rate, the

scheduler skips the logical interface or queue. Scheduling in the guaranteed region uses

straight round-robin, whereas scheduling in the excess region uses weighed round-robin

(WRR) based on the excess weights. The excess weights are in the range from 1 to 127,

but they are transparent to the user and subject to change with implementation. The

weights used in this example are for illustration only.

This example uses a logical interfacewith a transmit rate (CIR) of 10Mbps and a shaping

rate (PIR) of 10 Mbps. The user has also configured percentage values of transmit rate

(CIR), shaping rate (PIR), and excess rate as shown in Table 70 on page 651.

Table 70: Basic Example of Excess Bandwidth

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 Mbps10%5%5%Q0

10Mbps50%80%30%Q1

10 Mbps30%15%10%Q2

10 Mbps30%35%15%Q3

The values used by the hardware based on these parameters are shown in

Table 71 on page 651.

Table 71: Hardware Use of Basic Example Parameters

Expected Traffic RateExcessWeightShaping Rate (PIR)Transmit Rate (CIR)Queue

0.5 Mbps100.5 Mbps0.5 MbpsQ0

5.19 Mbps508Mbps3 MbpsQ1

1.5 Mbps301.5 Mbps1 MbpsQ2

2.81 Mbps303.5 Mbps1.5 MbpsQ3

10 Mbps (maximum output)12013.5 Mbps6 MbpsTotals:

There are a number of important points regarding excess bandwidth calculations:

• The guaranteed rates should add up to less than the logical interface guaranteed rate

(10 Mbps).

• Shaping rates (PIRs) can be oversubscribed.

• Excess rates canbeoversubscribed. This rate is only a ratio atwhich the sharing occurs.

• Each queue receives theminimum of the guaranteed bandwidth because each queue

is transmitting at its full burst if it can.

651Copyright © 2017, Juniper Networks, Inc.

Chapter 21: Configuring Class of Service on IQ and Enhanced IQ (IQE) PICs



• The excess (remaining) bandwidth is shared among the queues in the ratio of their

excess rates. In this case, the excess bandwidth is the logical interface bandwidth

minus the sum of the queue transmit rates, or 10 Mbps – 6Mbps = 4Mbps.

• However, transmission rates are capped at the shaping rate (PIR) of the queue. For

example, Queue 0 gets 0.5 Mbps.

• Queue 0 also gets a guaranteed transmit rate (CIR) of 0.5 Mbps and is eligible for

excess bandwidth calculated as 4 Mbps (10 Mbps – 6Mbps) multiplied by 10/127.

However, because the shaping rate (PIR) for Queue 0 is 0.5Mbps, the expected traffic

rate is capped at 0.5 Mbps.

• Queue 1gets its guaranteed transmit rate (CIR)of3Mbps.BecauseQueue0hasalready

beendealtwith,Queue 1 is eligible for sharing theexcessbandwidthalongwithQueue2

and Queue 3. So Queue 1 is entitled to an excess bandwidth of 4 Mbpsmultiplied by

50 / (30 + 30 + 50), or 1.81 Mbps.

• In the same way, Queue 2 is eligible for its guaranteed transmit rate (CIR) of 1 Mbps

and an excess bandwidth of 4 Mbpsmultiplied by 30 / (30 + 30 + 50), or 1.09 Mbps.

However, because Queue 2 has a shaping rate (PIR) of 1.5 Mbps, the bandwidth of

Queue 2 is capped at 1.5 Mbps. The additional 0.59 Mbps can be shared by Queue 1

and Queue 3.

• Queue 3 is eligible for an excess of 4 Mbpsmultiplied by 30 / (30 + 30 + 50), or

1.09 Mbps. This total of 2.59 Mbps is still below the shaping rate (PIR) for Queue 3

(3.5 Mbps).

• The remaining bandwidth of 0.59 Mbps (which Queue 2 could not use) is shared

between Queue 1 and Queue 3 in the ratio 50/30. So Queue 3 can get 0.59multiplied

by 30 / (50 + 30), or 0.22 Mbps. This gives a total of 2.81 Mbps.

• Therefore, Queue 1 gets 3 Mbps + 1.82 Mbps + (0.59 Mbps * 50 / (50 + 30)), or

approximately 5.19 Mbps.

Logical InterfaceModes on IQE PICs

On IQEPICs, schedulingoccurs level-by-level. That is, basedon theparameters configured

on the logical interface, the scheduler first picks a logical interface to transmit from.Then,

basedon theconfigurationof theunderlyingqueues, the IQEPICselectsoneof thequeues

to transmit from. Therefore, it is important to understand how different logical interface

parameters are configured or derived (not explicitly configured), and also how the same

values are established at the queue level.

In the following examples, assume that the bandwidth available at the physical interface

level is 400Mbps and there are four logical interfaces (units) configured. A per-unit

scheduler is configured, so the logical interfaces operate in different modes depending

on the parameters configured.

If no class-of-service parameters are configured on any of the logical interfaces, the

interface is in default mode. In default mode, the guaranteed rate (CIR) available at the

physical interface (400Mbps) is divided equally among the four logical interfaces. Each

of the four gets a guaranteed rate (CIR) of 100Mbps. Because none of the four logical

interfaces have a shaping rate (PIR) configured, each logical interface can transmit up
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to the maximum of the entire 400Mbps. Because there is no excess rate configured on

any of the logical interfaces, each of the four gets an equal, minimum excess weight of

1. The configured and hardware-derived bandwidths for this default mode example are

shown in Table 72 on page 653.

Table 72: Default Mode Example for IQE PICs

HardwareConfigured

Logical
Interface ExcessWeightShaping Rate

Guaranteed
RateExcess Rate

Shaping Rate
(PIR)

Guaranteed
rate (CIR)

1400Mbps100MbpsNANANAUnit 0

1400Mbps100MbpsNANANAUnit 1

1400Mbps100MbpsNANANAUnit 2

1400Mbps100MbpsNANANAUnit 3

If a subset of the logical interfaces (units) have a shaping rate (PIR) configured, but none

of them have a guaranteed rate (CIR) or excess rate, then the physical interface is in PIR

mode. Furthermore, if the sum of the shaping rates on the logical interfaces is less than

or equal to the physical interface bandwidth, the physical interface is in undersubscribed

PIRmode. If the sum of the shaping rates on the logical interfaces is more than the

physical interfacebandwidth, thephysical interface is inoversubscribedPIRmode.These

modes are the same as on other PICs, where only a shaping rate and guaranteed rate

can be configured.

In undersubscribedPIRmode, the logical interfaceswithaconfigured shaping rate receive

preferential treatmentover thosewithoutaconfiguredshaping rate. For logical interfaces

with a shaping rate configured, the guaranteed rate is set to the shaping rate. For the

logical interfaces without a shaping rate, the remaining logical interface bandwidth is

distributed equally among them. Excessweights for the logical interfaceswith a shaping

rate are set to an implementation-dependent value proportional to the shaping rate.

Excess weights for the logical interfaces without a shaping rate are set to the minimum

weight (1). However, although the excess weights for the configured logical interfaces

are never used because the logical interfaces cannot transmit above their guaranteed

rates, the excessweights are still determined for consistencywith oversubscribedmode.

Also, logical interfaces without a configured shaping rate can transmit up to amaximum

of the physical bandwidth of the other queues that are not transmitting. Therefore, the

shaping rate (PIR) is set to the physical interface bandwidth on these interfaces.

The configured and hardware-derived bandwidths for the undersubscribed PIRmode

example are shown in Table 73 on page 654. Note that the sum of the shaping rates

configured on the logical interfaces (500Mbps) is more than the physical interface

bandwidth (400Mbps).
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Table 73: Undersubscribed PIRMode Example for IQE PICs

HardwareConfigured

Logical
Interface ExcessWeightShaping Rate

Guaranteed
RateExcess Rate

Shaping Rate
(PIR)

Guaranteed
rate (CIR)

127100Mbps100MbpsNA100MbpsNAUnit 0

63200Mbps200MbpsNA200MbpsNAUnit 1

1400Mbps50MbpsNANANAUnit 2

1400Mbps50MbpsNANANAUnit 3

In the oversubscribed PIRmode, where the sum of the configured shaping rates on the

logical interfacesexceeds thephysical interfacebandwidth,wecannot set theguaranteed

rate to the shaping rate because this might result in the sum of the guaranteed rates

exceeding the physical interface bandwidth, which is not possible. In thismode, wewant

the logical interfaces with shaping rates configured to share the traffic proportionally

when these logical interfaces are transmitting at full capacity. This could not happen if

the guaranteed rate was set to the shaping rate. Instead, in hardware, we set the

guaranteed rates to a “scaled down” shaping rate, so that the sum of the guaranteed

rates of the logical interfaces do not exceed the physical interface bandwidth. Because

there is no remaining bandwidth once this is done, the other logical interfaces receive a

guaranteed rate of 0. Excess weights are set proportionally to the shaping rates and for

logical interfaces without a shaping rate, the excess weight is set to aminimum value

(1). Finally, the shaping rate is set to the shaping rate configured on the logical interface

or to the physical interface bandwidth otherwise.

NOTE: When the sum of shaping rate at a logical interface is greater than
the interface's bandwidth and a rate limit is applied to one of the logical
interface queues, the bandwidth limit for the queue is based on a scaled
down logical interface shaping rate value rather than the configured logical
interface shaping rate.

The configured and hardware-derived bandwidths for the oversubscribed PIRmode

example are shown in Table 74 on page 654. Note that the sum of the shaping rates

configured on the logical interfaces (300Mbps) is less than the physical interface

bandwidth (400Mbps).

Table 74: Oversubscribed PIRMode Example for IQE PICs

HardwareConfigured

Logical
Interface ExcessWeightShaping Rate

Guaranteed
RateExcess Rate

Shaping Rate
(PIR)

Guaranteed
rate (CIR)

50100Mbps80MbpsNA100MbpsNAUnit 0
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Table 74: Oversubscribed PIRMode Example for IQE PICs (continued)

HardwareConfigured

Logical
Interface ExcessWeightShaping Rate

Guaranteed
RateExcess Rate

Shaping Rate
(PIR)

Guaranteed
rate (CIR)

76150 Mbps120 MbpsNA150MbpsNAUnit 1

127250Mbps200MbpsNA250MbpsNAUnit 2

1400Mbps0MbpsNANANAUnit 3

If none of the logical interfaces have an excess rate configured, but at least one of the

logical interfaces has a guaranteed rate (CIR) configured, then the physical interface is

in CIRmode. In this case, the guaranteed rates are set in hardware to the configured

guaranteed rate on the logical interface. For logical interfaces that do not have a

guaranteed rate configured, the guaranteed rate is set to 0. The hardware shaping rate

is set to the value configured on the logical interface or to the full physical interface

bandwidth otherwise. The excess weight is calculated proportional to the configured

guaranteed rates. Logical interfaces without a configured guaranteed rate receive a

minimum excess weight of 1.

The configured and hardware-derived bandwidths for the CIRmode example are shown

in Table 75 on page 655. In CIRmode, the shaping rates are ignored in the excess weight

calculations. So although logical unit 1 has an explicitly configured PIR and logical unit 3

does not, they both receive the minimum excess weight of 1.

Table 75: CIRMode Example for IQE PICs

HardwareConfigured

Logical
Interface ExcessWeightShaping Rate

Guaranteed
RateExcess Rate

Shaping Rate
(PIR)

Guaranteed
rate (CIR)

127100Mbps50MbpsNA100Mbps50MbpsUnit 0

1150 Mbps0MbpsNA150MbpsNAUnit 1

63400Mbps100MbpsNANA100MbpsUnit 2

1400Mbps0MbpsNANANAUnit 3

If one of the logical interfaces has an excess rate configured, then the physical interface

is in excess rate mode. Strictly speaking, this mode only matters for the calculation of

excess weights on the logical interface. The hardware guaranteed and shaping rates are

determined as described previously. In excess rate mode, the excess weights are set to

a value based on the configured excess rate. Logical interfaceswhich do not have excess

rates configured receive aminimum excess weight of 1.

655Copyright © 2017, Juniper Networks, Inc.

Chapter 21: Configuring Class of Service on IQ and Enhanced IQ (IQE) PICs



NOTE: Because the excess rate only makes sense above the guaranteed
rate, you cannot configure an excess rate in PIRmode (PIRmode has only
shaping rates configured). Youmust configure at least one guaranteed rate
(CIR) on a logical interface to configure an excess rate.

The excess rate is configured as a percentage in the range from 1 through 100. The

configured value is used to determine the excess weight in the range from 1 through 127.

The configured and hardware-derived bandwidths for the excess rate mode example

are shown in Table 76 on page 656. When an excess rate is configured on one or more

logical interfaces, the shaping rate and theguaranteed rate areboth ignored in the excess

weight calculations. So logical unit 2 gets a minimum excess weight of 1, even though it

has a guaranteed rate configured.

Table 76: Excess RateMode Example for IQE PICs

HardwareConfigured

Logical
Interface ExcessWeightShaping Rate

Guaranteed
RateExcess Rate

Shaping Rate
(PIR)

Guaranteed
rate (CIR)

50100Mbps50Mbps20%100Mbps50MbpsUnit 0

127150 Mbps0Mbps50%150MbpsNAUnit 1

1400Mbps100MbpsNANA100MbpsUnit 2

127400Mbps0Mbps50%NANAUnit 3

Default Rates for Queues on IQE PICs

The IQE PIC operates at the queue level as well as at the logical unit level. This section

discusses how the IQE PIC derives hardware values from the user configuration

parameters. First, thedefault behaviorwithout explicit configuration is investigated, along

with the rules used to derive hardware parameters from the schedulermapconfiguration

of the transmit rate, shaping rate, andexcess rate. Formore informationabout configuring

schedulers and scheduler maps, see “How Schedulers Define Output Queue Properties”

on page 231.

When you do not configure any CoS parameters, a default scheduler map is used to

establish four queues: best-effort, expedited-forwarding, assured-forwarding, and

network-control. Each queue has the default transmit rate, shaping rate, and excess rate

shown in Table 77 on page 656.

Table 77: Default Queue Rates on the IQE PIC

Excess RateShaping RateTransmit RateQueue

95%100%95%best-effort (Q0)
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Table 77: Default Queue Rates on the IQE PIC (continued)

Excess RateShaping RateTransmit RateQueue

0%100%0%expedited-forwarding (Q1)

0%100%0%assured-forwarding (Q2)

5%100%5%network-control (Q3)

Whenyouconfigureaschedulermap tochange thedefaults, the IQEPIChardwarederives

the values for eachof the threemajor parameters: transmit rate, shaping rate, and excess

rate.

The transmit rate is determined as follows:

• If a transmit rate is configured, then:

• If the transmit rate is configured as an absolute bandwidth value, the configured

value is used by the hardware.

• If the transmit rate is configured as a percentage, then the percentage is used to

calculate an absolute value used by the hardware, based on the guaranteed rate

(CIR) configured at the logical interface or physical interface level. The CIR itself can

be a default, configured, or derived value.

• If the transmit rate is configured as a remainder, then the remaining value of the

logical interface (unit) guaranteed rate (CIR) is divided equally among the queues

configured as remainder.

• If a transmit rate is not configured, then the default transmit rate is derived based on

remainder (for backward compatibility).

• If anexcess rate is configuredonanyof thequeues inaschedulermap, then the transmit

rate on the queue is set to 0.

The shaping rate is determined as follows:

• If a shaping rate is configured:

• If the shaping rate is configured as an absolute bandwidth value, the configured

value is used by the hardware.

• If the shaping rate is configured as a percentage, then the percentage is used to

calculate an absolute value used by the hardware, based on the guaranteed rate

(CIR) configured at the logical interface or physical interface level. Although it seems

odd to base a shaping rate (PIR) on the CIR instead of a PIR, this is done so the

shaping rate can be derived on the same basis as the transmit rate.

• If a shaping rate is not configured, then the default shaping rate is set to the shaping

rate configured at the logical interface or physical interface level.
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The excess rate is determined as follows:

• If an excess rate is configured on a queue, the value is used to derive an excess weight

used by the IQE PIC hardware. The excess weight determines the proportional share

of the excess bandwidth for which each queue can contend. The excess rate can be:

• Percentage in the range from 1 through 100. This value is scaled to a hardware excess

weight. Excess rates can add up tomore than 100% for all queues under a logical

or physical interface.

• If an excess rate is not configured on a queue, then the default excess rate is one of

the following:

• If a transmit rate is configured on any of the queues, then the excess weight is

proportional to the transmit rates.Queues thatdonothavea transmit rate configured

receive aminimumweight of 1.

• If a transmit rate is not configured on any of the queues, but some queues have a

shaping rate, then the excess weight is proportional to the shaping rates. Queues

that do not have a shaping rate configured receive aminimumweight of 1.

• If no parameters are configured on a queue, then the queue receives a minimum

weight of 1.

Sample Calculations of Excess Bandwidth Sharing on IQE PICs

The following fourexamplesshowcalculations for thePIRmode. InPIRmode, the transmit

rate and shaping rate calculations are based on the shaping rate of the logical interface.

All calculations assume that one logical interface (unit) is configuredwith a shaping rate

(PIR) of 10 Mbps and a scheduler map with four queues.

The first example has only a shaping rate (PIR) configured on the queues, as shown in

Table 78 on page 658.

Table 78: PIRModewith No Excess Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 MbpsNA80%NAQ0

1 MbpsNA50%NAQ1

0MbpsNA40%NAQ2

5MbpsNA30%NAQ3

The way that the IQE PIC hardware interprets these parameters is shown in

Table 79 on page 659.
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Table 79: PIRModewith No Excess Hardware Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

6Mbps508.0 Mbps2.5 MbpsQ0

1 Mbps315.0 Mbps2.5 MbpsQ1

0 Mbps254.0 Mbps2.5 MbpsQ2

3 Mbps193.0 Mbps2.5 MbpsQ3

In this first example, all four queues are initially serviced round-robin. Because there are

no transmit rates configured on any of the queues, they receive a default “remainder”

transmit rate of 2.5Mbps per queue. But because there are shaping rates configured, the

excess weights are calculated based on the shaping rates. For the traffic sent to each

queue,Queue0andQueue3get their transmit ratesof2.5MbpsandQueue 1gets 1Mbps.

The remaining4Mbps is excess bandwidth and is dividedbetweenQueue0andQueue3

in the ratio of the shaping rates (80/30). So Queue 3 expects an excess bandwidth of

4 Mbps * (30% / (80%+ 30%)) = 1.09 Mbps. However, because the shaping rate on

Queue3 is3Mbps,Queue3can transmitonly3MbpsandQueue0 receives the remaining

excess bandwidth and can transmit at 6 Mbps.

Note that if there were equal transmit rates explicitly configured, such as 2.5 Mbps for

each queue, the excess bandwidth would be split based on the transmit rate (equal in

this case), as long as the result in below the shaping rate for the queue.

The second example has a shaping rate (PIR) and transmit rate (CIR) configured on the

queues, as shown in Table 80 on page 659.

Table 80: PIRModewith Transmit Rate Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 MbpsNA80%50%Q0

5MbpsNA50%40%Q1

5 MbpsNA20%10%Q2

1 MbpsNA5%NAQ3

The way that the IQE PIC hardware interprets these parameters is shown in

Table 81 on page 659.

Table 81: PIRModewith Transmit Rate Hardware Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

5 Mbps638.0 Mbps5.0 MbpsQ0
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Table 81: PIRModewith Transmit Rate Hardware Behavior (continued)

Expected Output RateExcessWeightShaping RateTransmit RateQueue

4Mbps505.0 Mbps4.0 MbpsQ1

1 Mbps122.0 Mbps1.0 MbpsQ2

0.0 Mbps10.5 Mbps0.0 MbpsQ3

In this second example, because the transmit rates are less than the shaping rates, each

queue receives its transmit rate.

The third example also has a shaping rate (PIR) and transmit rate (CIR) configured on

the queues, as shown in Table 82 on page 660.

Table 82: Second PIRModewith Transmit Rate Configuration Example

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 MbpsNA80%50%Q0

5MbpsNA50%40%Q1

0MbpsNA20%5%Q2

1 MbpsNA5%NAQ3

The way that the IQE PIC hardware interprets these parameters is shown in

Table 83 on page 660.

Table 83: Second PIRModewith Transmit Rate Hardware Behavior Example

Expected Output RateExcessWeightShaping RateTransmit RateQueue

5.27 Mbps668.0 Mbps5.0 MbpsQ0

4.23 Mbps535.0 Mbps4.0 MbpsQ1

0.0 Mbps132.0 Mbps0.5 MbpsQ2

0.5 Mbps10.5 Mbps0.5 MbpsQ3

In this third example, all four queues are initially serviced round-robin. However, Queue 2

has no traffic sent to its queue. SoQueue 0, Queue 1, andQueue 3 all get their respective

transmit rates, a total of 9.5 Mbps. The remaining 0.5 Mbps is used by Queue 3, because

the transmit rate is the same as the shaping rate. Once this traffic is sent, Queue 0 and

Queue 1 share theexcessbandwidth in the ratioof their transmit rates,which total9Mbps.

In this case, Queue 0 = 5Mbps + (0.5 Mbps * 5/9) = 5.27 Mbps. Queue 1 = 4 Mbps +

(0.5 Mbps * 4/9) = 4.23 Mbps.
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The fourth example has a shaping rate (PIR), transmit rate (CIR), and excess rate

configured on the queues, as shown in Table 84 on page 661.

Table 84: PIRModewith Transmit Rate and Excess Rate Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 Mbps50%80%30%Q0

5Mbps10%50%25%Q1

0Mbps30%20%10%Q2

1 MbpsNA5%5%Q3

The way that the IQE PIC hardware interprets these parameters is shown in

Table 85 on page 661.

Table 85: PIRModewith Transmit Rate and Excess Rate Hardware Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

6.33 Mbps708.0 Mbps3.0 MbpsQ0

3.17 Mbps145.0 Mbps2.5 MbpsQ1

0.0 Mbps422.0 Mbps1.0 MbpsQ2

0.5 Mbps10.5 Mbps0.5 MbpsQ3

In this fourth example, all four queues are initially serviced round-robin. Queue 3 gets

0.5 Mbps of guaranteed bandwidth but cannot transmit more because the shaping rate

is the same. Queue 2 has no traffic to worry about at all. Queue 0 and Queue 1 get the

respective transmit rates of 3.0 Mbps and 2.5 Mbps. The excess bandwidth of 4 Mbps is

divided between Queue 0 and Queue 1 in the ratio on their excess rates. So Queue 1 gets

2.5 Mbps (the guaranteed rate) + 4 Mbps (the excess) + (10% / (50%+ 10%)) =

3.17 Mbps. Queue 0 gets the rest, for a total of 6.33 Mbps.

You can configure only an excess rate on the queues, as shown in Table 86 on page 661.

Table 86: Excess Rate Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 Mbps50%NANAQ0

10 Mbps40%NANAQ1

10 Mbps30%NANAQ2

10 Mbps20%NANAQ3
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The way that the IQE PIC hardware interprets these excess rate parameters is shown in

Table 87 on page 662.

Table 87: Excess Rate Hardware Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

3.57 Mbps4510.0 Mbps0MbpsQ0

2.86 Mbps4010.0 Mbps0MbpsQ1

2.14 Mbps3010.0 Mbps0MbpsQ2

1.43 Mbps2010.0 Mbps0MbpsQ3

In this excess rate example, there are no transmit or shaping rates configured on any of

the queues, only excess rates, so bandwidth division happens only on the basis of the

excess rates. Note that all the transmit (guaranteed) rates are set to 0. Usually, when

there are no excess rates configured, the queue transmit rate is calculated by default.

But when there is an excess rate configured on any of the queues, the transmit rate is set

to 0. The excess bandwidth (all bandwidths in this case) is shared in the ratio of the

excess weights. So Queue 0 receives 10 Mbps * (50 / (50 + 40+ 30+ 20)) = 3.57 Mbps.

It is possible to configure rate limits that result in error conditions. For example, consider

the configuration shown in Table 88 on page 662.

Table 88: PIRMode Generating Error Condition

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 MbpsNA80%NAQ0

5MbpsNA50%NAQ1

5 MbpsNA20%NAQ2

1 MbpsNA5%NAQ3

The way that the IQE PIC hardware interprets these parameters is shown in

Table 89 on page 662.

Table 89: PIRMode Generating Error Condition Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

4.03 Mbps8188.0 Mbps2.5 MbpsQ0

3.47 Mbps5115.0 Mbps2.5 MbpsQ1

2 Mbps2552.0 Mbps2.5 MbpsQ2
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Table 89: PIRMode Generating Error Condition Behavior (continued)

Expected Output RateExcessWeightShaping RateTransmit RateQueue

0.1 Mbps510.5 Mbps2.5 MbpsQ3

In the error example, note that the shaping rates calculated on Queue 2 andQueue 3 are

less than the transmit rates on those queues (2.0Mbps and 0.5Mbps are each less than

2.5 Mbps). This is an error condition and results in a syslog error message.

The following set of five examples involve the IQE PIC operating in CIRmode. In CIR

mode, the transmit rate and shaping rate calculations are based on the transmit rate of

the logical interface. All calculations assume that the logical interface has a shaping rate

(PIR) of 20 Mbps and a transmit rate (CIR) of 10 Mbps. The scheduler map has four

queues.

The first example has only a shaping rate (PIR) with no excess rate configured on the

queues, as shown in Table 90 on page 663.

Table 90: CIRModewith No Excess Rate Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 MbpsNA80%NAQ0

10 MbpsNA70%NAQ1

10 MbpsNA40%NAQ2

10 MbpsNA30%NAQ3

NOTE: The transmit rate (CIR) of 10 Mbps is configured on the logical
interface (unit) not the queues in the scheduler map. This is why the queue
transmit rates are labeled NA.

The way that the IQE PIC hardware interprets these parameters is shown in

Table 91 on page 663.

Table 91: CIRModewith No Excess Rate Hardware Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

6.76 Mbps508.0 Mbps2.5 MbpsQ0

6.23 Mbps317.0 Mbps2.5 MbpsQ1

4.0 Mbps254.0 Mbps2.5 MbpsQ2

3.0 Mbps193.0 Mbps2.5 MbpsQ3
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In this first example, all four queues split the 10-Mbps transmit rate equally and each get

a transmit rate of 2.5 Mbps. However, the shaping rate on the interface is 20 Mbps. The

10-Mbps excess bandwidth is divided among the queues in the ratio of their shaping

rates. But Queue 2 and Queue 3 are shaped at 3.0 and 4.0 Mbps, respectively, so they

cannot use more bandwidth and get those rates. This accounts for 2 Mbps (the 7 Mbps

shaped bandwidth minus the 5 Mbps guaranteed bandwidth for Queue 2 and Queue 3)

of the 10-Mbps excess, leaving8Mbps forQueue0andQueue 1. SoQueue0andQueue 1

share the8-Mbpsexcessbandwidth in the ratioof their shaping rates,which total 15Mbps.

In this case, Queue 0 = 8.0Mbps * 8/15 = 4.26Mbps, for a total of 2.5Mbps + 4.26Mbps

= 6.76 Mbps. Queue 1 = 8.0 Mbps * 7/15 = 3.73 Mbps, for a total of 2.5 Mbps + 3.73 Mbps

= 6.23 Mbps.

The second example has only a few shaping rates (PIR) with no excess rate configured

on the queues, as shown in Table 92 on page 664.

Table 92: CIRModewith Some Shaping Rates and No Excess Rate Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 MbpsNA80%NAQ0

5MbpsNA50%NAQ1

10 MbpsNANANAQ2

1 MbpsNANANAQ3

NOTE: If a configuration results in the calculated transmit rate of the queue
exceeding the shaping rate of the queue, an error message is generated. For
example, setting the shaping rate on Queue 2 and Queue 3 in the above
example to 20 percent and 5 percent, respectively, generates an error
message because the calculated transmit rate for these queues (2.5 Mbps)
is more than their calculated shaping rates (2.0 Mbps and 0.5 Mbps).

The way that the IQE PIC hardware interprets these parameters is shown in

Table 93 on page 664.

Table 93: CIRModewith Some Shaping Rates and No Excess Rate Hardware Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

8.0 Mbps788.0 Mbps2.5 MbpsQ0

5.0 Mbps485.0 Mbps2.5 MbpsQ1

6.0 Mbps120 Mbps2.5 MbpsQ2

1.0 Mbps120 Mbps2.5 MbpsQ3
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In this second example, all four queues split the 10-Mbps transmit rate equally and each

geta transmit rateof 2.5Mbps.Becauseof their configuredqueueshaping rates,Queue0

and Queue 1 receive preference over Queue 2 and Queue 3 for the excess bandwidth.

Queue0(8.0Mbps)andQueue 1 (5.0Mbps)account for 13Mbpsof the20Mbpsshaping

rate on the logical interface. The remaining 7 Mbps is divided equally between Queue 2

and Queue 3. However, because Queue 3 only has 1 Mbps to send, Queue 2 uses the

remaining 6 Mbps.

The third example has shaping rates (PIR) and transmit rates with no excess rate

configured on the queues, as shown in Table 94 on page 665.

Table 94: CIRModewith Shaping Rates and Transmit Rates andNo Excess Rate Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 MbpsNA80%50%Q0

5MbpsNA50%40%Q1

5 MbpsNA20%10%Q2

1 MbpsNA10%NAQ3

The way that the IQE PIC hardware interprets these parameters is shown in

Table 95 on page 665.

Table 95: CIRModewith Shaping Rates and Transmit Rates and No Excess Rate Hardware
Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

8.0 Mbps638.0 Mbps5.0 MbpsQ0

5.0 Mbps505.0 Mbps4.0 MbpsQ1

2.0 Mbps122.0 Mbps1.0 MbpsQ2

0.5 Mbps10.5 Mbps0.0 MbpsQ3

In this third example, the first three queues get their configured transmit rates and are

serviced in round-robin fashion. This adds up to 10Mbps, leaving a 10-Mpbs excess from

the logical interface shaping rate of 20 Mbps. The excess is shared in the ratio of the

transmit rates, or 5:4:1:0. Therefore, Queue 0 receives 5 Mbps + (5 * 10/10) = 10 Mbps.

This value is greater than the 8 Mbps shaping rate on Queue 0, so Queue 0 is limited to

8 Mbps. Queue 1 receives 4 Mbps + (4 * 10/10) = 8Mbps. This value is greater than the

5Mbps shaping rate onQueue 1, soQueue 1 is limited to 5Mbps. Queue 2 receives 1Mbps

+ (1 * 10/10) = 2 Mbps. This value is equal to the 2 Mbps shaping rate on Queue 2, so

Queue 2 receives 2 Mbps. This still leaves 5 Mbps excess bandwidth, which can be used

by Queue 3. Note that in this example bandwidth usage never reaches the shaping rate

configured on the logical interface (20 Mbps).
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The fourth example has shaping rates (PIR) and transmit rates with no excess rate

configured on the queues. However, in this case the sumof the shaping rate percentages

configuredon thequeuesmultipliedby the transmit rateconfiguredon the logical interface

is greater than the shaping rate configured on the logical interface. The configuration is

shown in Table 96 on page 666.

Table 96: CIRModewith Shaping Rates Greater Than Logical Interface Shaping Rate
Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 MbpsNA80%50%Q0

10MbpsNA70%40%Q1

10 MbpsNA50%10%Q2

10 MbpsNA50%NAQ3

The way that the IQE PIC hardware interprets these parameters is shown in

Table 97 on page 666.

Table 97: CIRModewithShapingRatesGreater Than Logical InterfaceShapingRateHardware
Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

8.0 Mbps638.0 Mbps5.0 MbpsQ0

7.0 Mbps507.0 Mbps4.0 MbpsQ1

5.0 Mbps125.0 Mbps1.0 MbpsQ2

0.0 Mbps15.0 Mbps0.0 MbpsQ3

In this fourth example, the first three queues get their configured transmit rates and are

serviced in round-robin fashion. This adds up to 10Mbps, leaving a 10-Mpbs excess from

the logical interface shaping rate of 20 Mbps. The excess is shared in the ratio of the

transmit rates, or 5:4:1:0. Therefore, Queue 0 receives 5 Mbps + (5 * 10/10) = 10 Mbps.

This value is greater than the 8 Mbps shaping rate on Queue 0, so Queue 0 is limited to

8 Mbps. Queue 1 receives 4 Mbps + (4 * 10/10) = 8Mbps. This value is greater than the

7Mbps shaping rate onQueue 1, so Queue 1 is limited to 7Mbps. Queue 2 receives 1 Mbps

+ (1 * 10/10) = 2 Mbps. This value is less than the 5 Mbps shaping rate on Queue 2, so

Queue 2 receives 2 Mbps. This still leaves 3 Mbps excess bandwidth, which can be used

by Queue 2 (below its shaping rate) and Queue 3 (also below its shaping rate) in the

ratio 1:0 (because of the transmit rate configuration). But 1:0meansQueue 3 cannot use

this bandwidth, and Queue 2 utilizes 2 Mbps + ( 3 Mbps * 1/1) = 5 Mbps. This is equal to

the shaping rate of 5 Mbps, so Queue 2 receives 5 Mbps.

The fifth example has excess rates and transmit rates, but no shaping rates (PIR)

configured on the queues. The configuration is shown in Table 98 on page 667.
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Table 98: CIRModewith Excess Rate Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 Mbps50%NA30%Q0

10Mbps10%NA25%Q1

10 Mbps30%NANAQ2

10 MbpsNANA10%Q3

The way that the IQE PIC hardware interprets these parameters is shown in

Table 99 on page 667.

Table 99: CIRModewith Excess Rate Hardware Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

10.5 Mbps7020Mbps3.0 MbpsQ0

4.0 Mbps1420Mbps2.5 MbpsQ1

4.5 Mbps4220Mbps0.0 MbpsQ2

1.0 Mbps120 Mbps1.0 MbpsQ3

In this fifth example, Queue 2 does not have a transmit rate configured. If there were no

excess rates configured, then Queue 2 would get a transmit rate equal to the remainder

of the bandwidth (3.5 Mbps in this case). However, because there is an excess rate

configured on some of the queues on this logical interface, the transmit rate for Queue 2

is set to 0 Mbps. The others queues get their transmit rates and there leaves 13.5 Mbps

of excess bandwidth. This bandwidth is divided among Queue 0, Queue 1, and Queue 3

in the ratio of their excess rates. So Queue 0, for example, gets 3.0 Mbps + 13.5 Mbps *

(50 / (50 + 10 + 30)) = 10.5 Mbps.

Four other examples calculating expected traffic distribution are of interest. The first

case has three variations, so there are six more examples in all.

• Oversubscribed PIRmode at the logical interface with transmit rates, shaping rates,

and excess rates configured at the queues (this example has three variations).

• CIRmode at the logical interface (a non-intuitive case is used).

• Excess priority configured.

• Default excess priority used.

The first three examples all concern oversubscribed PIRmode at the logical interface

with transmit rates, shaping rates, and excess rates configured at the queues. They all

use a configuration with a physical interface having a shaping rate of 40 Mbps. The

physical interface has two logical units configured, logical unit 1 and logical unit 2, with
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a shaping rate of 30 Mbps and 20Mbps, respectively. Because the sum of the logical

interfaceshaping rates ismore than theshaping rateon thephysical interface, thephysical

interface is in oversubscribed PIRmode. The CIRs (transmit rates) are set to the scaled

values of 24 Mbps and 16 Mbps, respectively.

Assume that logical unit 1 has 40Mbps of traffic to be sent. The traffic is capped at

30 Mbps because of the shaping rate of 30 Mbps. Because the CIR is scaled down to

24 Mbps, the remaining 6 Mbps (30 Mbps – 24 Mbps) qualifies as excess bandwidth.

The following three examples consider different parameters configured in a scheduler

map and the expected traffic distributions that result.

The first example uses oversubscribed PIRmode with only transmit rates configured on

the queues. The configuration is shown in Table 100 on page 668.

Table 100: Oversubscribed PIRModewith Transmit Rate Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

15 MbpsNANA40%Q0

10MbpsNANA30%Q1

10 MbpsNANA25%Q2

5MbpsNANA5%Q3

The way that the IQE PIC hardware interprets these parameters is shown in

Table 101 on page 668.

Table 101: Oversubscribed PIRModewith Transmit Rate Hardware Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

12 Mbps5030Mbps9.6 MbpsQ0

9Mbps3830Mbps7.2 MbpsQ1

7.5 Mbps3130 Mbps6.0 MbpsQ2

1.5 Mbps630Mbps1.2 MbpsQ3

The first example has hardware queue transmit rates based on the parent (logical

interface unit 1) transmit rate (CIR) value of 24 Mbps. Because there are no excess rates

configured, the excess weights are determined by the transmit rates. Therefore, both the

logical interface CIR and excess bandwidth are divided in the ratio of the transmit rates.

This is essentially the same as the undersubscribed PIRmode and the traffic distribution

should be the same. The only difference is that the result is achieved as a combination

of guaranteed rate (CIR) and excess rate sharing.
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The second example also uses oversubscribed PIRmode, but this time with only excess

rate configuredon thequeues. In otherwords, the same ratiosare establishedwithexcess

rate percentages instead of transmit rate percentages. In this case, when excess rates

are configured, queues without a specific transmit rate are set to 0 Mbps. So the entire

bandwidth qualifies as excess at the queue level and the bandwidth distribution is based

on the configured excess rates. The expected output rate results are exactly the same

as in the first example, except the calculation is based on different parameters.

The third example also uses oversubscribed PIRmode, but with both transmit rates and

excess ratesconfiguredonthequeues.Theconfiguration isshown inTable 102onpage669.

Table 102: Oversubscribed PIRModewith Transmit Rate and Excess Rate Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

15 Mbps50%NA40%Q0

12 Mbps50%NA30%Q1

8MbpsNANA25%Q2

5MbpsNANA5%Q3

The way that the IQE PIC hardware interprets these parameters is shown in

Table 103 on page 669.

Table 103: Oversubscribed PIRModewith Transmit Rate and Excess Rate Hardware Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

12.6 Mbps6330Mbps9.6 MbpsQ0

10.2 Mbps6330Mbps7.2 MbpsQ1

6.0 Mbps130 Mbps6.0 MbpsQ2

1.2 Mbps130 Mbps1.2 MbpsQ3

The third example has the configured queue transmit rate (CIR) divided according to the

ratio of the transmit rates based on the logical interface unit 1 CIR of 25 Mbps. The rest

of the excess bandwidth divided according the ratio of the excess rates. The excess

6-Mbps bandwidth is divided equally betweenQueue0 andQueue 1 because the excess

rates are both configured at 50%. This type of configuration is not recommended,

however, because the CIR on the logical interface is a system-derived value based on

the PIRs of the other logical units and the traffic distribution at the queue level is based

on this value and, therefore, not under direct user control.We recommend that you either

configure excess rates without transmit rates at the queue level when in PIRmode, or

alsodefineaCIRat the logical interface if youwant to configureacombinationof transmit

rates and excess rates at the queue level. That is, you should use configurations of the

CIRmode with excess rates types.
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The fourth example uses CIRmode at the logical interface. For this example, assume

that a physical interface is configuredwith a 40-Mbps shaping rate and logical interfaces

unit 1 and unit 2. Logical interface unit 1 has a PIR of 30 Mbps and logical interface unit 2

has aPIR of 20Mbps andaCIRof 10Mbps. The configuration at the queue level of logical

interface unit 1 is shown in Table 104 on page 670.

Table 104: CIRModewith Transmit Rate and Excess Rate Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

15 Mbps50%NA40%Q0

12 Mbps50%NA30%Q1

8MbpsNANA25%Q2

5MbpsNANA5%Q3

The way that the IQE PIC hardware interprets these parameters is shown in

Table 105 on page 670.

Table 105: CIRModewith Transmit Rate and Excess Rate Hardware Behavior

Expected Output RateExcessWeightShaping RateTransmit RateQueue

15 Mbps6330Mbps0MbpsQ0

12 Mbps6330Mbps0MbpsQ1

1.5 Mbps130 Mbps0MbpsQ2

1.5 Mbps130 Mbps0MbpsQ3

The fourth examplemight be expected to divide the 40Mbps of traffic between the two

logical units in the ratio of the configured transmit rates. But note thatbecause the logical

interfaces are in CIRmode, and logical interface unit 1 does not have a CIR configured,

the hardware CIR is set to 0 Mbps at the queue level. Bandwidth distribution happens

based only on the excessweights. SoQueue0 andQueue 1 get to transmit up to 15Mbps

and 12 Mbps, respectively, while the remaining 3 Mbps is divided equally by Queue 2 and

Queue 3.

NOTE: We recommend configuring a CIR value explicitly for the logical
interface if youareconfiguring transmit ratesandexcess rates for thequeues.

The fifth example associates an excess priority with the queues. Priorities are associated

with every queue and propagated to the parent node (logical or physical interface). That

is, when the scheduler picks a logical interface, the scheduler considers the logical

interface priority as the priority of the highest priority queue under that logical interface.

On the IQE PIC, you can configure an excess priority for every queue. The excess priority
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can differ from the priority used for guaranteed traffic and applies only to traffic in the

excess region. The IQE PIC has three “regular” priorities and two excess priorities (high

and low, which is the default). The excess priorities are lower than the regular priorities.

Formore informationabout configuringexcessbandwidth sharingandpriorities, see “IQE

PIC Excess Bandwidth Sharing Configuration” on page 678.

Consider a logical interface configured with a shaping rate of 10 Mbps and a guaranteed

rate of 10 Mbps. At the queue level, parameters are configured as shown in

Table 106 on page 671.

Table 106: Excess Priority Configuration

Traffic Sent To QueueExcess RateShaping Rate (PIR)Transmit Rate (CIR)Queue

10 Mbps50%NA40%Q0

10Mbps50%NA30%Q1

0MbpsNANA25%Q2

1 MbpsNANA5%Q3

In this fifth example, Queue 0 is configured with an excess priority of high and all other

queues have the default excess priority (low). Because there is no traffic on Queue 2,

there is an excess bandwidth of 2.5 Mbps. Because Queue 0 has a higher excess priority,

Queue 0 gets the entire excess bandwidth. So the expected output rates on the queues

are 4 Mbps+ 2.5 Mbps= 6.5 Mbps for Queue 0, 3 Mbps for Queue 1, 0 Mbps for Queue 2,

and0.5Mbps forQueue 3. Note that this behavior is different than regular priorities.With

regular priorities, the transmission is still governed by transmit rates and the priority

controls only the order in which the packets are picked up by the scheduler. So without

excess configuration, if Queue 0 had a regular priority of high and there was 10 Mbps of

traffic on all four queues, the traffic distribution would be 4 Mbps for Queue 0, 3 Mbps

forQueue 1, 2.5Mbps forQueue 2, and0.5Mbps forQueue 3 instead of giving all 10Mbps

to Queue 0. Excess priority traffic distributions are governed first by the excess priority

and then by the excess rates. Also note that in this example, although the queues are in

the excess region because they are transmitting above their configured transmit rates,

the logical interface is still within its guaranteed rate. So at the logical interface level, the

priority of the queues get promoted to a regular priority and this priority is used by the

scheduler at the logical interface level.

The sixth and final example considers the effects of the default excess priority. When

the excess priority for a queue is not configured explicitly, the excess priority is based on

the regular priority. A regular priority of highmaps to an excess priority of high. All other

regular priorities map to an excess priority of low. When there is no regular priority

configured, the regular and excess priorities are both set to low.

BA Classifiers and ToS Translation Tables

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series
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On some PICs, the behavior aggregate (BA) translation tables are included for every

logical interface (unit) protocol family configured on the logical interface. The proper

default translation table is active even if youdonot includeanyexplicit translation tables.

You can display the current translation table values with the show class-of-service

classifiers command.

On Juniper Networks M40e, M120, M320Multiservice Edge Routers, and T Series Core

Routers with Enhanced IQ (IQE) PICs, or on any router or switch with IQ2 or Enhanced

IQ2 (IQ2E) PICs, you can replace the type-of-service (ToS) bit value on the incoming

packet header on a logical interface with a user-defined value. The new ToS value is

used for all class-of-service processing and is applied before any other class-of-service

or firewall treatment of the packet. The PIC uses the translation-table statement to

determine the new ToS bit values.

You can configure a physical interface (port) or logical interface (unit) with up to three

translation tables. For example, you can configure a port or unit with BA classification

for IPv4DSCP, IPv6DSCP,andMPLSEXP.Thenumberof frame relaydata-linkconnection

identifiers (DLCIs) (units) that you canconfigure oneachPIC varies basedon thenumber

and type of BA classification tables configured on the interfaces.

Related
Documentation

Configuring ToS Translation Tables on page 672•

Configuring ToS Translation Tables

Supported Platforms MSeries,MXSeries, T Series

On the IQE PICs, the behavior aggregate (BA) translation tables are included for every

logical interface (unit) protocol family configured on the logical interface. The proper

default translation table is active even if youdonot includeanyexplicit translation tables.

You can display the current translation table values with the show class-of-service

classifiers command.

On M40e, M120, M320, and T Series routers with IQE PICs, or on any device with IQ2 or

Enhanced IQ2 PICs, you can replace the ToS bit value on the incoming packet header on

a logical interface with a user-defined value. The new ToS value is used for all

class-of-service processing and is applied before any other class-of-service or firewall

treatment of the packet. On the IQE PIC, the values configuredwith the translation-table

statement determines the new ToS bit values.

Four types of translation tables are supported: IP precedence, IPv4 DSCP, IPv6 DSCP,

and MPLS EXP. You can configure a maximum of eight tables for each supported type.

If a translation table is enabled for a particular type of traffic, then behavior aggregate

(BA) classification of the same typemust be configured for that logical interface. In other

words, if youconfigurean IPv4 translation table, youmust configure IPv4BAclassification

on the same logical interface.

The from-code-pointsstatementestablishes thevalues tomatchonthe incomingpackets.

The default option is used to match all values not explicitly listed, and, as a single entry

in the translation table, to mark all incoming packets on an interface the same way. The
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to-code-point statement establishes the target values for the translation. If an incoming

packet header ToS bit configuration is not covered by the translation table list and a *

option is not specified, the ToS bits in the incoming packet header are left unchanged.

You can define many translation tables, as long as they have distinct names. You apply

a translation table to a logical interface at the [edit class-of-service interfaces] hierarchy

level. Translation tables always translate “like to like.” For example, a translation table

applied to MPLS traffic can only translate from received EXP bit values to new EXP bit

values. That is, translation tables cannot translate (for instance) fromDSCP bits to INET

precedence code points.

On the IQE PIC, incoming ToS bit translation is subject to the following rules:

• Locally generated traffic is not subject to translation.

• The to-dscp-from-dscp translation table type is not supported if an Internetprecedence

classifier is configured.

• The to-inet-precedence-from-inet-precedence translation table type is not supported

if a DSCP classifier is configured.

• The to-dscp-from-dscpand to-inet-precedence-from-inet-precedence translation table

types cannot be configured on the same unit.

• The to-dscp-from-dscpand to-inet-precedence-from-inet-precedence translation table

types are supported for IPv4 packets.

• Only the to-dscp-ipv6-from-dscp-ipv6 translation table type is supported for IPv6

packets.

• Only the to-exp-from-exp translation table type is supported for MPLS packets.

NOTE: Translation tablesarenotsupported if fixedclassification isconfigured
on the logical interface.

Amaximum of 32 distinct translation tables are supported on each IQE PIC. However,

this maximum is limited by the number of classifiers configured along with translation

tables because on the IQE PIC the hardware tables are not alwaysmerged. For example,

if a translation table and a classifier are both configured on the same logical interface

(such as unit 0), there is only one hardware table and only one table added to the 32

translation table limit. However, if the translation table is configured on unit 0 and the

classifier on unit 1 on the same physical interface, then two hardware tables are used

and these two tables count toward the 32maximum.

If you try to configure mutually exclusive translation tables on the same interface unit,

you will get a warning message when you display or commit the configuration:

ge-0/1/1 {
    unit 0 {
        translation-table {
            ##
            ## Warning: to-dscp-from-dscp and 
to-inet-precedence-from-inet-precedence not allowed on same unit
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            ##
            to-inet-precedence-from-inet-precedence inet-trans-table;
            to-dscp-from-dscp dscp-trans-table;
        }
    }
}

ToS translation on the IQE PIC is a form of behavior aggregate (BA) classification. The

IQE PIC does not support multifield classification of packets at the PIC level.

To configure ToS translation on the IQE PIC, include the translation-table statement at
the [edit class-of-service] hierarchy level:

[edit class-of-service]
translation-table {
(to-dscp-from-dscp | to-dscp-ipv6-from-dscp-ipv6 | to-exp-from-exp |
to-inet-precedence-from-inet-precedence) table-name {
to-code-point value from-code-points (* | [ values ]);

}
}

The following example procedure translates incoming DSCP values to the new values

listed in the table. All incoming DSCP values other than 111111, 111110, 000111, and 100111

are translated to 000111:

1. Create and configure the translation table.

[edit class-of-service]
user@host# set translation-table to-dscp-from-dscpdscp-trans-table to-code-point
000000 from-code-points 111111

user@host# set translation-table to-dscp-from-dscpdscp-trans-table to-code-point
000001 from-code-points 111110

user@host# set translation-table to-dscp-from-dscpdscp-trans-table to-code-point
111000 from-code-points [ 000111 100111 ]

user@host# set translation-table to-dscp-from-dscpdscp-trans-table to-code-point
000111 from-code-points *

2. Apply the translation table to the logical interface input on the Enhanced IQ PIC

[edit class-of-service]
user@host# set interfaces so-1/0/0 unit 0 translation-table to-dscp-from-dscp
dscp-trans

3. Verify the configuration.

• To verify that the correct values are configured, use the show class-of-service

translation-table command. The show class-of-service translation-table command

displays thecodepointsofall translation tablesconfigured.All valuesaredisplayed,

not just those configured:

user@host> show class-of-service translation-table
Translation Table: dscp-trans-table, Translation table type: dscp-to-dscp, 
Index: 6761
  From Code point    To Code Point
  000000                      000111
  000001                      000111
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  000010                      000111
  000011                      000111
  000100                      000111
  000101                      000111
  000110                      000111
  000111                      111000
  001000                      000111
  001001                      000111
  001010                      000111
  001011                      000111
  001100                      000111
  001101                      000111
  001110                      000111
  001111                      000111
  010000                      000111
  010001                      000111
  010010                      000111
  010011                      000111
  010100                      000111
  010101                      000111
  010110                      000111
  010111                      000111
  011000                      000111
  011001                      000111
  011010                      000111
  011011                      000111
  011100                      000111
  011101                      000111
  011110                      000111
  011111                      000111
  100000                      000111
  100001                      000111
  100010                      000111
  100011                      000111
  100100                      000111
  100101                      000111
  100110                      000111
  100111                      111000
  101000                      000111
  101001                      000111
  101010                      000111
  101011                      000111
  101100                      000111
  101101                      000111
  101110                      000111
  101111                      000111
  110000                      000111
  110001                      000111
  110010                      000111
  110011                      000111
  110100                      000111
  110101                      000111
  110110                      000111
  110111                      000111
  111000                      000111
  111001                      000111
  111010                      000111
  111011                      000111
  111100                      000111
  111101                      000111
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  111110                      000001
  111111                      000000

• To verify that the configured translation table is applied to the correct interface,

use the show class-of-service interface interface-name command. The show

class-of-service interface interface-name command displays the translation tables

applied to the IQE interface:

user@host> show class-of-service interface ge-0/1/1
Physical interface: ge-0/1/1, Index: 156  From Code point    To Code Point
  Queues supported: 4, Queues in use: 4
    Scheduler map: <default>, Index: 2
    Chassis scheduler map: <default—chassis>, Index: 4

  Logical interface: so-2/3/0.0, Index: 68
    Object                  Name                   Type                    
Index
    Rewrite                 exp-default            exp (mpls-any)          
   29
    Classifier              dscp-default           dscp                    
    7
    Classifier              exp-default            exp                     
   10
    Translation Table       exp—trans—table        EXP_TO_EXP              
61925

4. Save the configuration.

[edit]
user@host# commit

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• Overview of Assigning Service Levels to Packets Based on Multiple Packet Header

Fields on page 91

Configuring Hierarchical Layer 2 Policers on IQE PICs

Supported Platforms MSeries,MXSeries, T Series
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The IQE PIC can police traffic at Layer 2 in a hierarchical manner. Policing is the practice

of making sure that different streams of incoming traffic conform to certain parameters

and limits. If the incoming traffic exceeds the established boundaries, that traffic can be

marked or even ignored, depending on configuration. Hierarchical policingmaintains two

rates: anaggregate rateandahigh-priority rate. The traffic ismarkeddifferentlydepending

on service class (currently, the classes are expedited forwarding and nonexpedited

forwarding). The expedited traffic has an additional rate configured, the guaranteed rate

(CIR), which is only marked above that limit. If there is no expedited traffic present, then

thenon-expedited traffic is able touse theaggregatebandwidth ratebeforebeingmarked

with a packet loss priority. When expedited traffic is present, it is marked above the

guaranteed rate, but also uses bandwidth from the nonexpedited range.

For example, consider an aggregate rate of 10 Mbps and a high-priority rate of 2 Mbps of

a Fast Ethernet interface. The guaranteed rate is also set at 2 Mbps for expedited

forwarding traffic. If there is no expedited traffic present, then nonexpedited traffic can

use up to 10 Mbps before being marked. When expedited forwarding traffic is present,

the expedited traffic is guaranteed 2 Mbps (of the 10 Mbps) without being marked, but

is marked above the 2 Mbps limit. In this case, the nonexpedited forwarding traffic can

use the remaining 8 Mbps before being marked.

Layer 2 policers configured on IQE PICs have the following limitations:

• Only one kind of policer is supported on a physical or logical interface. For example, a

hierarchical or two- or three-color policer in the same direction on the same logical

interface is not supported.

• Applying policers to both physical port and logical interface (policer chaining) is not

supported.

• If there is nobehavior aggregateclassification, there is a limit of64policersper interface.

(Usually, therewill be a single policer per DLCI in frame relay andother logical interface

types.)

• The policer should be independent of behavior aggregate classification. (Without a

behavioraggregate, all traffic is treatedaseither expeditedornon-expedited forwarding,

depending on configuration.)

• With a behavior aggregate, traffic not matching any classification bits (such as DSCP

or EXP) is policed as nonexpedited forwarding traffic.

• Only two levels of traffic policing are supported: aggregate and premium.

To configure Layer 2 policing on the IQE PIC, for each forwarding class:

1. Enable configuration of the forwarding classes.

[edit]
user@host# edit class-of-service forwarding-classes

2. Define the forwarding classes.

set class fc1 queue-num0 priority high policing-priority premium
set class fc2 queue-num 1 priority low policing-priority normal
set class fc3 queue-num 2 priority low policing-priority normal
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set class fc4 queue-num 3 priority low policing-priority normal

3. Configure the hierarchical policer.

a. Enable configuration of the hierarchical policer.

[edit]
user@host# edit firewall hierarchical-policer hier_example1

b. Configure the aggregate policer.

[edit firewall hierarchical-policer hier_example1 ]
user@host#setaggregate if-exceedingbandwidth-limit 70mburst-size-limit 1800
user@host# set aggregate then discard

c. Configure the premium policer.

[edit firewall hierarchical-policer hier_example1 ]
user@host# set premium if-exceedingbandwidth-limit 70mburst-size-limit 3600
user@host# set premium then discard

4. Apply the policer to the logical on the IQE PIC.

[edit]
user@host# edit interfaces so-6/0/0 unit 0
user@host# set layer2-policer input-hierarchical-policer hier_example1
user@host# set family inet address 10.0.22.1/30
user@host# set family iso
user@host# set family mpls

Alternatively, to hierarchically rate-limit Layer 2 ingress traffic for all protocol families

and for all logical interfaces configured on physical interface so-6/0/0, you could

reference the policer from the physical interface configuration.

Related
Documentation

Controlling Network Access Using Traffic Policing Overview on page 109•

• Configuring a Custom Forwarding Class for Each Queue on page 191

Configuring Excess Bandwidth Sharing on IQE PICs

Supported Platforms MSeries,MXSeries, T Series
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The IQE PIC gives users more control over excess bandwidth sharing. You can set a

shaping rate and a guaranteed rate on a queue or logical interface and control the excess

bandwidth (if any) that can be used after all bandwidth guarantees have been satisfied.

This section discusses the following topics related to excess bandwidth sharing on the

IQE PIC:

On some types of PICs, including the IQ and IQ2, and Enhanced Queuing DPCs, you can

configure either a committed information rate (CIR)using theguaranteed-rate statement

or a peak information rate (PIR) using the shaping-rate statement. You can configure

both a PIR and CIR, and in most cases the CIR is less than the value of PIR. For bursty

traffic, the CIR represents the average rate of traffic per unit time and the PIR represents

themaximumamountof traffic that canbe transmitted inagiven interval. In otherwords,

the PIR (shaping-rate) establishes the maximum bandwidth available. The CIR

(guaranteed-rate) establishes theminimumbandwidth available if all sources are active

at the same time. Theoretically, the PIR or CIR can be established at the queue, logical

interface, or physical interface level. In this section, the PIRs or CIRs apply at the queue

or logical interface (or both) levels.

NOTE: You can configure a shaping rate at the physical interface, logical
interface, or queue level. You can configure a guaranteed rate or excess rate
only at the logical interface and queue level.

Once all of the bandwidth guarantees (the sum of the CIRs at that level) are met, there

could still be some excess bandwidth available for use. In existing PICs, you have no

control over how this excess bandwidth is used. For example, consider the situation

shown in Table 107 on page 679 regarding a 10-Mbps physical interface. This example

assumes that all queues are of the same priority. Also, if you do not specify a priority for

the excess bandwidth, the excess priority is the same as the normal priority.

Table 107: Default Handling of Excess Traffic

Expected
Transmit Rate
(Guarantee +
Excess)

Excess
Bandwidth
(Part of 4 Mbps
Excess)

Maximum
Rate

Guaranteed
Rate (Total =
6Mbps)

Traffic
Rate

Shaping
Rate (PIR)

Transmit
Rate
(CIR)Queue

1.73 Mbps0.73 Mbps8 Mbps1 Mbps10 Mbps80%10%Q0

3.45 Mbps1.45 Mbps5 Mbps2 Mbps10 Mbps50%20%Q1

0.5 Mbps0Mbps0.5 Mbps0.5 Mbps10 Mbps5%5%Q2

4.32 Mbps1.82 Mbps10 Mbps2.5 Mbps10 MbpsNA
(“100%”)

25%Q3

A 10-Mbps interface (theTraffic Rate column) has four queues, and the guaranteed rates

are shown as percentages (Transmit Rate column) and in bits per second (Guaranteed

Rate column). The table also shows the shaping rate (PIR) as a percentage (Shaping

Rate column) and the actual maximum possible transmitted rate (Traffic Rate column)

679Copyright © 2017, Juniper Networks, Inc.

Chapter 21: Configuring Class of Service on IQ and Enhanced IQ (IQE) PICs



on the oversubscribed interface. Note the guaranteed rates (CIRs) add up to 60 percent

of the physical port speed or 6 Mbps. This means that there are 4 Mbps of “excess”

bandwidth that can be used by the queues. This excess bandwidth is used as shown in

the last twocolumns.Onecolumn(theExcessBandwidthcolumn)shows thebandwidth

partitioned to each queue as a part of the 4-Mbps excess. The excess 4Mbps bandwidth

is shared in the ratio of the transmit rate (CIR) percentages of 10, 20, 5, and 25, adjusted

for granularity. The last column shows the transmit rate the users can expect: the sum

of the guaranteed rate plus the proportion of the excess bandwidth assigned to the

queue.

Note that on PICs other than the IQE PICs the user has no control over the partitioning

of the excess bandwidth. Excess bandwidth partitioning is automatic, simply assuming

that the distribution and priorities of the excess bandwidth should be the same as the

distribution and priorities of the other traffic. However, this might not always be the case

and the user might want more control over excess bandwidth usage.

For more information on how excess bandwidth sharing is handled on the Enhanced

Queuing DPC, see “Configuring Excess Bandwidth Sharing” on page 839.

On PICs other than IQE PICs, you can limit a queue’s transmission rate by including the

transmit-rate statement with the exact option at the [edit class-of-service schedulers

scheduler-name] hierarchy level. However, on the IQE PIC, you can set a shaping rate

independent of the transmit rate by including the shaping-rate statement at the [edit

class-of-serviceschedulers scheduler-name]hierarchy level. Also, otherPICs share excess

bandwidth(bandwidth leftoveronce theguaranteedtransmit rate ismet) inanautomatic,

nonconfigurable fashion. You cannot configure the priority of the queues for the excess

traffic on other PICs either.

To share excess bandwidth on IQE PICs, include the excess-rate statement along with
the guaranteed-rate statement (to define the CIR) and the shaping-rate statement (to
define the PIR):

[edit class-of-service traffic-control-profile profile-name]
[edit class-of-service schedulers scheduler-name]
excess-rate percent percentage;
guaranteed-rate (percent percentage | rate);
shaping-rate (percent percentage | rate);

To apply these limits to a logical interface, configure the statements at the [edit

class-of-service traffic-control-profile profile-name] hierarchy level. To apply these limits

to a specific queue, configure the statements at the [edit class-of-service schedulers

scheduler-name] hierarchy level. Youmust also complete the configuration by applying

the scheduler map or traffic control profile correctly.

You configure the excess rate as a percentage from 1 through 100. By default, excess

bandwidth is automatically distributed as on other PIC types.
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You can also configure a high or low priority for excess bandwidth by including the
excess-priority statement with the high or low option at the [edit class-of-service
schedulers scheduler-name] hierarchy level. This statement establishes the priority at the
queue level, which then applies also at the logical and physical interface levels.

[edit class-of-service schedulers scheduler-name]
excess-priority (high | low);

NOTE: You cannot configure an excess rate for a logical interface if there is
no guaranteed rate configured on any logical interface belonging to the
physical interface.

The following example configures excess bandwidth sharing on logical interfaces of an

IQE PIC by using twotraffic control profile:

1. Create the first traffic control profile called: for-unit-0-percent and specify the

associated parameters for sharing the excess bandwidth.

a. Specify a name for the traffic control profile to create it.

[edit]
user@host$ edit class-of-service traffic-control-profiles for-unit-0-percent

b. Configure the maximum usage rate.

[edit class-of-service traffic-control-profiles for-unit-0-percent]
user@host$ set shaping-rate 10k

c. Specify the guaranteed-rate (to define the CIR)

[edit class-of-service traffic-control-profiles for-unit-0-percent]
user@host$ guaranteed-rate 1k

d. Specify the excess-rate

[edit class-of-service traffic-control-profiles for-unit-0-percent]
user@host$ excess-rate percent 30

2. Create the second traffic control profile called: for-unit-1-proportion and specify the

associated parameters for sharing the excess bandwidth.

a. Specify a name for the traffic control profile to create it.

[edit]
user@host$ edit class-of-service traffic-control-profiles for-unit-1-proportion

b. Configure the maximum usage rate.

[edit class-of-service traffic-control-profiles for-unit-1-proportion]
user@host$ set shaping-rate 5m

c. Specify the percentage or proportion of excess bandwidth traffic to share.

[edit class-of-service traffic-control-profiles for-unit-1-proportion]
user@host$ excess-rate percent 30

d. Specify the priority for excess bandwidth.

3. Verify the configuration.
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user@host> show class-of-service traffic-control-profile
for-unit-0-percent {
    shaping-rate 10k;
    guaranteed-rate 1k;
    excess-rate percent 30;
}
for-unit-1-proportion {
    shaping-rate 20k;
    guaranteed-rate 10k;
    excess-rate percent 35;
}

The following example configures the excess rate in a scheduler:

1. Create the first scheduler called: scheduler-for-excess-lowandspecify theassociated

parameters for sharing the excess bandwidth.

a. Specify a name for the scheduler to create it.

[edit]
user@host$ edit class-of-service schedulers scheduler-for-excess-low

b. Specify the transmit rate for the scheduler.

[edit class-of-service schedulers scheduler-for-excess-low]
user@host$ set transmit-rate 1m

c. Configure the maximum usage rate.

[edit class-of-service schedulers scheduler-for-excess-low]
user@host$ set shaping-rate 5m

d. Specify the percentage or proportion of excess bandwidth traffic to share.

[edit class-of-service schedulers scheduler-for-excess-low]
user@host$ excess-rate percent 30

e. Specify the priority of excess bandwidth traffic on the scheduler.

[edit class-of-service schedulers scheduler-for-excess-low]
user@host$ excess-priority low

2. Create the second scheduler called: scheduler-for-excess-high and specify the

associated parameters for sharing the excess bandwidth.

a. Specify a name for the traffic control profile to create it.

[edit]
user@host$ edit class-of-service schedulers scheduler-for-excess-high

b. Specify the transmit rate for the scheduler.

[edit class-of-service schedulers scheduler-for-excess-low]
user@host$ set transmit-rate percent 20

c. Configure the maximum usage rate.

[edit class-of-service schedulers scheduler-for-excess-high]
user@host$ set shaping-rate percent 30

d. Specify the percentage or proportion of excess bandwidth traffic to share.

[edit class-of-service schedulers scheduler-for-excess-high]
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user@host$ excess-rate percent 25

e. Specify the priority of excess bandwidth traffic on the scheduler.

[edit class-of-service schedulers scheduler-for-excess-high]
user@host$ excess-priority high

3. Verify the configuration.

user@host> show class-of-service schedulers
scheduler-for-excess-low {
    transmit-rate 1m;
    shaping-rate 5m;
    excess-rate percent 30;
    excess-priority low;
}
scheduler-for-excess-high {
    transmit-rate percent 20;
    shaping-rate percent 30;
    excess-rate percent 25;
    excess-priority high;
}

NOTE: Allof theseparametersapply toegress trafficonlyandonly forper-unit
schedulers. That is, there is no hierarchical or shared scheduler support.

Related
Documentation

Configuring Schedulers on page 235•

• Excess Rate and Excess Priority Configuration Examples on page 267

Configuring Rate-Limiting Policers for High Priority Low-Latency Queues on IQE PICs

Supported Platforms MSeries,MXSeries, T Series

683Copyright © 2017, Juniper Networks, Inc.

Chapter 21: Configuring Class of Service on IQ and Enhanced IQ (IQE) PICs

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


You can rate-limit the strict-high and high queues on the IQE PIC. Without this limiting,

traffic that requires low latency (delay) such as voice can block the transmission of

medium-priority and low-priority packets. Unless limited, high and strict-high traffic is

always sent before lower priority traffic, causing the lower priority queues to “starve” and

cause timeouts and unnecessarily resent packets.

On the IQE PIC you can rate-limit queues before the packets are queued for output. All

packets exceeding the configured rate limit are dropped, so care is required when

establishing this limit. This model is also supported on IQ2 PICs and is the only way to

perform egress policing on IQE PICs. This feature introduces no new configuration

statements.

Although intended for low-latency traffic classes such as voice, the configuration allows

any queue to be rate-limited. However, the configuration requires the rate-limited queue

to have either a high or strict-high priority.

NOTE: Youcanconfigurea low-latencystaticpolicer foronlyone rate-limited
queue per scheduler map. You can configure up to 1024 low-latency static
policers.

This example limits the transmit rate of a strict-high expedited-forwarding queue to

1 Mbps. The scheduler and scheduler map are defined, and then applied to the traffic at

the [edit interfaces] and [edit class-of-service] hierarchy levels:

1. Define the scheduler:

a. Specify a name for the scheduler to create it.

[edit]
user@host# edit class-of-service schedulers scheduler-1

b. Specify the transmit rate.

[edit class-of-service schedulers scheduler-1]
user@host# set transmit-rate 1m rate-limit

c. Specify the priority of the scheduler.

[edit class-of-service schedulers scheduler-1]
user@host# set priority strict-high

2. Define the scheduler map:

a. Specify a name for the scheduler map to create it.

[edit]
user@host# edit class-of-service scheduler-maps scheduler-map1

b. Map the EF forwarding class to the scheduler.

[edit class-of-service scheduler-maps scheduler-map-1]
user@host# set forwarding-class expedited-forwarding scheduler scheduler-1

3. Configure the physical interface.
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This exampleusesFrameRelayencapsulationandenablesper-unit scheduling,which

enables you to apply scheduling to the Frame Relay DLCI.

a. Specify the physical interface of the interface.

[edit]
user@host# edit interfaces so-2/0/0

b. Enable the association of scheduler map names with logical interfaces.

[edit interfaces s0-2/0/0]
user@host# set per-unit-scheduler

c. Specify the encapsulation type.

[edit interfaces s0-2/0/0]
user@host# set encapsulation frame-relay

4. Configure the logical interface and specify the Frame Relay DLCI.

a. Specify the logical interface number.

[edit interfaces s0-2/0/0]
user@host# edit unit 0

b. Specify the data-link connection identifier (DLCI).

[edit interfaces s0-2/0/0 unit 0]
user@host# set dlci 1

5. Apply the scheduler map to the logical interface:

a. Specify the physical and logical interface towhich youwant to apply the scheduler

map.

[edit]
user@host# edit class-of-service interfaces so-2/0/0 unit 0

b. Specify the name of the scheduler map you created.

[edit class-of-service interfaces so-2/0/0 unit 0]
user@host# set scheduler-map scheduler-map1

c. Specify the amount of bandwidth to be allocated for the logical interface.

[edit class-of-service interfaces so-2/0/0 unit 0]
user@host# set shaping-rate 2m

6. You can issue the following operational mode commands to verify your configuration

(the first shows the rate limit in effect):

• show class-of-service scheduler-map scheduler-map scheduler-map-1

• show class-of-service interface so-2/0/0

[edit class-of-service]
schedulers {
    scheduler-1 {
        transmit-rate 1m rate-limit;
        priority strict-high;
    }
}
scheduler-maps {
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    scheduler-map1 {
        forwarding-class expedited-forwarding scheduler scheduler-1;
    }
}
[edit interfaces]
s0-2/0/0 {
    per-unit-scheduler;
    encapsulation frame-relay;
    unit 0 {
      dlci 1;
    }
}
[edit class-of-service]
interfaces {
    so-2/0/0 {
      unit 0 {
          scheduler-map scheduler-map1;
          shaping-rate 2m;
          }
      }
}

Related
Documentation

Configuring Schedulers on page 235•

• Configuring Scheduler Maps on page 236

• show class-of-service scheduler-map on page 1289

Applying Scheduler Maps and Shaping Rate to Physical Interfaces on IQ PICs

Supported Platforms MSeries,MXSeries, T Series

This topic describes how to configure and apply scheduler maps and shaping rates to

physical interfaces on various types of IQ PICs.

Youcanspecify apeakbandwidth rate (shaping rate) inbps, either asacompletedecimal

number or as a decimal number followed by the abbreviation k (1000),m (1,000,000),

or g (1,000,000,000). For physical interfaces, the range is from 1000

through 6,400,000,000,000 bps. For the IQ2 Gigabit Ethernet PIC, the minimum is

80,000 bps, and for the IQ2 10 Gigabit Ethernet PIC, the minimum is 160,000 bps. (For

logical interfaces, the range is 1000 through 32,000,000,000 bps.) The sum of the

bandwidthsyouallocate toall physical interfacesonaPICmustnotexceed thebandwidth

of the PIC.

NOTE: ForMXSeries routers, the shaping ratevalue for thephysical interface
at the [edit class-of-service interfaces interface-name] hierarchy level must

be aminimum of 160 Kbps.

If you configure a shaping rate that exceeds the physical interface bandwidth, the new

configuration is ignored, and the previous configuration remains in effect. For example,

if you configure a shaping rate that is 80 percent of the physical interface bandwidth,

then change the configuration to 120 percent of the physical interface bandwidth, the
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80 percent setting remains in effect. This holds true unless the PIC is restarted, in which

case the default bandwidth goes into effect. As stated previously, the default bandwidth

is based on the channel bandwidth and the time slot allocation.

Optionally, you can instead configure scheduling and rate shaping on logical interfaces,

as described in “Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs” on

page 277. In general, logical and physical interface traffic shaping is mutually exclusive.

You can include the shaping-rate statement at the [edit class-of-service interfaces

interface-name] hierarchy level or the [edit class-of-service interfaces interface-name unit

logical-unit-number]hierarchy level, but not both. ForGigabit Ethernet IQ2and IQ2EPICs,

you can configure hierarchical traffic shaping,meaning the shaping is performed on both

the physical interface and the logical interface. For more information, see “Configuring

Input Shaping Rates for Both Physical and Logical Interfaces” on page 302.

For more information, see the following sections:

• Examples: Applying a Shaping Rate on page 687

• Examples: Applying a Scheduler Map and Shaping Rate to Physical Interfaces on IQ

PICs on page 690

Examples: Applying a Shaping Rate

This topic shows you how to calculate shaping rates and provides two examples of how

to configure and apply a shaping rate. It includes the following sections:

• Shaping Rate Calculations on page 687

• Example: Applying a Shaping Rate to a Clear-Channel T1 Interface on a Channelized

T1 IQ PIC on page 688

• Example: Applying a Shaping Rate to a Clear-Channel E1 Interface on a Channelized

E1 IQ PIC on page 689

Shaping Rate Calculations

Supported Platforms

For shaping rateandWRR, the information included in the calculations variesbyPIC type,

as shown in Table 108 on page 688.

NOTE: The 10-port 10-Gigabit Oversubscribed Ethernet (OSE) PICs and
Gigabit Ethernet IQ2 PICs are unique in supporting ingress scheduling and
shaping. The calculations shown for 10-port 10-Gigabit OSE and Gigabit
Ethernet IQ2 PICs apply to both ingress and egress scheduling and shaping.
For other PICs, the calculations apply to egress scheduling and shaping only.

Formore information, see“CoSonEnhanced IQ2PICsOverview”onpage716.
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Table 108: Shaping Rate andWRRCalculations by PIC Type

Shaping Rate andWRR Calculations IncludePlatformPIC Type

For ingress and egress:

L3header+L2header+ framecheck sequence (FCS)+ interpacket
gap (IPG) + preamble

T Series Core Routers10-port 10-GigabitOSEPIC

For ingress and egress:

L3 header + L2 header + frame check sequence (FCS)

AllGigabit Ethernet IQ2 PIC

L3 header + L2 header + FCSAllGigabit Ethernet IQ PIC

L3 header+ L2 header + FCSAllIQ PIC with a SONET/SDH
interface

Example: Applying a Shaping Rate to a Clear-Channel T1 Interface on a
Channelized T1 IQ PIC

To apply a shaping rate to a clear-channel T1 interface on a channelized T1 IQ PIC:

1. Configure the physical and logical interfaces.

a. Specify the physical interface to configure.

[edit]
user@host# edit interfaces ct1-2/1/0

b. Configure the channelized T1 IQ PIC as unpartitioned, clear channel.

[edit interfaces ct1-2/1/0]
user@host# set no-partition interface-type t1

c. Specify the logical interface to configure.

[edit interfaces]
user@host# edit t1-2/1/0 unit 0

d. Specify the IPv4 family and IP address

[edit interfaces ]
user@host# set family inet address 10.40.1.1/30

2. Configure traffic shaping by specifying the amount of bandwidth to be allocated to

the logical interface.

a. Specify the interface to configure.

[edit]
user@host# edit class-of-service interfaces t1-2/1/0

b. Specify the shaping rate for the interface.

[edit class-of-service interfaces t1-2/1/0]
user@host# set shaping-rate 3000

3. Verify the configuration.
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[edit interfaces]

user@ host# show

ct1-2/1/0 {
    no-partition interface-type t1;
}
t1-2/1/0 {
    unit 0 {
        family inet {
            address 10.40.1.1/30;
        }
    }
}

[edit class-of-service interfaces]

user@ host# show

t1-2/1/0 {
    shaping-rate 160k;
}

4. Save your configuration.

[edit]
user@host# commit

Example: Applying a Shaping Rate to a Clear-Channel E1 Interface on a
Channelized E1 IQ PIC

To apply a shaping rate to a clear-channel E1 interface on a channelized E1 IQ PIC:

1. Configure the physical and logical interfaces.

a. Specify the physical interface to configure.

[edit]
user@host# edit interfaces ce1-2/1/0

b. Configure the channelized T1 IQ PIC as unpartitioned, clear channel.

[edit interfaces ce1-2/1/0]
user@host# set no-partition interface-type e1

c. Specify the logical interface to configure.

[edit interfaces]
user@host# edit e1-2/1/0 unit 0

d. Specify the IPv4 family and IP address

[edit interfaces ]
user@host# set family inet address 10.40.1.1/30

2. Configure traffic shaping by specifying the amount of bandwidth to be allocated to

the logical interface.

a. Specify the interface to configure.

[edit]
user@host# edit class-of-service interfaces e1-2/1/0
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user@host#

b. Specify the shaping rate for the interface.

[edit class-of-service interfaces e1-2/1/0]
user@host# set shaping-rate 4000

3. Verify the configuration.

[edit interfaces]

user@ host# show

ce1-2/1/0 {
    no-partition interface-type e1;
}
e1-2/1/0 unit 0 {
    unit 0 {
        family inet {
            address 10.40.1.1/30;
        }
    }
}

[edit class-of-service interfaces]

user@ host# show

e1-2/1/0 {
    shaping-rate 160k;
}

4. Save your configuration.

[edit]
user@host# commit

Examples: Applying a Scheduler Map and Shaping Rate to Physical Interfaces on IQ PICs

The following sections provide examples of how to configure and apply a schedulermap

and shaping rate to various physical interface types.

The following examples are included:

• Example: Applying a Scheduler Map and Shaping Rate to a DS0 Channel of a

Channelized T1 Interface on a Channelized T1 IQ PIC on page 691

• Example: Applying a Scheduler Map and Shaping Rate to DS0 Channels of a

Channelized E1 Interface on a Channelized E1 IQ PIC on page 692

• Applying a Scheduler Map and Shaping Rate to a Clear-Channel T3 Interface on a

Channelized DS3 IQ PIC on page 695

• ApplyingaSchedulerMapandShapingRate toFractionalT1 InterfacesonaChannelized

DS3 IQ PIC on page 696

• Applying a Scheduler Map and Shaping Rate to a DS0 Channel of a T1 Interface in a

Channelized T3 Interface on a Channelized DS3 IQ PIC on page 699
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Example: Applying a Scheduler Map and Shaping Rate to a DS0 Channel of a
Channelized T1 Interface on a Channelized T1 IQ PIC

To apply a scheduler map and shaping rate to a clear-channel T1 interface on a

channelized T1 IQ PIC:

For this procedure, youmust also configure a scheduler map. For details on configuring

the scheduler map, see “Configuring Scheduler Maps” on page 236.

1. Configure the physica interface.

a. Specify the physical interface to configure.

[edit]
user@host# edit interfaces ct1-0/0/9

b. Configure the channelized T1 IQ PIC as unpartitioned, clear channel.

[edit interfaces ct1-2/1/0]
user@host# set partition 1 timeslots 1-2 interface-type ds

2. Configure the logical interface.

a. Specify the logical interface (DS0) to configure.

[edit interfaces]
user@host# edit ds-0/0/9:1

b. Disable the sending of keepalives on the interface.

[edit interfaces ds-0/0/0:1]
set no-keepalives

c. Specify the IPv4 family and IP address for the logical interface.

[edit interfaces ds-0/0/0:1]
user@host# set unit 0 family inet address 10.10.1.1/30

3. Apply the scheduler map and shaping rate to the interface.

NOTE: Be sure you have previously configured the scheduler map. For
details on configuring the scheduler map, see “Configuring Scheduler
Maps” on page 236.

a. Specify the interface to configure.

[edit]
user@host# edit class-of-service interfaces ds-0/0/9:1

b. Specify the name of the scheduler map to apply to the interface.

[edit class-of-service interfaces ds-0/0/9:1]
user@host# set scheduler-map sched_port_1

c. Specify the amount of bandwidth to allocate to the interface.

set shaping-rate 2000

4. Verify the configuration.
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[edit interfaces]

user@ host# show

ct1-0/0/9 {
    partition 1 timeslots 1-2 interface-type ds;
}
ds-0/0/9:1 {
    no-keepalives;
    unit 0 {
        family inet {
            address 10.10.1.1/30;
        }
    }
}

[edit class-of-service interfaces]

user@ host# show

ds-0/0/0:1 {
    scheduler-map sched_port_1;
    shaping-rate 160k;
}

5. Save your configuration.

[edit]
user@host# commit

Example: Applying a Scheduler Map and Shaping Rate to DS0 Channels of a
Channelized E1 Interface on a Channelized E1 IQ PIC

To apply a scheduler map and shaping rate to a clear-channel E1 interface on a

channelized E1 IQ PIC:

For this procedure, youmust also configure a scheduler map. For details on configuring

the scheduler map, see “Configuring Scheduler Maps” on page 236.

1. Configure the physical.

a. Specify the physical interface to configure.

[edit]
user@host# edit interfaces ce1-1/3/1

b. Configure the channelized E1 IQ PIC as unpartitioned, clear channel.

[edit interfaces ce1-1/3/1]
user@host# set partition 1 timeslots 1-4 interface-type ds
user@host# set partition 2timeslots 5–6 interface-type ds

2. Configure the first logical interface (DS0).

a. Specify the logical interface to configure.

[edit interfaces]
user@host# edit ds-1/3/1:1

b. Disable the sending of keepalives on the interface.
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[edit interfaces ds-1/3/1:1]
set no-keepalives

c. Specify the IPv4 family and IP address for the logical interface.

[edit interfaces ds-1/3/1:1]
user@host# set unit 0 family inet address 10.10.1.1/30

3. Configure the second logical interface (DS0).

a. Specify the logical interface to configure.

[edit interfaces]
user@host# edit ds-1/3/1:2

b. Disable the sending of keepalives on the interface.

[edit interfaces ds-1/3/1:2]
set no-keepalives

c. Specify the IPv4 family and IP address for the logical interface.

[edit interfaces ds-1/3/1:2]
user@host# set unit 0 family inet address 10.10.1.5/30

4. Apply the scheduler map and shaping rate to the first logical interface.

NOTE: Be sure you have previously configured the scheduler map. For
details on configuring the scheduler map, see “Configuring Scheduler
Maps” on page 236.

a. Specify the logical interface to configure.

[edit]
user@host# edit class-of-service interfaces ds-1/3/1:1

b. Specify the name of the scheduler map to apply to the logical interface.

[edit class-of-service interfaces ds-1/3/1:1]
user@host# set scheduler-map sched_port_1

c. Specify the amount of bandwidth to allocate to the interface.

[edit class-of-service interfaces ds-1/3/1:1]
set shaping-rate 1000

5. Apply the scheduler map and shaping rate to the second logical interface.

NOTE: Be sure you have previously configured the scheduler map. For
details on configuring the scheduler map, see “Configuring Scheduler
Maps” on page 236.

a. Specify the logical interface on which you want to apply the scheduler.

[edit]
user@host# edit class-of-service interfaces ds-1/3/1:2

b. Specify the name of the scheduler map to apply to the interface.
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[edit class-of-service interfaces ds-1/3/1:2]
user@host# set scheduler-map sched_port_1

c. Specify the amount of bandwidth to allocate to the interface.

[edit class-of-service interfaces ds-1/3/1:2]
set shaping-rate 1500

6. Verify the configuration.

[edit interfaces]

user@ host# show

ce1-1/3/1 {
    partition 1 timeslots 1-4 interface-type ds;
    partition 2 timeslots 5-6 interface-type ds;
}
ds-1/3/1:1 {
    no-keepalives;
    unit 0 {
        family inet {
            address 10.10.1.1/30;
        }
    }
}
ds-1/3/1:2 {
    no-keepalives;
    unit 0 {
        family inet {
            address 10.10.1.5/30;
        }
    }
}

[edit class-of-service interfaces]

user@ host# show

interfaces {
  ds-1/3/1:1 {
    scheduler-map sched_port_1;
    shaping-rate 1000;
  }
  ds-1/3/1:2 {
    scheduler-map sched_port_1;
    shaping-rate 1500;
  }
}

7. Save your configuration.

[edit]
user@host# commit
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Applying a Scheduler Map and Shaping Rate to a Clear-Channel T3 Interface on
a Channelized DS3 IQ PIC

To apply a scheduler map and shaping rate to a clear-channel T3 interface on a

channelized DS3 IQ PIC:

For this procedure, youmust also configure a scheduler map. For details on configuring

the scheduler map, see “Configuring Scheduler Maps” on page 236.

1. Configure the channelized T3 IQ interface.

a. Specify the physical interface to configure.

[edit]
user@host# edit interfaces ct3-2/1/0

b. Configure the interface as unpartitioned.

user@host# set no-partition

2. Configure the channelized DS3 interface.

a. Specify the interface name.

[edit interface]
user@host# edit t3-2/1/0

b. Specify the IPv4 family and IP address for the logical interface.

[edit interfaces t3-2/1/0]
user@host# set unit 0 family inet address 10.40.1.1/30

3. Apply the scheduler map and shaping rate on the channelized DS3 interface.

NOTE: Be sure you have previously configured the scheduler map. For
details on configuring the scheduler map, see “Configuring Scheduler
Maps” on page 236.

a. Specify the interface name.

[edit]
user@host# edit class-of-service interfaces t3-2/1/0

b. Specify the name of the scheduler map to apply to the interface.

[edit class-of-service interfaces t3-2/1/0]
user@host# set scheduler-map sched_port_1

c. Specify the amount of bandwidth to allocate to the interface.

[edit class-of-service interfaces t3-2/1/0]
set shaping-rate 2500

4. Verify the configuration.

[edit interfaces]

user@ host# show
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ct3-2/1/0 {
  no-partition;
}
t3-2/1/0 {
   unit 0 {
     family inet {
       address 10.40.1.1/30;
     }
   }
}

[edit class-of-service]

user@ host# show
interfaces {
  t3-2/1/0 {
    shaping-rate 2500;
    unit 0 {
      scheduler-map sched_port_1;
    }
  }
}

5. Save your configuration.

[edit]
user@host# commit

Applying a Scheduler Map and Shaping Rate to Fractional T1 Interfaces on a
Channelized DS3 IQ PIC

To apply a schedulermap and shaping rate to a fractional T1 interfaces on a channelized

DS3 IQ PIC:

For this procedure, youmust also configure a scheduler map. For details on configuring

the scheduler map, see “Configuring Scheduler Maps” on page 236.

1. Configure the physical interface.

a. Specify the name of the physical interface.

[edit]
user@host# edit interfaces ct3-1/1/3

b. Configure the interface as a partitioned T1 interface.

[edit interfaces ct3-1/1/3]
user@host# set partition 1-3 interface-type t1

2. Configure the first logical interface (T1 interface).

a. Specify the logical interface name.

[edit interfaces]
user@host# edit t1-1/1/3:1

b. Configure T1-specific physical interface properties.

[edit interfaces t1-1/1/3:1]
set t1-options timeslots 1-2
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c. Specify the IPv4 family and IP address for the logical interface.

[edit interfaces t1-1/1/3:1]
user@host# set unit 0 family inet address 10.10.1.1/30

3. Configure the second logical interface (T1 interface).

a. Specify the logical interface name.

[edit interfaces]
user@host# edit t1-1/1/3:2

b. Configure T1-specific physical interface properties.

[edit interfaces t1-1/1/3:2]
set t1-options timeslots 3–6

c. Specify the IPv4 family and IP address for the logical interface.

[edit interfaces t1-1/1/3:2]
user@host# set unit 0 family inet address 10.10.1.5/30

4. Configure the third logical interface (T1 interface).

a. Specify the logical interface name.

[edit interfaces]
user@host# edit t1-1/1/3:3

b. Configure T1-specific physical interface properties.

[edit interfaces t1-1/1/3:3]
set t1-options timeslots 7–12

c. Specify the IPv4 family and IP address for the logical interface.

[edit interfaces t1-1/1/3:3]
user@host# set unit 0 family inet address 10.10.1.9/30

5. Apply the scheduler map and shaping rate to the T1 logical interfaces.

NOTE: Be sure you have previously configured the scheduler map. For
details on configuring the scheduler map, see “Configuring Scheduler
Maps” on page 236.

a. Configure the first interfaceby specifying the interfacename, appying the scheduler

map to the interface, and specifying the amount of bandwidth to allocate to the

interface.

[edit]
user@host# edit class-of-service
user@host#set interfacest1-1/1/3:1 scheduler-mapsched_port_1 shaping-rate 1200

b. Configure the second interface by specifying the interface name, appying the

schedulermap to the interface, andspecifying theamountofbandwidth toallocate

to the interface.

[edit class-of-service]
user@host# edit interfaces t1-1/1/3:2 scheduler-map sched_port_1 shaping-rate
1300
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c. Configure the third interfacebyspecifying the interfacename,appying thescheduler

map to the interface, and specifying the amount of bandwidth to allocate to the

interface.

[edit class-of-service]
user@host# edit interfaces t1-1/1/3:3 scheduler-map sched_port_1 shaping-rate
1400

6. Verify the configuration.

[edit interfaces]

user@ host# show

ct3-1/1/3 {
    partition 1-3 interface-type t1;
}
t1-1/1/3:1 {
    t1-options {
        timeslots 1-2;
    }
    unit 0 {
        family inet {
            address 10.10.1.5/30;
        }
    }
}
t1-1/1/3:2 {
    t1-options {
        timeslots 3-6;
    }
    unit 0 {
        family inet {
            address 10.10.1.5/30;
        }
    }
}
t1-1/1/3:3 {
    t1-options {
        timeslots 7-12;
    }
    unit 0 {
        family inet {
            address 10.10.1.9/30;
        }
    }
}

[edit class-of-service interfaces]

user@ host# show

t1-1/1/3:1 {
  scheduler-map sched_port_1;
  shaping-rate 1200;
}
t1-1/1/3:2 {
  scheduler-map sched_port_1;
  shaping-rate 1300;
}
t1-1/1/3:3 {
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  scheduler-map sched_port_1;
  shaping-rate 1400;
}
}

7. Save your configuration.

[edit]
user@host# commit

Applying a Scheduler Map and Shaping Rate to a DS0 Channel of a T1 Interface
in a Channelized T3 Interface on a Channelized DS3 IQ PIC

To apply a scheduler map and shaping rate to a DS0 Channel of a T1 Interface in a

Channelized T3 Channelized DS3 IQ PIC:

For this procedure, youmust also configure a scheduler map. For details on configuring

the scheduler map, see “Configuring Scheduler Maps” on page 236.

1. Configure the physical interface.

a. Specify the name of the physical interface.

[edit]
user@host# edit interfaces ct1-2/1/3

b. Configure the interface as a partitioned, specify the timeslots for the interface, and

specify the interface type.

[edit interfaces ct3-2/1/3]
user@host# set partition 1 timeslots 1-4 interface-type ds

2. Configure the DS0 interface.

[edit interfaces]
user@host# set ds-2/1/3:1:1 unit 0 family inet address 10.20.144.1/30

3. Apply the scheduler map and shaping rate to the logical interface.

NOTE: Be sure you have previously configured the scheduler map. For
details on configuring the scheduler map, see “Configuring Scheduler
Maps” on page 236.

a. Configure the interface by specifying the interface name, applying the scheduler

map to the interface, and specifying the amount of bandwidth to allocate to the

interface.

[edit class-of-service]
user@host# set interfaces ds-2/1/3:1:1 scheduler-map sched_port_1 shaping-rate
1100

4. Verify the configuration.

[edit interfaces]

user@ host# show
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ct3-2/1/3 {
partition 1 interface-type ct1;
}
ct1-2/1/3:1 {
  partition 1 timeslots 1-4 interface-type ds;
}
ds-2/1/3:1:1 {
  unit 0 {
    family inet {
      address 10.20.144.1/30;
    }
  }
}

[edit class-of-service interfaces]

user@ host# show

interfaces {
  ds-2/1/3:1:1 {
    scheduler-map sched_port_1;
    shaping-rate 1100;
  }
}

5. Save your configuration.

[edit]
user@host# commit

Related
Documentation

Applying Scheduler Maps to Physical Interfaces on page 237•

• Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277

Applying Scheduler Maps to Chassis-Level Queues

Supported Platforms MSeries,MXSeries, PTX Series, T Series

On Intelligent Queuing (IQ) and Intelligent Queuing 2 (IQ2) interfaces, as well as on the

10x10GEMIC with SFP+, the traffic that is fed from the packet forwarding components

into thePICuses lowpacket loss priority (PLP)bydefault and is distributed evenly across

the four chassis queues (not PIC queues), regardless of the scheduling configuration for

each logical interface. This default behavior can cause traffic congestion.

The default chassis scheduler allocates resources for queue 0 through queue 3, with 25

percent of the bandwidth allocated to each queue. When you configure the chassis to

use more than four queues, youmust configure and apply a custom chassis scheduler

to override the default chassis scheduler.

To apply a custom chassis scheduler:

1. Specify the interface on which to apply the scheduler.

[edit]
user@host# edit class-of-service interfaces interface-name
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For example:

[edit]
user@host# edit class-of-service interfaces so-0/1/*

2. Specify the name of the custom scheduler you want to apply to the interface.

[edit class-of-service interfaces so-0/1/0]
user@host# set scheduler-map-chassismap-name

To control the aggregated traffic transmitted from the chassis queues into the PIC, you

can configure the chassis queues to derive their scheduling configuration from the

associated logical interface’s.

To configure the chassis queues to derive their scheduling from the associated logical

interfaces:

1. Specify the logical interfaces fromwhich to derive the scheduling configuration.

[edit]
user@host# edit class-of-service interfaces interface-name

For example:

[edit]
user@host# edit class-of-service interfaces so-0/1/*

2. Specify that the scheduler configuration isderived fromthespecified logical interfaces.

[edit class-of-service interfaces so-0/1/0]
user@host# set scheduler-map-chassis derived

CAUTION: If you specify the scheduler-map-chassis derived statement in the

configuration,packet lossmightoccurwhenyousubsequentlyaddor remove
logical interfaces at the [edit interfaces interface-name] hierarchy level.

When fragmentation occurs on the egress interface, the first set of packet
countersdisplayed in theoutputof the showinterfacesqueuecommandshow

the post-fragmentation values. The second set of packet counters (under
the Packet Forwarding Engine Chassis Queues field) show the

pre-fragmentation values. For more information about the show interfaces

queue command, see the CLI Explorer.

You can specify both the scheduler-map and the scheduler-map-chassis derived

statements in the same interface configuration. The scheduler-map statement controls

thescheduler inside thePIC,while the scheduler-map-chassisderived statementcontrols

the aggregated traffic transmitted into the entire PIC.
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NOTE: For the Gigabit Ethernet IQ PIC, youmust specify both the
scheduler-map and the scheduler-map-chassis derived statements in the

interface configuration.

Generally, when you specify the scheduler-map-chassis statement in the configuration,

youmust use an interface wildcard for the interface name, as in type-fpc/pic/*. The

wildcardmust use this format—for example. so-1/2/*, whichmeans all interfaces on FPC

slot 1, PIC slot 2. There is one exception—you can apply the chassis scheduler map to a

specific interface on the Gigabit Ethernet IQ PIC only.

According to Junos OSwildcard rules, specific interface configurations override wildcard

configurations. For chassis schedulermapconfigurations, this ruledoesnotapply; instead,

specific interface CoS configurations are added to the chassis scheduler map

configuration. For more information about howwildcards work with chassis scheduler

maps, see “Examples: Scheduling Packet Forwarding Component Queues” on page 703.

For general information about wildcards, see the Junos OS Administration Library.

NOTE: The interface applies wildcard configuration only if you do not add
any specific configuration. If you add the specific interface configuration,
then the interfacedeletes the appliedwildcard configuration andapplies the
specified configuration.

For more information, see the following sections:

• Applying Custom Schedulers to Packet Forwarding Component Queues on page 702

• Examples: Scheduling Packet Forwarding Component Queues on page 703

Applying CustomSchedulers to Packet Forwarding Component Queues

Optionally, youcanapplyacustomscheduler to thechassis queues insteadof configuring

thechassisqueues toautomaticallyderive their schedulingconfiguration fromthe logical

interfaces on the PIC.

To apply a custom chassis scheduler:

1. Specify the interface on which to apply the scheduler.

[edit]
user@host# edit class-of-service interfaces interface-name

For example:

[edit]
user@host# edit class-of-service interfaces so-0/1/*

2. Specify the name of the custom scheduler you want to apply to the interface.

[edit class-of-service interfaces so-0/1/0]
user@host# set scheduler-map-chassismap-name
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When you apply a custom scheduler map to packet forwarding component queues, or

when youmodify the configuration of a custom scheduler map that is already applied

to packet forwarding component queues, packets already in the chassis queues might

be dropped. The amount of packet loss is not deterministic and depends on the offered

traffic load at the time you apply or modify the custom scheduler map.

Examples: Scheduling Packet Forwarding Component Queues

• Example: Applying a Chassis Scheduler Map to a 2-Port IQ PIC on page 703

• Example: Configuring ATM CoSwith a Normal Scheduler and a Chassis

Scheduler on page 704

• Example: Configuring Two T3 Interfaces on a Channelized DS3 IQ PIC on page 707

• Example: Applying Normal Schedulers to Two T3 Interfaces on page 708

• Example: Applying a Chassis Scheduler to Two T3 Interfaces on page 710

Example: Applying a Chassis Scheduler Map to a 2-Port IQ PIC

This example applies a chassis scheduler map to interfaces so-0/1/0 and so-0/1/1.

According to customarywildcard rules, the so-0/1/0 configuration overrides the so-0/1/*

configuration, implying that the chassis scheduler mapMAP1 is not applied to so-0/1/0.

However, the wildcard rule is not obeyed in this case; the chassis scheduler map applies

to both interfaces so-0/1/0 and so-0/1/1.

To configure the chassis queues to derive their scheduling from the associated logical

interfaces:

1. Specify the logical interfaces fromwhich to derive the scheduling configuration.

[edit class-of-service]
user@host# set interfaces so-0/1/0 unit 0 classifiers inet-precedence default

2. Using a wildcard rule, specify that the scheduler configuration is derived from the

logical interfaces on so-0/1*.

[edit class-of-service]
user@host# set interfaces so-0/1/* scheduler-map-chassis derived

3. Review the configuration.

[edit]

user@host# show
class-of-service {
  interfaces {
    so-0/1/0 {
      unit 0 {
        classifiers {
          inet-precedence default;
        }
      }
    }
    so-0/1/* {
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      scheduler-map-chassis derived;
    }
  }
}

4. Save the configuration.

[edit]
user@host# commit

Not Recommended:
Using aWildcard for

OnaGigabit Ethernet IQPIC, youcanapply thechassis schedulermapatboth the specific
interface level and the wildcard level. We do not recommend this because the wildcard
chassis scheduler map takes precedence, which might not be the desired effect. For
example, if you want to apply the chassis scheduler mapMAP1 to port 0 and MAP2 to
port 1, we do not recommend the following:

[edit class-of-service]

Gigabit Ethernet IQ
InterfacesWhen

Applying a Chassis
Scheduler Map

user@host# set interfaces ge-0/1/0 scheduler-map-chassis MAP1
user@host# set interfaces ge-0/1/* scheduler-map-chassis MAP2

[edit class-of-service]

user@host# show
interfaces {
  ge-0/1/0 {
    scheduler-map-chassis MAP1;
  }
  ge-0/1/* {
    scheduler-map-chassis MAP2;
  }
}

Recommended:
Identifying Gigabit

Instead, we recommend this configuration:

[edit class-of-service]
Ethernet IQ Interfaces

user@host# set interfaces ge-0/1/0 scheduler-map-chassis MAP1
IndividuallyWhen user@host# set interfaces ge-0/1/1 scheduler-map-chassis MAP2
Applying a Chassis

Scheduler Map

[edit class-of-service]

user@host# show
interfaces {
  ge-0/1/0 {
    scheduler-map-chassis MAP1;
  }
  ge-0/1/1 {
    scheduler-map-chassis MAP2;
  }
}

Example:ConfiguringATMCoSwithaNormalSchedulerandaChassisScheduler

For ATM2 IQ interfaces, the CoS configuration differs significantly from that of other

interface types. For more information about ATM CoS, see “CoS on ATM Interfaces

Overview” on page 763.
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To configure scheduler mapping on ATM2 IQ interfaces:

1. Apply the chassis scheduler to the ATM interface.

[edit]
user@host# set class-of-service interfaces at-1/2/* scheduler-map-chassis derived

2. Configure ATM-specific physical interface properties.

a. Specify the ATM interface to configure.

[edit]
user@host# edit interfaces at-1/2/* atm-options

b. Configure the virtual path (VP).

[edit interfaces at-1/2/* atm-options]
user@host# set vpi 0

c. Specify theCoSvirtual circuit dropprofiles for randomearly detection (RED). These

parameters define the drop preferences during times of congestion.

[edit interfaces at-1/2/0 atm-options]
user@host# set linear-red-profiles red-profile-1 queue-depth 35k
user@host# set linear-red-profiles red-profile-1 high-plp-threshold 75
user@host# set linear-red-profiles red-profile-1 low-plp-threshold 25

d. Define the CoS parameters for the scheduler map.

[edit interfaces at-1/2/0 atm-options]
user@host# set scheduler-mapsmap-1 vc-cos-mode strict
user@host# set scheduler-mapsmap-1 forwarding-class best-effort priority low
user@host# set scheduler-mapsmap-1 forwarding-class best-effort
transmit-weight percent 25

user@host# set scheduler-mapsmap-1 forwarding-class best-effort
linear-red-profile red-profile-1

3. Configure the ATM logical interface.

a. Specify the logical interface you want to configure.

[edit interfaces at-1/2/0]
user@host# edit unit 0

b. Specify the virtual circuit identifier (VCI) and virtual path identifier (VPI) for the

ATM logical interfaces.

[edit interfaces at-1/2/0 unit 0]
user@host# set vci 0.128

c. Specify the traffic shaping profile parameters.

[edit interfaces at-1/2/0 unit 0]
user@host# set shaping vbr peak 20m sustained 10m burst 20

d. Specify the scheduler map you want to associate with the ATM logical interface.

[edit interfaces at-1/2/0 unit 0]
user@host# set atm-scheduler-mapmap-1

e. Configure the protocol, local address, and remote address.
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user@host# set family inet address 192.168.0.100/32 destination 192.168.0.101

4. Review the configuration.

[edit class-of-service]

user@host# show
interfaces {
  at-1/2/* {
    scheduler-map-chassis derived;
  }
}

[edit interfaces]

user@host# show
at-1/2/0 {
  atm-options {
    vpi 0;
    linear-red-profiles red-profile-1 {
      queue-depth 35000 high-plp-threshold 75 low-plp-threshold 25;
    }
    scheduler-maps map-1 {
      vc-cos-mode strict;
      forwarding-class best-effort {
        priority low;
        transmit-weight percent 25;
        linear-red-profile red-profile-1;
      }
    }
  }
  unit 0 {
    vci 0.128;
    shaping {
      vbr peak 20m sustained 10m burst 20;
    }
    atm-scheduler-map map-1;
    family inet {
      address 192.168.0.100/32 {
        destination 192.168.0.101;
      }
    }
  }
}

5. Save the configuration.

[edit]
user@host# commit
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Example: Configuring Two T3 Interfaces on a Channelized DS3 IQ PIC

To configure two T3 interfaces on a channelized DS3 IQ PIC:

1. Configure the first channelized DS3 IQ interface.

a. Specify the name of the interface.

[edit]
user@host# edit interfaces ct3-3/0/0

b. Configure the interface as unpartitioned, clear channel.

[edit interfaces ct3-3/0/0]
user@host# set no-partition interface-type t3

2. Configure the second channelized DS3 IQ interface.

a. Specify the name of the interface.

[edit]
user@host# edit interfaces ct3-3/0/1

b. Configure the interface as unpartitioned, clear channel.

[edit interfaces ct3-3/0/1]
user@host# set no-partition interface-type t3

3. Configure the first T3 channel.

a. Specify the name of the T3 interface on the DS3 IQ PIC.

[edit]
user@host# edit t3-3/0/0 unit 0

b. Specify the protocol family and address of the interface.

[edit t3-3/0/0 unit 0]
user@host# set family inet address 10.0.100.1/30

4. Configure the second T3 channel.

a. Specify the name of the T3 interface on the DS3 IQ PIC.

[edit]
user@host# edit t3-3/0/1 unit 0

b. Specify the protocol family and address of the interface.

[edit t3-3/0/0 unit 0]
user@host# set family inet address 10.0.101.1/30

5. Review the configuration.

[edit interfaces]

user@host# show
ct3-3/0/0 {
  no-partition interface-type t3; # use entire port 0 as T3
}
ct3-3/0/1 {
  no-partition interface-type t3; # use entire port 1 as T3
}
t3-3/0/0 {
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  unit 0 {
    family inet {
      address 10.0.100.1/30;
    }
  }
}
t3-3/0/1 {
  unit 0 {
    family inet {
      address 10.0.101.1/30;
    }
  }
}

6. Save the configuration.

[edit]
user@host# commit

Example: Applying Normal Schedulers to Two T3 Interfaces

Configure a scheduler for the aggregated traffic transmitted into both T3 interfaces.

1. Specify the names of the scheduler maps for each interface.

[edit]
user@host# set class-of-service interfaces t3-3/0/0 scheduler-map sched-qct3-0
user@host# set class-of-service interfaces t3-3/0/1 scheduler-map sched-qct3-1

2. Specify the CoS parameters assigned to each forwarding class.

[edit]
user@host# set class-of-service scheduler-maps sched-qct3-0 forwarding-class
best-effort scheduler be-qct3-0

user@host# set class-of-service scheduler-maps sched-qct3-0 forwarding-class
expedited-forwarding scheduler ef-qct3-0

user@host# set class-of-service scheduler-maps sched-qct3-0 forwarding-class
assured-forwarding scheduler as-qct3-0

user@host# set class-of-service scheduler-maps sched-qct3-0 forwarding-class
network-control scheduler nc-qct3-0

user@host# set class-of-service scheduler-maps sched-qct3-1 forwarding-class
best-effort scheduler be-qct3-1

user@host# set class-of-service scheduler-maps sched-qct3-1 forwarding-class
expedited-forwarding scheduler ef-qct3-1

user@host# set class-of-service scheduler-maps sched-qct3-1 forwarding-class
assured-forwarding scheduler as-qct3-1

user@host# set class-of-service scheduler-maps sched-qct3-1 forwarding-class
network-control scheduler nc-qct3-1

user@host#setclass-of-servicescheduler-mapssched-chassis-to-qforwarding-class
best-effort scheduler be-chassis

user@host#setclass-of-servicescheduler-mapssched-chassis-to-qforwarding-class
expedited-forwarding scheduler ef-chassis

user@host#setclass-of-servicescheduler-mapssched-chassis-to-qforwarding-class
assured-forwarding scheduler as-chassis

user@host#setclass-of-servicescheduler-mapssched-chassis-to-qforwarding-class
network-control scheduler nc-chassis
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3. Specify each scheduler name and the associated transmit rate..

user@host# set class-of-service schedulers be-qct3-0 transmit-rate percent 40
user@host# set class-of-service schedulers ef-qct3-0 transmit-rate percent 30
user@host# set class-of-service schedulers as-qct3-0 transmit-rate percent 20
user@host# set class-of-service schedulers nc-qct3-0 transmit-rate percent 10

4. Review the configuration.

[edit class-of-service]

user@host# show

interfaces {
  t3-3/0/0 {
    scheduler-map sched-qct3-0;
  }
  t3-3/0/1 {
    scheduler-map sched-qct3-1;
  }
}
scheduler-maps {
  sched-qct3-0 {
    forwarding-class best-effort scheduler be-qct3-0;
    forwarding-class expedited-forwarding scheduler ef-qct3-0;
    forwarding-class assured-forwarding scheduler as-qct3-0;
    forwarding-class network-control scheduler nc-qct3-0;
  }
  sched-qct3-1 {
    forwarding-class best-effort scheduler be-qct3-1;
    forwarding-class expedited-forwarding scheduler ef-qct3-1;
    forwarding-class assured-forwarding scheduler as-qct3-1;
    forwarding-class network-control scheduler nc-qct3-1;
  }
  sched-chassis-to-q {
    forwarding-class best-effort scheduler be-chassis;
    forwarding-class expedited-forwarding scheduler ef-chassis;
    forwarding-class assured-forwarding scheduler as-chassis;
    forwarding-class network-control scheduler nc-chassis;
  }
}
schedulers {
  be-qct3-0 {
    transmit-rate percent 40;
  }
  ef-qct3-0 {
    transmit-rate percent 30;
  }
  as-qct3-0 {
    transmit-rate percent 20;
  }
  nc-qct3-0 {
transmit-rate percent 10;
  }
}

5. Save the configuration.

[edit]
user@host# commit
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Example: Applying a Chassis Scheduler to Two T3 Interfaces

Bind a scheduler to the aggregated traffic transmitted into the entire PIC. The chassis

scheduler controls the traffic from the packet forwarding components feeding the

interface t3-3/0/*:

1. Using a wildcard rule, specify that the scheduler configuration is derived from the

logical interfaces on t3-3/0/*.

user@host# set class-of-service interfaces t3-3/0/* scheduler-map-chassis derived

2. Review the configuration.

[edit class-of-service]

user@host# show

interfaces {
  t3-3/0/* {
    scheduler-map-chassis derived;
  }
}

3. Save the configuration.

[edit]
user@host# commit

Not Recommended:
Using aWildcard for

Do not apply a scheduler to a logical interface using a wildcard. For example, if you
configure a logical interface (unit) with one parameter, and apply a scheduler map to
the interface using a wildcard, the logical interface will not apply the scheduler. The
following configuration will commit correctly but will not apply the scheduler map to
interface so-3/0/0.0:

Logical Interfaces
When Applying a

Scheduler

[edit]
user@host# set class-of-service interfaces so-3/0/* unit 0 scheduler-map
MY_SCHED_MAP

user@host# set class-of-service interfaces so-3/0/0 unit 0 shaping-rate 100m

[edit class of service]

user@host# show
interfaces {
  so-3/0/* {
    unit 0 {
      scheduler-map MY_SCHED_MAP;
    }
  }
  so-3/0/0 {
    unit 0 {
      shaping-rate 100m;
    }
  }
}
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Recommended:
Identifying Logical

Always apply the scheduler to a logical interface without the wildcard:

Interfaces Individually
When Applying a

Scheduler

[edit]
user@host# set class-of-service interfaces so-3/0/0 unit 0 scheduler-map
MY_SCHED_MAP

user@host# set class-of-service interfaces so-3/0/0 unit 0 shaping-rate 100m

[edit class of service]

user@host# show
interfaces {
  so-3/0/0 {
    unit 0 {
      scheduler-map MY_SCHED_MAP;
      shaping-rate 100m;
    }
  }
}

NOTE: This samewildcard behavior applies to classifiers and rewrites as
well as schedulers.

Related
Documentation

Configuring Scheduler Maps on page 236•

• Applying Scheduler Maps to Physical Interfaces on page 237

• Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277

Assigning Default Frame Relay Rewrite Rule to IQE PICs

Supported Platforms M10i, M120, M320, M7i,MXSeries, T Series

On the Enhanced IQ (IQE) PICs with the Frame Relay encapsulation, you can rewrite the

discard eligibility (DE) bit based on the loss priority of the Frame Relay traffic. A rewrite

rule sets the DE bit to the class-of-service (CoS) value 0 or 1, based on the assigned loss

priority of low, medium-low, medium-high, or high for each outgoing frame.

The default Frame Relay rewrite rule contains the following settings:

loss-priority low code-point 0;
loss-priority medium-low code-point 0;
loss-priority medium-high code-point 1;
loss-priority high code-point 1;

The default rule sets the DE CoS value to 0 for each outgoing framewith the loss priority

set to low or medium-low. The default rule sets the DE CoS value to 1 for each outgoing

frame with the loss priority set to medium-high or high.
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To assign the default Frame Relay rewrite rule to an interface:

1. Include the frame-relay-de default statement at the [edit class-of-service interfaces

interface interface-nameunit logical-unit-number loss-priority-rewrites]hierarchy level.

For example:

[edit class-of-service interfaces so-1/0/0 unit 0 loss-priority-rewrites]
user@host# set frame-relay-de default;

2. Verify the configuration in operational mode.

user@host> show class-of-service loss-priority-rewrite
Loss-priority-rewrite: frame-relay-de-default, Code point type: frame-relay-de,
 Index: 38
  Loss priority      Code point
  low                 0         
  high                1  
  medium-low          0  
  medium-high         1

Related
Documentation

Frame Relay Overview•

• show class-of-service loss-priority-rewrite on page 1277

Defining Custom Frame Relay Rewrite Rule on IQE PICs

Supported Platforms M10i, M120, M320, M7i,MXSeries, T Series

For Juniper Networks device interfaces with the Frame Relay encapsulation, you can

rewrite the discard eligibility (DE) bit based on the loss priority of the FrameRelay traffic.

A rewrite rule sets the DE bit to the class-of-service (CoS) value 0 or 1 based on the

assigned loss priority of low,medium-low,medium-high, or high for each outgoing frame.

To define a Frame Relay DE bit rewrite rule:

1. Specify the rewrite rule for Frame Relay DE bit based on the loss priority at the [edit

class-of-service loss-priority-rewrites] hierarchy level.

[edit class-of-service loss-priority-rewrites]
user@host# set frame-relay-de name loss-priority level code-point [ alias | bits ];

For example:

[edit class-of-service loss-priority-rewrites]
user@host# set frame-relay-de fr_rw loss-priority low code-point 0;
user@host# set frame-relay-de fr_rw loss-priority high code-point 0;
user@host# set frame-relay-de fr_rw loss-priority medium-low code-point 1;
user@host# set frame-relay-de fr_rw loss-priority medium-high code-point 1;

NOTE: The rewrite rule does not take effect until you apply it to a logical
interface.
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2. Apply a rule to a logical interface.

[edit class-of-service interfaces interface-name unit logical-unit-number
loss-priority-rewrites]

user@host# set frame-relay-de name;

For example:

[edit class-of-service interfaces so-1/0/0 unit 0 loss-priority-rewrites]
user@host# set frame-relay-de fr_rw;

3. Verify the configuration in operational mode.

user@host> show class-of-service loss-priority-rewrite
Loss-priority-rewrite: frame-relay-de-fr_rw, Code point type: frame-relay-de,
 Index: 38
  Loss priority      Code point
  low                 0         
  high                0  
  medium-low          1  
  medium-high         1

Related
Documentation

• frame-relay-de on page 1049

• show class-of-service loss-priority-rewrite on page 1277
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CHAPTER 22

Configuring Class of Service on Ethernet
IQ2 and Enhanced IQ2 PICs

• CoS on Enhanced IQ2 PICs Overview on page 716

• CoSFeatures andLimitationson IQ2and IQ2EPICs (MSeries andTSeries) onpage 717

• Differences Between Gigabit Ethernet IQ and Gigabit Ethernet IQ2 PICs on page 718

• Shaping Granularity Values for Enhanced Queuing Hardware on page 720

• Ethernet IQ2 PIC RTT Delay Buffer Values on page 722

• Configuring BA Classifiers for Bridged Ethernet on page 723

• Setting the Number of Egress Queues on IQ2 and Enhanced IQ2 PICs on page 725

• Configuring the Number of Schedulers per Port for Ethernet IQ2 PICs on page 725

• Applying Scheduler Maps to Chassis-Level Queues on page 727

• Configuring a Policer Overhead on page 738

• CoS for L2TP Tunnels on Ethernet Interface Overview on page 739

• Configuring CoS for L2TP Tunnels on Ethernet Interfaces on page 741

• Configuring LNS CoS for Link Redundancy on page 742

• Example: Configuring L2TP LNS CoS Support for Link Redundancy on page 742

• Configuring Shaping on 10-Gigabit Ethernet IQ2 PICs on page 746

• ConfiguringPer-Unit Scheduling forGRETunnelsUsing IQ2and IQ2EPICs onpage 748

• Understanding Burst Size Configuration on IQ2 and IQ2E Interfaces on page 750

• Configuring Burst Size for Shapers on IQ2 and IQ2E Interfaces on page 751

• Configuring a CIR and a PIR on Ethernet IQ2 Interfaces on page 752

• Example: Configuring Shared Resources on Ethernet IQ2 Interfaces on page 754

• Configuring and Applying IEEE 802.1ad Classifiers on page 757

• Configuring Rate Limits to Protect Lower Queues on IQ2 and Enhanced IQ2

PICs on page 759

• Simple Filters Overview on page 760

• Configuring a Simple Filter on page 761
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CoS on Enhanced IQ2 PICs Overview

Supported Platforms MSeries,MXSeries, T Series

Some PICs, such as the Gigabit Ethernet Intelligent Queuing 2 (IQ2) and Ethernet

Enhanced IQ2 (IQ2E) PICs, have eight egress queues enabled by default on platforms

that support eight queues.

The IQ2E PICs preserve all of the features of the IQ2 PICs, such as the default support

for eight egress queues on platforms that support eight queues.

The IQ2E PICs add features such as the ability to perform hierarchical scheduling. You

canmix IQ2 and IQ2E PICs on the same router.

The IQ2E PICs offer:

• Three levels of hierarchical CoS

• More granularity than a high priority queue

• 16,000 queues

• 2,000 schedulers with 8 queues

• 4,000 schedulers with 4 queues

The IQ2EPICs also offer automatic scheduler allocation across ports, so there is no need

to reset the PIC when this changes. Random early detection (RED) keeps statistics on a

per-drop-profile basis, improving the ability to perform network capacity planning.

Whenyou include theper-unit-scheduler statementat the [edit interfaces interface-name]

hierarchy level, each logical interface (unit) gets a dedicated scheduler (one scheduler

is reserved for overflow). You can include the per-session-scheduler statement at the

[edit interfaces interface-name unit logical-unit-number] hierarchy level to shape Layer 2

Tunneling Protocol (L2TP) sessions. The behavior of these two-port scheduler modes

is the sameas in IQ2PICs.However, IQ2EPICsusehierarchical schedulers andnot shared

schedulers; IQ2E PICs do not support the shared-scheduler statement at the [edit

interfaces interface-name] hierarchy level.

Formore information about configuring hierarchical schedulers, including examples, see

“Configuring Hierarchical Schedulers for CoS” on page 320.

You can shape traffic at the physical interface (port), logical interface (unit), or interface

set (set of units) levels. Shaping is not supported at the queue level. However, you can

include the transmit-rate statementwith the rate-limitoptionat the [edit class-of-service

schedulers scheduler-name] hierarchy level to police the traffic passing through a queue

(but only in the egress direction). See “Configuring Rate Limits to Protect Lower Queues

on IQ2 and Enhanced IQ2 PICs” on page 759.

At the physical interface (port) level, you can configure only a shaping rate (PIR). At the

logical interface (unit) and interface set levels, you can configure both a shaping rate

and a guaranteed rate (CIR). Note that the guaranteed rates at any level must be

consistent with the parent level’s capacity. In other words, the sum of the guaranteed
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rates on the logical interface (units) should be less than the guaranteed rate on the

interface set, and the sum of the guaranteed rates on the logical interface (units) and

interface sets should be less than the guaranteed rate on the physical interface (port).

You can control the rate of traffic that passes through the interface by configuring a

policeroverhead.Whenyouconfigureapoliceroverhead, theconfiguredpoliceroverhead

value is added to the length of the final Ethernet frame. This calculated length of the

frame is used to determine the policer or the rate limit action. It does this because the

policer overhead needs to be applied to policers just like shaping overhead is accounted

for by shapers. The policer overhead is to be configured on the interface so that it is

accounted for in the total packet length when policing traffic. See “Configuring a Policer

Overhead” on page 738

The weighed RED (WRED) decision on the IQ2E PICs is done at the queue level. Once

the accept or drop decision is made and the packet is queued, it is never dropped. Four

drop profiles are associatedwith each queue: low, low-medium,medium-high, and high.

WRED statistics are available for each loss priority (this feature is not supported on the

IQ2 PICs). Also in contrast to the IQ2 PICs, the IQ2E PICs supportWRED scaling profiles,

allowing a single drop profile to be reused with a wide range of values. This practice

increases the effective number of WRED drop profiles.

The IQ2E PICs provide four levels of strict priorities: strict-high, high, medium-high

(medium-low) and low. In contrast to the IQ2 PICs, which support only one strict-high

queue, the IQ2E PICs do not restrict the number of queues with a given priority. There is

priority propagation among three levels: the logical interface, the logical interface set,

and the physical port. These features are the same as those supported by Enhanced

Queuing Dense Port Concentrators (DPCs) for Juniper Network MX Series 3D Universal

Edge Routers. For more information about configuring these features, see “Enhanced

Queuing DPC CoS Properties” on page 831.

The IQ2E PIC’s queues are serviced with modified deficit round-robin (MDRR), as with

theEnhancedQueuingDPCs.Excessbandwidth(bandwidthavailableafterall guaranteed

rates have been satisfied) can be shared equally or in proportion to the guaranteed rates.

Formore informationaboutexcessbandwidthsharing, see “ConfiguringExcessBandwidth

Sharing” on page 839.

Related
Documentation

egress-policer-overhead on page 1007•

• ingress-policer-overhead on page 1068

CoS Features and Limitations on IQ2 and IQ2E PICs (M Series and T Series)

Supported Platforms MSeries, T Series

This topicdescribesCoSscalingandperformanceparameters that apply to IQ2and IQ2E

PICs on M series and T series routers.

Classification
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Behavior aggregate (BA) classification is doneon thePIC. There are eight classifier tables

of each type (ieee-802.1p, mpls-exp, inet-precedence, dscp, and dscp-ipv6) supported

per PIC.

For each classifier type, one table is reserved for a default classifier. This table is used

when no classifier is configured, or when the number of tables configured exceeds eight.

The following restrictions apply:

• YoucanonlyuseBAclassifiers for IPv4DSCPbits for virtualprivateLANservice (VPLS).

• You cannot use BA classifiers for IPv4 DSCP bits for Layer 2 VPNs.

• You cannot use BA classifiers for IPv6 DSCP bits for VPLS.

• You cannot use BA classifiers for IPv6 DSCP bits for Layer 2 VPNs.

Rewrite Operations

802.1p or 802.1ad rewrite operations are done on the PIC. A total of eight rewritemarkers

of each type are supported on the PIC. For other rewrite operations, the numbers are the

same as for any other M series FPCs. See “CoS Features and Limitations onMSeries and

T Series Routers” on page 489for details.

Differences Between Gigabit Ethernet IQ and Gigabit Ethernet IQ2 PICs

Supported Platforms MSeries,MXSeries

BecauseGigabitEthernet IQPICsandGigabitEthernet IQ2PICsusedifferentarchitectures,

they differ in the following ways:

• Gigabit Ethernet IQ2PICssupporta transmission ratewithinaqueue,butdonot support

an exact rate within a queue. You can apply a weight to a queue, but you cannot put

an upper limit on the queue transmission rate that is less than the logical interface can

support. Consequently, including the exact option with the transmit-rate (rate |

percent percent) statement at the [edit class-of-service schedulers scheduler-name]

hierarchy level is not supported for Gigabit Ethernet IQ2 interfaces.

• Gigabit Ethernet IQ2 PICs support only one queue in the scheduler map with

medium-high, high, or strict-high priority. If more than one queue is configured with

medium-high, high, or strict-high priority, the commit operation fails.

• To ensure that protocol control traffic (such as OSPF, BGP, and RIP) are not dropped

at the oversubscribed ingress direction, the software puts control protocol packets

intoaseparatecontrol scheduler. There is onecontrol scheduler perport. Thesecontrol

schedulers are implemented as strict-high priority, so they transmit traffic until they

are empty.

• OnGigabit Ethernet IQ2PICs, youcanconfigurea single traffic-control profile to contain

both a PIR (the shaping-rate statement) and a CIR (the guaranteed-rate statement).

On Gigabit Ethernet IQ PICs, these statements are mutually exclusive.
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• Gigabit Ethernet IQ2 PICs support only two fill levels in the RED drop profile. The
recommended definition of the RED drop profile is as follows:

class-of-service {
drop-profiles {
drop-iq2-example1 {
fill-level 20 drop-probability 0;
fill-level 100 drop-probability 80;

}
}

}

This configuration defines a drop profile with a linear drop probability curve when the

fill level isbetween20and 100percent, andamaximumdropprobabilityof80percent.

You can configure more than two fill levels in a drop profile, but the software only uses

the points (min_fill_level, 0) and (max_fill_level,max_probability) and ignores other fill

levels. The drop probability at the minimum fill level is set to 0 percent even if you

configure a non-zero drop probability value at the minimum fill level. The following

example shows a sample configuration and the software implementation:

Configuration class-of-service {
drop-profiles {
drop-iq2-example2 {
fill-level 30 drop-probability 10;
fill-level 40 drop-probability 20;
fill-level 100 drop-probability 80;

}
}

}

Implementation class-of-service {
drop-profiles {
drop-iq2-example2-implementation {
fill-level 30 drop-probability 0;
fill-level 100 drop-probability 80;

}
}

}

If you configure more than two fill levels, a system logmessage warns you that the

software supports only two fill levels and displays the drop profile that is implemented.

Though the interpolate statement is supported in the definition of a RED drop profile, we

do not recommend using it. The following example shows a sample configuration and

the software implementation:

Configuration class-of-service {
drop-profiles {
drop-iq2-example3 {
interpolate {
fill-level [ 30 50 80 ];
drop-probability [ 10 20 40 ];

}
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}
}

}

When you use the interpolate statement and themaximum fill level is not 100 percent,

the software adds the point (100, 100). Therefore, the drop-iq2-example3 drop profile

is implemented as:

Implementation class-of-service {
drop-profiles {
drop-iq2-example3-implementation {
fill-level 2 drop-probability 0;
fill-level 100 drop-probability 100;

}
}

}

The implementedminimumfill level isnot30percentasconfigured,but2percentbecause

of the 64-point interpolation.

Shaping Granularity Values for Enhanced Queuing Hardware

Supported Platforms MSeries,MXSeries, T Series

Due to the limits placed on shaping thresholds used in the hierarchy, there is a granularity

associatedwith the Enhanced IQ2 (IQ2E) PIC and the Enhanced Queuing (EQ) DPC. For

these hardware models, the shaper accuracies differ at various levels of the hierarchy,

with shapers at the logical interface level (Level 3) beingmore accurate than shapers at

the interface set level (Level 2) or the port level (Level 1). Table 109 on page 720 shows

the accuracy of the logical interface shaper at various rates for Ethernet ports operating

at 1 Gbps.

Table 109: Shaper Accuracy of 1-Gbps Ethernet at the Logical Interface
Level

Step GranularityRange of Logical Interface Shaper

16 KbpsUp to 4.096Mbps

32 Kbps4.096 to 8.192 Mbps

64 Kbps8.192 to 16.384 Mbps

128 Kbps16.384 to 32.768 Mbps

256 Kbps32.768 to 65.535 Mbps

512 Kbps65.535 to 131.072 Mbps

1024 Kbps131.072 to 262.144 Mbps

4096 Kbps262.144 to 1 Gbps
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Table 110 on page 721 shows the accuracy of the logical interface shaper at various rates

for Ethernet ports operating at 10 Gbps.

Table 110: Shaper Accuracy of 10-Gbps Ethernet at the Logical Interface
Level

Step GranularityRange of Logical Interface Shaper

40 KbpsUp to 10.24 Mbps

80 Kbps10.24 to 20.48 Mbps

160 Kbps10.48 to 40.96 Mbps

320 Kbps40.96 to 81.92 Mbps

640 Kbps81.92 to 163.84 Mbps

1280 Kbps163.84 to 327.68 Mbps

2560 Kbps327.68 to 655.36 Mbps

10240 Kbps655.36 to 2611.2 Mbps

20480 Kbps2611.2 to 5222.4 Mbps

40960 Kbps5222.4 to 10 Gbps

Table 111 on page 721 shows the accuracy of the interface set shaper at various rates for

Ethernet ports operating at 1 Gbps.

Table 111: Shaper Accuracy of 1-Gbps Ethernet at the Interface Set Level

Step GranularityRange of Interface Set Shaper

80 KbpsUp to 20.48 Mbps

320 Kbps20.48 Mbps to 81.92 Mbps

1.28 Mbps81.92 Mbps to 327.68 Mbps

20.48 Mbps327.68 Mbps to 1 Gbps

Table 112 on page 721 shows the accuracy of the interface set shaper at various rates for

Ethernet ports operating at 10 Gbps.

Table 112: ShaperAccuracyof 10-GbpsEthernet at the InterfaceSet Level

Step GranularityRange of Interface Set Shaper

500 KbpsUp to 128 Mbps
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Table 112: Shaper Accuracy of 10-Gbps Ethernet at the Interface Set
Level (continued)

Step GranularityRange of Interface Set Shaper

2 Mbps128 Mbps to 512 Mbps

8 Mbps512 Mbps to 2.048 Gbps

128 Mbps2.048 Gbps to 10 Gbps

Table 113 on page 722 shows the accuracy of the physical port shaper at various rates for

Ethernet ports operating at 1 Gbps.

Table 113: Shaper Accuracy of 1-Gbps Ethernet at the Physical Port Level

Step GranularityRange of Physical Port Shaper

250 KbpsUp to 64 Mbps

1 Mbps64Mbps to 256 Mbps

4 Mbps256 Mbps to 1 Gbps

Table 114 on page 722 shows the accuracy of the physical port shaper at various rates for

Ethernet ports operating at 10 Gbps.

Table 114:ShaperAccuracyof 10-GbpsEthernetat thePhysicalPortLevel

Step GranularityRange of Physical Port Shaper

2.5 MbpsUp to 640Mbps

10 Mbps640Mbps to 2.56 Gbps

40Mbps2.56 Gbps to 10 Gbps

Ethernet IQ2 PIC RTT Delay Buffer Values

Supported Platforms MSeries,MXSeries, T Series

The following table shows the round-trip time (RTT) delay buffer values for IQ2 PICs,

which are nonstandard and vary by PIC type and direction. The values are rounded up

slightly to account for oversubscription.

Table 115: RTT Delay Buffers for IQ2 PICs

Egress Buffer (ms)Ingress Buffer (ms)IQ2 PIC Type

3002004–port Gigabit Ethernet (Type 1)
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Table 115: RTT Delay Buffers for IQ2 PICs (continued)

Egress Buffer (ms)Ingress Buffer (ms)IQ2 PIC Type

2001758–port Gigabit Ethernet (Type 2)

225358–port Gigabit Ethernet (Type 3)

190251–port 10–Gigabit Ethernet (Type 3)

Configuring BA Classifiers for Bridged Ethernet

Supported Platforms MSeries

OnM120 and M320 routers equipped with IQ2 PICs, you can configure BA classification

based on the IEEE 802.1 bits for bridged Ethernet over Asynchronous Transfer Mode

(ATM), Point-to-Point Protocol (PPP), and frame relay for VPLS applications. The BA

classification is applied to the first (outer) tagwhen tagged framesare received.Untagged

framesarebypassedandavalueof000 for the classification IEEE802.1pbits is assumed.

There isnosupport for circuit cross-connect (CCC),andonlyport-modeVPLS is supported

(in port-mode VPLS, only VLANs on a single physical port are included in the VPLS

instance). There is no support for multilink PPP bonding with VPLS. For bridging over

frame relay, only frames that do not preserve the frame check sequence (FCS) field are

supported. Frames that preserve the FCS field are silently discarded.

The bridging over PPP function is restricted:

• There is no support for “tinygram” compression and expansion.

• Frames received with preserved FCS bits are silently discarded.

• Bridge control frames are also classified based on header bit values.

• Both taggedanduntagged framesare classified and forwarded. Thepeermust discard

frame types that are not supported.

The following example applies an IEEE 802.1p classifier named ppp-ether-vpls-classifier

to interface (so-1/2/3) with Ethernet VPLS over PPP encapsulation.

NOTE: The interface and CoS configurationmust be consistent to support
the feature. Youmust also configure the classifier and other CoSparameters
such as forwarding classes.

1. Apply the CoS behavior aggregate classifier to a logical interface.

[edit]
user@host# set class-of-service interfaces so-1/2/3 unit 0 classifiers ieee-802.1
ppp-ether-vpls-classifier

2. Configure the encapsulation and protocol family for the interface.
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[edit]
user@host# set interfaces so-1/2/3 encapsulation ethernet-vpls-ppp unit 0 family
vpls

3. Verify the configuration.

[edit class-of-service]

user@host# show
interfaces {
  so-1/2/3 {
   unit 0 {
    classifiers {
     ieee-802.1 ppp-ether-vpls-classifier;
    }
   }
  }
}

[edit interfaces]

user@host# show
s0-1/2/3 {
  encapsulation ether-vpls-over-ppp;
  unit 0 {
   family vpls;
  }
}

4. Save the configuration.

[edit]
user@host# commit

On routers with IQ2 or IQ2E PICs, you can perform BA classification based on the value

of the inner VLAN tag in an Ethernet frame.

1. To configure BA classification based on the inner VLAN tag value, speciy the inner

option at the [edit class-of-service interfaces interface-name unit logical-unit-number

classifiers ieee-802.1 classifier-name vlan-tag] hierarchy level. Youmust also configure

the inner VLAN tag for the logical interfacewith the inner option at the [edit interfaces

interface-name unit logical-interface-name vlan-tag] hierarchy level.

[edit]
user@host# set class-of-service interfaces ge-2/2/2 unit 0 classifiers ieee-802.1
inner-vlan-tag-ba-classifier

user@host# set class-of-service interfaces ge-2/2/2 unit 0 classifiers ieee-802.1
vlan-tag inner

2. Verify the configuration.

[edit]

user@host# show
class-of-service {
 interfaces {
   ge-2/2/2 unit 0
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    classifiers ieee-802.1 inner-vlan-tag-ba-classifier {
     vlan-tag inner;
    }
  }
}

3. Save the configuration.

[edit]
user@host# commit

Related
Documentation

CoS on Enhanced IQ2 PICs Overview on page 716•

• Configuring Behavior Aggregate Classifiers on page 48

• Default IEEE 802.1p Classifier on page 41

Setting the Number of Egress Queues on IQ2 and Enhanced IQ2 PICs

Supported Platforms MSeries,MXSeries, T Series

Gigabit Ethernet IQ2 4-port and 8-port Type 2 PICs are oversubscribed, which means

the amount of traffic coming to thePIC can bemore than themaximumbandwidth from

the PIC to the Flexible PIC Concentrator (FPC).

By default, PICs on M320, MX Series, and T Series routers support a maximum of four

egress queues per interface. SomePICs, such as the IQ2 and IQ2EPICs, have eight egress

queues enabled by default on platforms that support eight queues. You configure the

number of egress queues as four or eight by including themax-queues-per-interface

statement at the [edit chassis fpc slot-number pic pic-slot-number] hierarchy level:

[edit chassis fpc slot-number pic pic-slot-number]
max-queues-per-interface (4 | 8);

The numerical value can be 4 or 8.

For more information about configuring egress queues, see “Enabling Eight Queues on

Interfaces” on page 193.

Configuring the Number of Schedulers per Port for Ethernet IQ2 PICs

Supported Platforms MSeries,MXSeries, T Series
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You can oversubscribe the Ethernet IQ2 family of PICs. Because of the bursty nature of

Ethernet use, traffic received by the PIC can be several orders of magnitude greater than

themaximum bandwidth leaving the PIC and entering the router. Several configuration

statements apply only to Ethernet IQ2 PICs and allow the PIC to intelligently handle the

oversubscribed traffic.

NOTE: The total of the input guaranteed rates for oversubscribed IQ2 PICs
is limited to the FPC or PIC bandwidth.

By default, each Ethernet IQ2 PIC is allocated a fixed number of the 1024 available

schedulers for eachport duringPIC initialization. For example, the8-portGigabit Ethernet

IQ2 PIC is allocated 128 schedulers for each port. This number cannot be changed after

the PIC is operational and can limit the utilization of shapers among the ports. Each of

the 1024 schedulers is mapped at the logical interface (unit) level, and each scheduler

map can support up to eight forwarding classes.

Schedulers are allocated inmultiples of four. Three schedulers are reserved on each port.

One is for control traffic, one is for port-level shaping, and the last is for unshaped logical

interface traffic. These are allocated internally and automatically. The fourth scheduler

is added when VLANs are configured.

When you configure schedulers for a port on an Ethernet IQ2 PIC:

• The three reserved schedulers are added to the configured value, which yields four

schedulers per port.

• The configured value is adjusted upward to the nearest multiple of 4 (schedulers are

allocated in multiples of 4).

• After all configured schedulers are allocated, any remaining unallocated schedulers

are partitioned equally across the other ports.

• Any remaining schedulers that cannot be allocatedmeaningfully across the ports are

allocated to the last port.

If the configured scheduler number is changed, the Ethernet IQ2 PIC is restarted when

the configuration is committed.

CAUTION: If you deactivate and reactivate a port configured with a
non-default number of schedulers, then the entire Ethernet IQ2 PIC restarts.

You can configure between 1 and 1024 schedulers on a port.

The following example allocates 100 schedulers to port 1 on an 8-port Gigabit Ethernet

IQ2 PIC. The example shows the final scheduler allocation numbers for each port on the

PIC. By default, each port would have been allocated 1024 / 8 = 128 schedulers.To

configure the number of schedulers assigned to a port on an Ethernet IQ2 PIC:
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• Specify the schedulers statement for the Ethernet IQ2 PIC interface at the [edit

interfaces ge-fpc/pic/port] hierarchy level.

[edit interfaces ge-1/2/1]
user@host# set schedulers 100

This configuration results in the port and scheduler configuration shown in

Table 116 on page 727.

Table 116: Scheduler Allocation for an Ethernet IQ2 PIC

Number of Allocated SchedulersEthernet IQ2 PIC Port

1280

104 (100 configured, plus 3 reserved, rounded
up tomultiple of 4: 100 + 3 +1= 104)

1

1282

1283

1284

1285

1286

152 (128 plus the 24 remaining that cannot be
meaningfully allocated to other ports)

7

Related
Documentation

How Schedulers Define Output Queue Properties on page 231•

Applying Scheduler Maps to Chassis-Level Queues

Supported Platforms MSeries,MXSeries, PTX Series, T Series

On Intelligent Queuing (IQ) and Intelligent Queuing 2 (IQ2) interfaces, as well as on the

10x10GEMIC with SFP+, the traffic that is fed from the packet forwarding components

into thePICuses lowpacket loss priority (PLP)bydefault and is distributed evenly across

the four chassis queues (not PIC queues), regardless of the scheduling configuration for

each logical interface. This default behavior can cause traffic congestion.

The default chassis scheduler allocates resources for queue 0 through queue 3, with 25

percent of the bandwidth allocated to each queue. When you configure the chassis to

use more than four queues, youmust configure and apply a custom chassis scheduler

to override the default chassis scheduler.

To apply a custom chassis scheduler:

1. Specify the interface on which to apply the scheduler.
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[edit]
user@host# edit class-of-service interfaces interface-name

For example:

[edit]
user@host# edit class-of-service interfaces so-0/1/*

2. Specify the name of the custom scheduler you want to apply to the interface.

[edit class-of-service interfaces so-0/1/0]
user@host# set scheduler-map-chassismap-name

To control the aggregated traffic transmitted from the chassis queues into the PIC, you

can configure the chassis queues to derive their scheduling configuration from the

associated logical interface’s.

To configure the chassis queues to derive their scheduling from the associated logical

interfaces:

1. Specify the logical interfaces fromwhich to derive the scheduling configuration.

[edit]
user@host# edit class-of-service interfaces interface-name

For example:

[edit]
user@host# edit class-of-service interfaces so-0/1/*

2. Specify that the scheduler configuration isderived fromthespecified logical interfaces.

[edit class-of-service interfaces so-0/1/0]
user@host# set scheduler-map-chassis derived

CAUTION: If you specify the scheduler-map-chassis derived statement in the

configuration,packet lossmightoccurwhenyousubsequentlyaddor remove
logical interfaces at the [edit interfaces interface-name] hierarchy level.

When fragmentation occurs on the egress interface, the first set of packet
countersdisplayed in theoutputof the showinterfacesqueuecommandshow

the post-fragmentation values. The second set of packet counters (under
the Packet Forwarding Engine Chassis Queues field) show the

pre-fragmentation values. For more information about the show interfaces

queue command, see the CLI Explorer.

You can specify both the scheduler-map and the scheduler-map-chassis derived

statements in the same interface configuration. The scheduler-map statement controls

thescheduler inside thePIC,while the scheduler-map-chassisderived statementcontrols

the aggregated traffic transmitted into the entire PIC.
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NOTE: For the Gigabit Ethernet IQ PIC, youmust specify both the
scheduler-map and the scheduler-map-chassis derived statements in the

interface configuration.

Generally, when you specify the scheduler-map-chassis statement in the configuration,

youmust use an interface wildcard for the interface name, as in type-fpc/pic/*. The

wildcardmust use this format—for example. so-1/2/*, whichmeans all interfaces on FPC

slot 1, PIC slot 2. There is one exception—you can apply the chassis scheduler map to a

specific interface on the Gigabit Ethernet IQ PIC only.

According to Junos OSwildcard rules, specific interface configurations override wildcard

configurations. For chassis schedulermapconfigurations, this ruledoesnotapply; instead,

specific interface CoS configurations are added to the chassis scheduler map

configuration. For more information about howwildcards work with chassis scheduler

maps, see “Examples: Scheduling Packet Forwarding Component Queues” on page 703.

For general information about wildcards, see the Junos OS Administration Library.

NOTE: The interface applies wildcard configuration only if you do not add
any specific configuration. If you add the specific interface configuration,
then the interfacedeletes the appliedwildcard configuration andapplies the
specified configuration.

For more information, see the following sections:

• Applying Custom Schedulers to Packet Forwarding Component Queues on page 729

• Examples: Scheduling Packet Forwarding Component Queues on page 730

Applying CustomSchedulers to Packet Forwarding Component Queues

Optionally, youcanapplyacustomscheduler to thechassis queues insteadof configuring

thechassisqueues toautomaticallyderive their schedulingconfiguration fromthe logical

interfaces on the PIC.

To apply a custom chassis scheduler:

1. Specify the interface on which to apply the scheduler.

[edit]
user@host# edit class-of-service interfaces interface-name

For example:

[edit]
user@host# edit class-of-service interfaces so-0/1/*

2. Specify the name of the custom scheduler you want to apply to the interface.

[edit class-of-service interfaces so-0/1/0]
user@host# set scheduler-map-chassismap-name
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When you apply a custom scheduler map to packet forwarding component queues, or

when youmodify the configuration of a custom scheduler map that is already applied

to packet forwarding component queues, packets already in the chassis queues might

be dropped. The amount of packet loss is not deterministic and depends on the offered

traffic load at the time you apply or modify the custom scheduler map.

Examples: Scheduling Packet Forwarding Component Queues

• Example: Applying a Chassis Scheduler Map to a 2-Port IQ PIC on page 730

• Example: Configuring ATM CoSwith a Normal Scheduler and a Chassis

Scheduler on page 731

• Example: Configuring Two T3 Interfaces on a Channelized DS3 IQ PIC on page 734

• Example: Applying Normal Schedulers to Two T3 Interfaces on page 735

• Example: Applying a Chassis Scheduler to Two T3 Interfaces on page 737

Example: Applying a Chassis Scheduler Map to a 2-Port IQ PIC

This example applies a chassis scheduler map to interfaces so-0/1/0 and so-0/1/1.

According to customarywildcard rules, the so-0/1/0 configuration overrides the so-0/1/*

configuration, implying that the chassis scheduler mapMAP1 is not applied to so-0/1/0.

However, the wildcard rule is not obeyed in this case; the chassis scheduler map applies

to both interfaces so-0/1/0 and so-0/1/1.

To configure the chassis queues to derive their scheduling from the associated logical

interfaces:

1. Specify the logical interfaces fromwhich to derive the scheduling configuration.

[edit class-of-service]
user@host# set interfaces so-0/1/0 unit 0 classifiers inet-precedence default

2. Using a wildcard rule, specify that the scheduler configuration is derived from the

logical interfaces on so-0/1*.

[edit class-of-service]
user@host# set interfaces so-0/1/* scheduler-map-chassis derived

3. Review the configuration.

[edit]

user@host# show
class-of-service {
  interfaces {
    so-0/1/0 {
      unit 0 {
        classifiers {
          inet-precedence default;
        }
      }
    }
    so-0/1/* {
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      scheduler-map-chassis derived;
    }
  }
}

4. Save the configuration.

[edit]
user@host# commit

Not Recommended:
Using aWildcard for

OnaGigabit Ethernet IQPIC, youcanapply thechassis schedulermapatboth the specific
interface level and the wildcard level. We do not recommend this because the wildcard
chassis scheduler map takes precedence, which might not be the desired effect. For
example, if you want to apply the chassis scheduler mapMAP1 to port 0 and MAP2 to
port 1, we do not recommend the following:

[edit class-of-service]

Gigabit Ethernet IQ
InterfacesWhen

Applying a Chassis
Scheduler Map

user@host# set interfaces ge-0/1/0 scheduler-map-chassis MAP1
user@host# set interfaces ge-0/1/* scheduler-map-chassis MAP2

[edit class-of-service]

user@host# show
interfaces {
  ge-0/1/0 {
    scheduler-map-chassis MAP1;
  }
  ge-0/1/* {
    scheduler-map-chassis MAP2;
  }
}

Recommended:
Identifying Gigabit

Instead, we recommend this configuration:

[edit class-of-service]
Ethernet IQ Interfaces

user@host# set interfaces ge-0/1/0 scheduler-map-chassis MAP1
IndividuallyWhen user@host# set interfaces ge-0/1/1 scheduler-map-chassis MAP2
Applying a Chassis

Scheduler Map

[edit class-of-service]

user@host# show
interfaces {
  ge-0/1/0 {
    scheduler-map-chassis MAP1;
  }
  ge-0/1/1 {
    scheduler-map-chassis MAP2;
  }
}

Example:ConfiguringATMCoSwithaNormalSchedulerandaChassisScheduler

For ATM2 IQ interfaces, the CoS configuration differs significantly from that of other

interface types. For more information about ATM CoS, see “CoS on ATM Interfaces

Overview” on page 763.

731Copyright © 2017, Juniper Networks, Inc.

Chapter 22: Configuring Class of Service on Ethernet IQ2 and Enhanced IQ2 PICs



To configure scheduler mapping on ATM2 IQ interfaces:

1. Apply the chassis scheduler to the ATM interface.

[edit]
user@host# set class-of-service interfaces at-1/2/* scheduler-map-chassis derived

2. Configure ATM-specific physical interface properties.

a. Specify the ATM interface to configure.

[edit]
user@host# edit interfaces at-1/2/* atm-options

b. Configure the virtual path (VP).

[edit interfaces at-1/2/* atm-options]
user@host# set vpi 0

c. Specify theCoSvirtual circuit dropprofiles for randomearly detection (RED). These

parameters define the drop preferences during times of congestion.

[edit interfaces at-1/2/0 atm-options]
user@host# set linear-red-profiles red-profile-1 queue-depth 35k
user@host# set linear-red-profiles red-profile-1 high-plp-threshold 75
user@host# set linear-red-profiles red-profile-1 low-plp-threshold 25

d. Define the CoS parameters for the scheduler map.

[edit interfaces at-1/2/0 atm-options]
user@host# set scheduler-mapsmap-1 vc-cos-mode strict
user@host# set scheduler-mapsmap-1 forwarding-class best-effort priority low
user@host# set scheduler-mapsmap-1 forwarding-class best-effort
transmit-weight percent 25

user@host# set scheduler-mapsmap-1 forwarding-class best-effort
linear-red-profile red-profile-1

3. Configure the ATM logical interface.

a. Specify the logical interface you want to configure.

[edit interfaces at-1/2/0]
user@host# edit unit 0

b. Specify the virtual circuit identifier (VCI) and virtual path identifier (VPI) for the

ATM logical interfaces.

[edit interfaces at-1/2/0 unit 0]
user@host# set vci 0.128

c. Specify the traffic shaping profile parameters.

[edit interfaces at-1/2/0 unit 0]
user@host# set shaping vbr peak 20m sustained 10m burst 20

d. Specify the scheduler map you want to associate with the ATM logical interface.

[edit interfaces at-1/2/0 unit 0]
user@host# set atm-scheduler-mapmap-1

e. Configure the protocol, local address, and remote address.
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user@host# set family inet address 192.168.0.100/32 destination 192.168.0.101

4. Review the configuration.

[edit class-of-service]

user@host# show
interfaces {
  at-1/2/* {
    scheduler-map-chassis derived;
  }
}

[edit interfaces]

user@host# show
at-1/2/0 {
  atm-options {
    vpi 0;
    linear-red-profiles red-profile-1 {
      queue-depth 35000 high-plp-threshold 75 low-plp-threshold 25;
    }
    scheduler-maps map-1 {
      vc-cos-mode strict;
      forwarding-class best-effort {
        priority low;
        transmit-weight percent 25;
        linear-red-profile red-profile-1;
      }
    }
  }
  unit 0 {
    vci 0.128;
    shaping {
      vbr peak 20m sustained 10m burst 20;
    }
    atm-scheduler-map map-1;
    family inet {
      address 192.168.0.100/32 {
        destination 192.168.0.101;
      }
    }
  }
}

5. Save the configuration.

[edit]
user@host# commit
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Example: Configuring Two T3 Interfaces on a Channelized DS3 IQ PIC

To configure two T3 interfaces on a channelized DS3 IQ PIC:

1. Configure the first channelized DS3 IQ interface.

a. Specify the name of the interface.

[edit]
user@host# edit interfaces ct3-3/0/0

b. Configure the interface as unpartitioned, clear channel.

[edit interfaces ct3-3/0/0]
user@host# set no-partition interface-type t3

2. Configure the second channelized DS3 IQ interface.

a. Specify the name of the interface.

[edit]
user@host# edit interfaces ct3-3/0/1

b. Configure the interface as unpartitioned, clear channel.

[edit interfaces ct3-3/0/1]
user@host# set no-partition interface-type t3

3. Configure the first T3 channel.

a. Specify the name of the T3 interface on the DS3 IQ PIC.

[edit]
user@host# edit t3-3/0/0 unit 0

b. Specify the protocol family and address of the interface.

[edit t3-3/0/0 unit 0]
user@host# set family inet address 10.0.100.1/30

4. Configure the second T3 channel.

a. Specify the name of the T3 interface on the DS3 IQ PIC.

[edit]
user@host# edit t3-3/0/1 unit 0

b. Specify the protocol family and address of the interface.

[edit t3-3/0/0 unit 0]
user@host# set family inet address 10.0.101.1/30

5. Review the configuration.

[edit interfaces]

user@host# show
ct3-3/0/0 {
  no-partition interface-type t3; # use entire port 0 as T3
}
ct3-3/0/1 {
  no-partition interface-type t3; # use entire port 1 as T3
}
t3-3/0/0 {
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  unit 0 {
    family inet {
      address 10.0.100.1/30;
    }
  }
}
t3-3/0/1 {
  unit 0 {
    family inet {
      address 10.0.101.1/30;
    }
  }
}

6. Save the configuration.

[edit]
user@host# commit

Example: Applying Normal Schedulers to Two T3 Interfaces

Configure a scheduler for the aggregated traffic transmitted into both T3 interfaces.

1. Specify the names of the scheduler maps for each interface.

[edit]
user@host# set class-of-service interfaces t3-3/0/0 scheduler-map sched-qct3-0
user@host# set class-of-service interfaces t3-3/0/1 scheduler-map sched-qct3-1

2. Specify the CoS parameters assigned to each forwarding class.

[edit]
user@host# set class-of-service scheduler-maps sched-qct3-0 forwarding-class
best-effort scheduler be-qct3-0

user@host# set class-of-service scheduler-maps sched-qct3-0 forwarding-class
expedited-forwarding scheduler ef-qct3-0

user@host# set class-of-service scheduler-maps sched-qct3-0 forwarding-class
assured-forwarding scheduler as-qct3-0

user@host# set class-of-service scheduler-maps sched-qct3-0 forwarding-class
network-control scheduler nc-qct3-0

user@host# set class-of-service scheduler-maps sched-qct3-1 forwarding-class
best-effort scheduler be-qct3-1

user@host# set class-of-service scheduler-maps sched-qct3-1 forwarding-class
expedited-forwarding scheduler ef-qct3-1

user@host# set class-of-service scheduler-maps sched-qct3-1 forwarding-class
assured-forwarding scheduler as-qct3-1

user@host# set class-of-service scheduler-maps sched-qct3-1 forwarding-class
network-control scheduler nc-qct3-1

user@host#setclass-of-servicescheduler-mapssched-chassis-to-qforwarding-class
best-effort scheduler be-chassis

user@host#setclass-of-servicescheduler-mapssched-chassis-to-qforwarding-class
expedited-forwarding scheduler ef-chassis

user@host#setclass-of-servicescheduler-mapssched-chassis-to-qforwarding-class
assured-forwarding scheduler as-chassis

user@host#setclass-of-servicescheduler-mapssched-chassis-to-qforwarding-class
network-control scheduler nc-chassis

735Copyright © 2017, Juniper Networks, Inc.

Chapter 22: Configuring Class of Service on Ethernet IQ2 and Enhanced IQ2 PICs



3. Specify each scheduler name and the associated transmit rate..

user@host# set class-of-service schedulers be-qct3-0 transmit-rate percent 40
user@host# set class-of-service schedulers ef-qct3-0 transmit-rate percent 30
user@host# set class-of-service schedulers as-qct3-0 transmit-rate percent 20
user@host# set class-of-service schedulers nc-qct3-0 transmit-rate percent 10

4. Review the configuration.

[edit class-of-service]

user@host# show

interfaces {
  t3-3/0/0 {
    scheduler-map sched-qct3-0;
  }
  t3-3/0/1 {
    scheduler-map sched-qct3-1;
  }
}
scheduler-maps {
  sched-qct3-0 {
    forwarding-class best-effort scheduler be-qct3-0;
    forwarding-class expedited-forwarding scheduler ef-qct3-0;
    forwarding-class assured-forwarding scheduler as-qct3-0;
    forwarding-class network-control scheduler nc-qct3-0;
  }
  sched-qct3-1 {
    forwarding-class best-effort scheduler be-qct3-1;
    forwarding-class expedited-forwarding scheduler ef-qct3-1;
    forwarding-class assured-forwarding scheduler as-qct3-1;
    forwarding-class network-control scheduler nc-qct3-1;
  }
  sched-chassis-to-q {
    forwarding-class best-effort scheduler be-chassis;
    forwarding-class expedited-forwarding scheduler ef-chassis;
    forwarding-class assured-forwarding scheduler as-chassis;
    forwarding-class network-control scheduler nc-chassis;
  }
}
schedulers {
  be-qct3-0 {
    transmit-rate percent 40;
  }
  ef-qct3-0 {
    transmit-rate percent 30;
  }
  as-qct3-0 {
    transmit-rate percent 20;
  }
  nc-qct3-0 {
transmit-rate percent 10;
  }
}

5. Save the configuration.

[edit]
user@host# commit
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Example: Applying a Chassis Scheduler to Two T3 Interfaces

Bind a scheduler to the aggregated traffic transmitted into the entire PIC. The chassis

scheduler controls the traffic from the packet forwarding components feeding the

interface t3-3/0/*:

1. Using a wildcard rule, specify that the scheduler configuration is derived from the

logical interfaces on t3-3/0/*.

user@host# set class-of-service interfaces t3-3/0/* scheduler-map-chassis derived

2. Review the configuration.

[edit class-of-service]

user@host# show

interfaces {
  t3-3/0/* {
    scheduler-map-chassis derived;
  }
}

3. Save the configuration.

[edit]
user@host# commit

Not Recommended:
Using aWildcard for

Do not apply a scheduler to a logical interface using a wildcard. For example, if you
configure a logical interface (unit) with one parameter, and apply a scheduler map to
the interface using a wildcard, the logical interface will not apply the scheduler. The
following configuration will commit correctly but will not apply the scheduler map to
interface so-3/0/0.0:

Logical Interfaces
When Applying a

Scheduler

[edit]
user@host# set class-of-service interfaces so-3/0/* unit 0 scheduler-map
MY_SCHED_MAP

user@host# set class-of-service interfaces so-3/0/0 unit 0 shaping-rate 100m

[edit class of service]

user@host# show
interfaces {
  so-3/0/* {
    unit 0 {
      scheduler-map MY_SCHED_MAP;
    }
  }
  so-3/0/0 {
    unit 0 {
      shaping-rate 100m;
    }
  }
}
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Recommended:
Identifying Logical

Always apply the scheduler to a logical interface without the wildcard:

Interfaces Individually
When Applying a

Scheduler

[edit]
user@host# set class-of-service interfaces so-3/0/0 unit 0 scheduler-map
MY_SCHED_MAP

user@host# set class-of-service interfaces so-3/0/0 unit 0 shaping-rate 100m

[edit class of service]

user@host# show
interfaces {
  so-3/0/0 {
    unit 0 {
      scheduler-map MY_SCHED_MAP;
      shaping-rate 100m;
    }
  }
}

NOTE: This samewildcard behavior applies to classifiers and rewrites as
well as schedulers.

Related
Documentation

Configuring Scheduler Maps on page 236•

• Applying Scheduler Maps to Physical Interfaces on page 237

• Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277

Configuring a Policer Overhead

Supported Platforms MSeries,MXSeries, T Series

Configuring a policer overhead allows you to control the rate of traffic sent or received

on an interface. When you configure a policer overhead, the configured policer overhead

value (bytes) is added to the length of the final Ethernet frame. This calculated length

of frame is used to determine the policer or the rate limit action. Therefore, the policer

overhead enables you to control the rate of traffic sent or received on an interface. You

can configure the policer overhead to rate-limit queues and Layer 2 and MAC policers.

The policer overhead and the shaping overhead can be configured simultaneously on an

interface.

This feature is supported on M Series and T Series routers with IQ2 PICs or IQ2E PICs,

and on MX Series DPCs.
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To configure a policer overhead for controlling the rate of traffic sent or received on an

interface:

1. In the [edit chassis] hierarchy level in configuration mode, create the interface on

which to add the policer overhead to input or output traffic.

[edit chassis]
user@host# edit fpc fpc pic pic

For example:

[edit chassis]
user@host# edit fpc 0 pic 1

2. Configure the policer overhead to control the input or output traffic on the interface.

You could use either statement or both the statements for this configuration.

[edit chassis fpc fpc pic pic]
user@host# set ingress-policer-overhead bytes;
user@host# set egress-policer-overhead bytes;

For example:

[edit chassis fpc 0 pic 1]
user@host# set ingress-policer-overhead 10;
user@host# set egress-policer-overhead 20;

3. Verify the configuration:

[edit chassis]
user@host# show
fpc 0 {
    pic 1 {
        ingress-policer-overhead 10;
        egress-policer-overhead 20;
    }
}

NOTE: When the configuration for the policer overhead bytes on a PIC is
changed, the PIC goes offline and then comes back online. In addition, the
configuration in the CLI is on a per-PIC basis and, therefore, applies to all the
ports on the PIC.

Related
Documentation

egress-policer-overhead on page 1007•

• ingress-policer-overhead on page 1068

CoS for L2TP Tunnels on Ethernet Interface Overview

Supported Platforms M10i, M120, M7i
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For effective packet tunneling, CoS is implemented over L2TP tunnels. For Ethernet

interfaces, CoS is supported for L2TP session traffic to a LAC on platforms configured

as an LNS that include egress IQ2 or IQ2E PICs.

This feature is supported on the following platforms:

• M7i and M10i routers

• M120 routers

To enable session-aware CoS on an L2TP interface, include the per-session-scheduler

statement at the [edit interfaces unit logical-unit-number] hierarchy level.

After CoS is configured on an L2TP tunnel, JunosOS dynamically creates a traffic shaper

for the traffic-shaping-profile and the L2TP tunnel based on the tunnel identification

number. This ensures that the packets are monitored at the LAC and classified to allow

the traffic flow to be adjusted on congested networks.

This feature has the following limitations:

• Only 991 shapers are supported on each IQ2 or IQ2E PIC.

• For a 4-port IQ2E PIC, you can configure up to 1976 shapers for an 8-queue session

and 3952 shapers for a 4-queue session.

• For an 8-port IQ2E PIC, you can configure up to 1912 shapers for an 8-queue session

and up to 3824 shapers for a 4-queue session.

• Sessions in excess of themaximum supported values specified for the PICs cannot be

shaped (but they can be policed).

• There is no support for PPPmultilinks.

• Theoverall traffic rate cannot exceed the L2TP traffic rate, or else randomdrops result.

• There is no support for logical interface scheduling and shaping at the ingress because

all schedulers are now reserved for L2TP.

• There is no support for physical interface rate shaping at the ingress.

• You cannot delete or deactivate the primary Ethernet interface on which the tunnel is

established.

You can provide policing support for sessions with more than themaximum supported

value on each IQ2 or IQ2E PIC. Each session can have four or eight different classes of

traffic (queues). Each class needs its own policer; for example, one for voice and one for

data traffic.

Related
Documentation

Configuring CoS for L2TP Tunnels on Ethernet Interfaces on page 741•

• Configuring LNS CoS for Link Redundancy on page 742

• Example: Configuring L2TP LNS CoS Support for Link Redundancy on page 742
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Configuring CoS for L2TP Tunnels on Ethernet Interfaces

Supported Platforms M10i, M120, M7i

The Layer 2 Tunneling Protocol (L2TP) is often used to carry traffic securely between an

L2TP Network Server (LNS) to an L2TP Access Concentrator (LAC). CoS is supported

for L2TP session traffic to a LAC on platforms configured as an LNS that include egress

IQ2 and IQ2E Ethernet PICs. The following routers support this feature:

• M7i and M10i routers

• M120 routers

To configure CoS for L2TP on Ethernet interfaces:

1. Configure L2TP services on the Ethernet interface.

2. On the Ethernet interface, enable session-aware CoS for L2TP sessions.

[[edit interfaces interface-name unit logical-unit-number]
user@host# set per-session-scheduler

3. Configure the trafficmanager in the IQ2or IQ2EPIC toenableper-sessionCoSsupport.

[edit chassis fpc slot-number pic pic-number]
user@host# set traffic-manager mode-session-shaping

4. (Optional) To fine tune the system, youmay also set the traffic-manager mode to

session-shapingandconfigure thevalueof ingress-shaping-overheadparameter from

50 through 130 depending on your network requirement.

[edit chassis fpc slot-number pic pic-number]
user@host#settraffic-manager ingress-shaping-overheadvaluemode-session-shaping

NOTE: If you deactivate or delete the primary Ethernet interface on which
the L2TP tunnel is configured, the tunnel with sessions having CoS is torn
down.

After CoS is enabled for L2TP tunnels on Ethernet interface, you can run the show
class-of-service l2tp-sessioncommandtoverify themappingofCoSwith theconfigured
L2TP session.

Related
Documentation

L2TP Minimum Configuration•

• Configuring CoS for L2TP Tunnels on ATM Interfaces on page 770

• CoS for L2TP Tunnels on Ethernet Interface Overview on page 739

• Configuring LNS CoS for Link Redundancy on page 742

• Example: Configuring L2TP LNS CoS Support for Link Redundancy on page 742

• show class-of-service l2tp-session on page 1279
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Configuring LNS CoS for Link Redundancy

Supported Platforms EX Series,MSeries,MXSeries

You can configure multiple ports on the same IQ2 and IQ2E PICs to support link

redundancy forCoSonL2TPtunnels configuredonanEthernet interface. Link redundancy

is useful when the active port is unavailable due to events such as:

• Disconnection of the cable

• Rebooting of the remote end system

• Traffic re-routing through a different port due to network conditions

When link redundancy is enabled in such scenarios, the L2TP tunnels and its session are

maintained by switching traffic to another port configured on the same IQ2 or IQ2E PIC.

To configure multiple ports (IQ and IQ2PE PIC) on an Ethernet interface for redundancy

with CoS, configure per-session-scheduler for all Ethernet ports:

user@host#edit interfaces ge-2/0/0 unit 0 per-session-scheduler
user@host#edit interfaces ge-2/0/1 unit 0 per-session-scheduler

Youcan similarly configure all the ports on the IQ2or IQ2EPIC to support link redundancy

for CoS on L2TP tunnels.

NOTE:

• If one or more redundancy ports is removed from the configuration, the
tunnels established through those redundancy ports also go down.

• Youmust configure per-session-scheduler for all the ports that are to be
used for redundancy. If you do not do so, new tunnels or sessionswith CoS
do not get established.

Related
Documentation

per-session-scheduler on page 1121•

Example: Configuring L2TP LNS CoS Support for Link Redundancy

Supported Platforms EX Series,MSeries,MXSeries

This example shows how link redundancy is supported when CoS for L2TP is configured

on Ethernet interfaces.
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NOTE: In this example, support for link redundancy is demonstrated by
manually disabling the interface.However, link redundancy is also supported
when the interface goes down due to events such as disconnection of the
cable or rebooting of the remote end system.

• Requirements on page 743

• Overview on page 743

• Configuration on page 744

• Verification on page 745

Requirements

Before you begin:

• Configure service and loopback interfaces.

• Configure CoS for L2TP.

This feature applies to M Series Multiservice Edge Router running Junos OS Release 12.1

or later and EX Series switches.

Overview

Junos OS now supports link redundancy for CoS configured on an L2TP LNS. In this

example, we verify that an L2TP tunnel does not go down when the Ethernet interface,

through which the tunnels and its sessions with CoS are established, goes down.

Figure61 onpage744showsasample scenario inwhichL2TPaccess concentrator (LAC)

devices operate on one side of an L2TP tunnel. LAC devices are configured with the

address range of 192.168.100.0with a subnetmask of 24. The LACdevices are connected

to two backbone routers, P1 and P2. These two routers, P1 and P2, are connected over

twoGigabit Ethernet ports on a single Ethernet IQ2PIC to an L2TPnetwork server (LNS).

The LNS device is a router running Junos OS that supports redundancy for terminating

L2TP sessions configured with CoS parameters. The CoS settings are applied on the

interfaces using a RADIUS server when the L2TP session is set up. One of the Gigabit

Ethernet interfaces on the IQ2 PIC present on the LNS device, ge-0/3/1, is connected to

P1, while the other interface, ge-0/3/3, is linked to P2. Such amethod of connection

enables the subscriber sessions that reach the LAC devices to be forwarded to one of

the two ports of the IQ2 PIC on the LNS device.
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Figure 61: Topology toVerify LinkRedundancySupport for L2TPLNSCoS
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Configuration

Step-by-Step
Procedure

To configure Ethernet interfaces for redundancy:

Configure Gigabit Ethernet interfaces.1.

[edit interfaces]
user@host# set ge-0/3/1 unit 0 family inet address 192.168.1.1/30
user@host# set ge-0/3/3 unit 0 family inet address 192.168.1.5/30
user@host# set ge-0/3/1 unit 0 per-session-scheduler
user@host# set ge-0/3/3 unit 0 per-session-scheduler

2. Configure static routing options.

[edit routing-options]
user@host# set static route 192.168.100.0/24 next-hop [ 192.168.1.2 192.168.1.6 ]

Step-by-Step
Procedure

Verify that CoS is now implemented over L2TP on an Ethernet interface and the LAC is

reachable.

1. Verify that LAC is reachable.

user@host> show route 192.168.100.1
inet.0: 14 destinations, 14 routes (14 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

192.168.100.0/24   *[Static/5] 1d 02:09:09
                      to 192.168.1.2 via ge-0/3/1.0
                    > to 192.168.1.6 via ge-0/3/3.0

2. Bring up an L2TP session and verify that L2TP sessions come up.

user@host> show services l2tp session
Interface: sp-1/3/0, Tunnel group: GEN-TUN-GRP-BIO, Tunnel local ID: 44806
  Local Remote Interface State               Bundle Username
  ID    ID     unit
  12491  33795         1 Established              - test1
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3. Send a traffic stream towards the subscriber.

4. Verify that the shaping at the subscriber end is as per the shaping rate configured.

user@host# show class-of-service l2tp-session
L2TP Session Username: test1, Index: 12491
Physical interface: ge-0/3/3, Index: 131
Queues supported: 4, Queues in use: 4
  Scheduler map: GEN-SCHED-MAP-EF-65%, Index: 5212
  Shaping rate: 2162200 bps
  Encapsulation Overhead: 6, Cell Overhead: Enabled

In the output of the show class-of-service l2tp-session command, ge-0/3/3, index

131 represents the port used to establish the L2TP tunnel towhich the current L2TP

session belongs. It does not represent the port that was active when the L2TP

session came up.

Verification

Verify that, when CoS is configured on an L2TP tunnel, link redundancy works if one of

the ports on which the L2TP tunnel is established goes down.

• Bring Down ge-0/3/3 Interface ThroughWhich the L2TP Tunnel Is

Established on page 745

• Verify LAC Reachability and the Status of L2TP Sessions on page 745

Bring Down ge-0/3/3 Interface ThroughWhich the L2TP Tunnel Is Established

Purpose Bring down the interface throughwhich the L2TP session and its tunnels are established.

Action [edit interfaces]
user@host# set ge-0/3/3 disable
user@host# commit

Verify LAC Reachability and the Status of L2TP Sessions

Purpose Verify that link redundancy works and the L2TP session does not go down when the

active port on the IQ2 PIC is down. Verify that the traffic flow is unaffected after it is

switched to another port configured on the same IQ2 or IQ2E PIC.
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Action user@host> show route 192.168.100.1
inet.0: 14 destinations, 14 routes (14 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

192.168.100.0/24   *[Static/5] 1d 02:35:09
                      to 192.168.1.2 via ge-0/3/1.0

user@host> show services l2tp session
Interface: sp-1/3/0, Tunnel group: GEN-TUN-GRP-BIO, Tunnel local ID: 44806
  Local Remote Interface State               Bundle Username
  ID    ID     unit
  12491  33795         1 Established              - test1

Related
Documentation

Configuring LNS CoS for Link Redundancy on page 742•

Configuring Shaping on 10-Gigabit Ethernet IQ2 PICs

Supported Platforms MSeries, T Series

The 10-Gigabit Ethernet IQ2PIC (whichhas xe- interfaces) is unlikeotherGigabit Ethernet

IQ2 PICs in that it does not have oversubscription. The bandwidth from the PIC to the

FPC is sufficient to transmit the full line rate. However, the 10-Gigabit Ethernet IQ2 PIC

has the same hardware architecture as other Gigabit Ethernet IQ2 PICs and supports all

thesameclass-of-service (CoS) features. Formore information, see theEthernet Interfaces

Feature Guide for Routing Devices.

To handle oversubscribed traffic on 10-Gigabit Ethernet IQ2PICs, you can configure input

shaping and scheduling based on Layer 2, MPLS, and Layer 3 packet fields. Gigabit

Ethernet IQ2PICsalsosupport simple filters, accounting, andpolicing.This topicdiscusses

inputandoutput shapingandscheduling. For informationaboutaccountingandpolicing,

see the Junos OS Network Interfaces Library for Routing Devices.
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NOTE: The CoS functionality supported on Gigabit Ethernet IQ2 PICs is not
available across aggregated Ethernet links. However, if you configure a CoS
scheduler map on the link bundle, the configuration is honored by the
individual links within that bundle.

Therefore, CoS behaves as configured on a per-link level, but not across the
aggregated links.

If you configure a shaping transmit rate of 100Mbps on an aggregated
Ethernet bundle with three ports (by applying a scheduler for which the
configuration includes the transmit-rate statement with the exact option at

the [edit class-of-service schedulers scheduler-name] hierarchy level), each

port is provisioned with a 33.33 Mbps shaping transmit rate.

You can configure shaping for aggregated Ethernet interfaces that use
interfaces originating fromGigabit Ethernet IQ2 PICs. However, you cannot
enableshapingonaggregatedEthernet interfaceswhentheaggregatebundle
combines ports from IQ and IQ2 PICs.

Bydefault, transmission scheduling is not enabledon logical interfaces. Logical interfaces

without shaping configured share a default scheduler. This scheduler has a committed

information rate (CIR) that equals 0. (The CIR is the guaranteed rate.) The default

scheduler has a peak information rate (PIR) that equals the physical interface shaping

rate. The default operation can be changed by configuring the software.

To configure input and output scheduling and shaping on 10-Gigabit Ethernet IQ2 PICs:

1. Create the traffic-control profile, including the required scheduler map and shaping

rate.

[edit class-of-service]
user@host# edit traffic-control-profiles tcp1
user@host# set scheduler-mapmap1

user@host# set shaping-rate 100

2. Apply the traffic-control profile to logical interface for either input scheduling and

shaping and/or output scheduling and shaping:

To apply the traffic-control profile to a logical interface for input scheduling and

shaping.

[edit class-of-service]
user@host# edit interfaces xe-1/2/1 unit 0
user@host# set input-traffic-control-profile tcp1 shared-instancemap1

To apply the traffic-control profile to a logical interface for output scheduling and

shaping.

user@host# set output-traffic-control-profile tcp1 shared-instancemap1

To apply the traffic-control profile to a logical interface for both input and output

scheduling and shaping.
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[edit class-of-service]
user@host# edit interfaces xe-1/2/1 unit 0
user@host# set input-traffic-control-profile tcp1 shared-instancemap1
user@host# set output-traffic-control-profile tcp1 shared-instancemap1

3. Enable per-unit scheduling (per-unit-scheduler statement) to enable the association

of scheduler maps with logical interfaces.

[edit interfaces xe-1/2/1
user@host# set per-unit-scheduler

NOTE: The scheduler-map and shaping-rate statements can be specified at

the [edit class-of-service interfaces interface-name unit logical-unit-number]

hierarchy level. However, we do not recommend this configuration. Include
the output-traffic-control-profile or input-traffic-control-profile statement

instead.

NOTE: For Gigabit Ethernet IQ2 interfaces, the logical interface egress
statistics displayed in the show interfaces command output might not

accurately reflect the traffic on the wire when output shaping is applied.
Trafficmanagementoutput shapingmightdroppacketsafter theyare tallied
by theOutput bytes andOutput packets logical interface counters. However,

correct values display for both of these Transit statisticswhen per-unit

scheduling is enabled for theGigabit Ethernet IQ2physical interface, orwhen
a single logical interface is actively using a shared scheduler.

Related
Documentation

Simple Filter Overview•

• How Simple Filters Evaluate Packets

• Guidelines for Configuring Simple Filters

• Guidelines for Applying Simple Filters

Configuring Per-Unit Scheduling for GRE Tunnels Using IQ2 and IQ2E PICs

Supported Platforms MSeries, T Series

This topic describes how to configure per unit scheduling for Generic Routing

Encapsulation (GRE) tunnels running on Intelligent Queuing 2 (IQ2) PICs and Intelligent

Queuing2Enhanced(IQ2E)PICs inM7i,M10i,M120,M320,TSeriesandTXMatrix routers.

M7i, M10i, M120, M320, T Series and TXMatrix routers with Intelligent Queuing 2 (IQ2)

PICs and Intelligent Queuing 2 Enhanced (IQ2E) PICs support per unit scheduling for

Generic Routing Encapsulation (GRE) tunnels, adding all the functionality of tunnel PICs

to GRE tunnels. The class of service (CoS) for the GRE tunnel traffic is applied as the

traffic is looped through the IQ2 and IQ2E PIC.
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Shaping is performed on full packets that pass through the GRE tunnel.

IQ2 and IQ2E PICs support all interfaces that are supported on tunnel PICs, as follows:

• gr-fpc/pic/port

• vt-fpc/pic/port

• lt-fpc/pic/port

• ip-fpc/pic/port

• pe-fpc/pic/port

• pd-fpc/pic/port

• mt-fpc/pic/port

The port variable is always zero.

The IQ2 and IQ2E PICs tunnel functionality is the same as that of regular tunnel PICs.

You can specify that IQ2 and IQ2E PICs work exclusively in tunnel mode or as a regular

PIC. When IQ2 and IQ2E PICs work exclusively as a tunnel PIC, they support the same

number of tunnel logical interfaces as regular tunnel PICs; for example each PIC can

support 4,000 gr- logical interfaces. The default setting uses IQ2 and IQ2E PICs as a

regular PIC.

IQ2E PIC schedulers can be dynamically allocated across ports.

NOTE: When IQ2 and IQ2E PICs work exclusively in tunnel mode only
traffic-control-profile on gr- logical interfaces are supported. Class of Service

(CoS) on gr- logical interfaces is not supported.

Also, a scheduler is allocated for a gr- logical interface only when there is a

traffic-control profile configured for it.

The gr- logical interfaces without an explicit CoS configuration are not assigned a

dedicated scheduler. These use a reserved scheduler meant for all unshaped tunnel

traffic; that is, all traffic on gr- logical interfaces that do not have CoS configured and all

traffic from other types of tunnels.

Ongr- interfaces, youcanconfigureanoutput traffic control profile on the logical interface:

1. Configuring the IQ2 and IQ2E PIC to work exclusively in tunnel mode

For example:

[edit]
user@host# set chassis fpc 1 pic 1 tunnel-services tunnel-only
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NOTE: The PIC will be automatically bounced when the tunnel services
configuration is changed.

The chassis traffic-managermodemust have the ingress traffic manager

enabled in order for the tunnel-services to work correctly.

2. Create the traffic control profile and specify the shaping rate.

For example:

[edit]
user@host# set class-of-service traffic-control-profiles tcp shaping-rate 1000
user@host#setclass-of-service interfacesgr-1/1/1unit0output-traffic-control-profile
tcp

3. Apply the profile to the logical interface as an output traffic control profile.

For example:

[edit]
user@host#setclass-of-service interfacesgr-1/1/1unit0output-traffic-control-profile
tcp

4. To verify the configuration and view statistics:

• Youcanuse the showinterfacesqueuegr-fpc/pic/portcommand todisplay statistics

for the specified tunnel.

• To view the configuration and statistics for GRE tunnel logical interfaces, use the

show interfaces queue gr- command.

Related
Documentation

tunnel-services (Chassis) on page 1200•

• Configuring CoS for GRE and IP-IP Tunnels on page 615

• CoS on Enhanced IQ2 PICs Overview on page 716

Understanding Burst Size Configuration on IQ2 and IQ2E Interfaces

Supported Platforms M10i, M120, M320, M40e, M7i, T Series

You can explicitly configure the burst size for shapers in a traffic control profile for IQ2

and IQ2E interfaces. This feature is supported on M7i, M10i, M40e, M120, M320 routers

and all T Series routers.

Theshapingburst sizedetermines themaximumnumberofbytes thatcanbesent through

ashaperduringaburst. Theguaranteedburst sizedetermineswhen the schedulermoves

from green to yellow.

The burst size limits the number of credits that can be accumulated for scheduling.

Configuringaburst size is only useful in the casewhen traffic is sent after a long lull period
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so that credits can be accumulated until the burst size limit is reached. When traffic is

continuous, credits are not accumulated, and the burst size limit is not reached.

If no burst size value is specified when the shaping rate or guaranteed rate is configured,

then adefault burst size (expressedas a time value) is applied. Thedefault shaping burst

size is 10 ms of the shaping rate (that is, 10*shaping rate/1000 bytes). Theminimum

value is 2048 bytes to accommodate the minimum of 1 MTU.

The burst size value is adjusted and rounded off tomeet the restrictions enforced by the

hardware. Thus, the actual burst size in the hardware might vary slightly from the

configured value.

To enable this feature, include the burst-size statement at the following hierarchy levels:

[edit class-of-service traffic-control-profiles shaping-rate]
[edit class-of-service traffic-control-profiles guaranteed-rate]

NOTE: The guaranteed-rate burst size value cannot be greater than the

shaping-rate burst size.

Related
Documentation

Configuring Burst Size for Shapers on IQ2 and IQ2E Interfaces on page 751•

• guaranteed-rate on page 1052

• shaping-rate on page 1165

Configuring Burst Size for Shapers on IQ2 and IQ2E Interfaces

Supported Platforms M10i, M120, M320, M40e, M7i, T Series

This topic shows how to set the burst-sizewhile configuring the shaping-rate and

guaranteed-rate under the [edit class-of-service traffic-control-profiles profile-name]

hierarchy level.

In following configuration for tcp1, the shaping-rate burst size is set to 5 KB, and the

guaranteed-rate burst size is set to 3 KB under the traffic-control-profiles statement. To

apply this configuration to a logical interface (ifl), the traffic-control-profile is attached

to the ifl.

class-of-service {
traffic-control-profiles {
tcp1 {
shaping-rate 100m burst-size 5k;
guaranteed-rate 50m burst-size 3k;

}
tcp2 {
shaping-rate 100m burst-size 5k;

}
}
interfaces {
interface-set ifset1 {
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output-traffic-control-profile tcp1;
}
ge-1/2/1 {
unit 0 {
output-traffic-control-profile tcp1;

}
}
ge-1/2/2 {
output-traffic-control-profile tcp2;

}
}

}

Related
Documentation

Understanding Burst Size Configuration on IQ2 and IQ2E Interfaces on page 750•

• guaranteed-rate on page 1052

• shaping-rate on page 1165

Configuring a CIR and a PIR on Ethernet IQ2 Interfaces

Supported Platforms MSeries,MXSeries, T Series

On Gigabit Ethernet IQ2 interfaces, you can configure a CIR (guaranteed rate) and a PIR

(shaping rate) ona single logical interface. Theconfigured ratesare gathered intoa traffic

control profile. If you configure a traffic control profile with a CIR (guaranteed rate) only,

the PIR (shaping rate) is set to the physical interface (port) rate.

In the following example, logical unit 0 has a CIR equal to 30 Mbps and a PIR equal to

200Mbps. Logical unit 1 has a PIR equal to 300Mbps. Logical unit 2 has a CIR equal to

100Mbps and a PIR that is unspecified. For logical unit 2, the software causes the PIR to

be 1 Gbps (equal to the physical interface rate) because the PIRmust be equal to or

greater than the CIR.

Excess bandwidth is the leftover bandwidth on the port after meeting all the guaranteed

rate requirements of the logical interfaces. For each port, excess bandwidth is shared as

follows:

• Proportional to the guaranteed rate—Thismethod is used if you configure one ormore

logical interfaces on a port to have a guaranteed rate.

• Proportional to the shaping rate—This method is used if you configure none of the

logical interfaces on a port to have a guaranteed rate.

In this example, bandwidth is shared proportionally to the guaranteed rate because at

least one logical interface has a guaranteed rate.

1. Create and configure the traffic control profile.

[edit]
user@host# set class-of-service traffic-control-profiles profile1 scheduler-map
sched-map

user@host# set class-of-service traffic-control-profiles profile1 shaping-rate 200m
user@host# set class-of-service traffic-control-profilesprofile1 guaranteed-rate30m
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user@host# set class-of-service traffic-control-profiles profile1 delay-buffer-rate
150m

user@host# set class-of-service traffic-control-profiles profile2 scheduler-map
sched-map

user@host# set class-of-service traffic-control-profiles profile2 shaping-rate 300m
user@host# set class-of-service traffic-control-profiles profile2 delay-buffer-rate
500k

user@host# set class-of-service traffic-control-profiles profile3 scheduler-map
sched-map

user@host#setclass-of-service traffic-control-profilesprofile3guaranteed-rate 100m

2. Apply the traffic control profiles to the interfaces

[edit]
user@host# set class-of-service interfaces ge-3/0/0 unit 0
output-traffic-control-profile profile1

user@host# set class-of-service interfaces ge-3/0/0 unit 1
output-traffic-control-profile profile2

user@host# set class-of-service interfaces ge-3/0/0 unit 2
output-traffic-control-profile profile3

3. View the configuration.

[edit]

user@host# show class-of-service traffic-control-profiles

profile1 {
    scheduler-map sched-map;
    shaping-rate 200m;
    guaranteed-rate 30m;
    delay-buffer-rate 150m;
}
profile2 {
    scheduler-map sched-map;
    shaping-rate 300m;
    delay-buffer-rate 500k;
}
profile3 {
    scheduler-map sched-map;
    guaranteed-rate 100m;
}

[edit]

user@host# show class-of-service interfaces
ge-3/0/0 {
    unit 0 {
        output-traffic-control-profile profile1;
    }
    unit 1 {
        output-traffic-control-profile profile2;
    }
    unit 2 {
        output-traffic-control-profile profile3;
    }
}
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Related
Documentation

CoS on Enhanced IQ2 PICs Overview on page 716•

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

Example: Configuring Shared Resources on Ethernet IQ2 Interfaces

Supported Platforms MSeries,MXSeries, T Series

For input traffic onphysical interfacege-1/2/3, logical interfaceunits 1,2, and3are sharing

one set of scheduler-shaper resources, defined by traffic-control profile s1. Logical

interface units 4, 5, and 6 are sharing another set of scheduler-shaper resources, defined

by traffic-control profile s1.

For output traffic on physical interface ge-1/2/3, logical interface units 1, 2, and 3 are

sharingonesetof scheduler-shaper resources, definedby traffic-control profile s2. Logical

interface units 4, 5, and 6 are sharing another set scheduler-shaper resources, defined

by traffic-control profile s2.

For each physical interface, the shared-instance statement creates one set of resources

to be shared among units 1, 2, and 3 and another set of resources to be shared among

units 4, 5, and 6. Input and output shaping rates are configured at the physical interface

level, which demonstrates the hierarchical shaping capability of theGigabit Ethernet IQ2

PIC.

[edit]
class-of-service {
traffic-control-profiles {
s1 {
scheduler-mapmap1;
shaping-rate 100k;

}
s2 {
scheduler-mapmap1;
shaping-rate 200k;

}
}
forwarding-classes { #Map one forwarding class to one queue.
queue 0 fc-be;
queue 1 fc-be1;
queue 2 fc-ef;
queue 3 fc-ef1;
queue 4 fc-af11;
queue 5 fc-af12;
queue 6 fc-nc1;
queue 7 fc-nc2;

}
classifiers { #Map 802.1p bits to forwarding-class and loss-priority.
ieee-802.1 ieee-8021p-table {
forwarding-class fc-nc2 {
loss-priority low code-points [111];

}
forwarding-class fc-nc1 {
loss-priority low code-points [110];
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}
forwarding-class fc-af12 {
loss-priority low code-points [101];

}
forwarding-class fc-af11 {
loss-priority low code-points [100];

}
forwarding-class fc-ef1 {
loss-priority low code-points [011];

}
forwarding-class fc-ef {
loss-priority low code-points [010];

}
forwarding-class fc-be1 {
loss-priority low code-points [001];

}
forwarding-class fc-be {
loss-priority low code-points [000];

}
}

}
interfaces {
ge-1/2/3 {
input-shaping-rate 500m;
shaping-rate 500m; # Output shaping rate
unit 0 { # Apply behavior aggregate classifier to an interface.
classifiers {
ieee-802.1 ieee-8021p-table;

}
}
unit 1 {
input-traffic-control-profile s1 shared-instance 1;
output-traffic-control-profile s2 shared-instance 1;

}
unit 2 {
input-traffic-control-profile s1 shared-instance 1;
output-traffic-control-profile s2 shared-instance 1;

}
unit 3 {
input-traffic-control-profile s1 shared-instance 1;
output-traffic-control-profile s2 shared-instance 1;

}
unit 4 {
input-traffic-control-profile s1 shared-instance 2;
output-traffic-control-profile s2 shared-instance 2;

}
unit 5 {
input-traffic-control-profile s1 shared-instance 2;
output-traffic-control-profile s2 shared-instance 2;

}
unit 6 {
input-traffic-control-profile s1 shared-instance 2;
output-traffic-control-profile s2 shared-instance 2;

}
}

}
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}

Configuring a Simple
Filter

Configure a simple filter that overrides the classification derived from the lookup of the
Layer 2 fields.

firewall {
family inet {
simple-filter sf-1 {
term 1 {
source-address 172.16.0.0/24;
destination-address 172.16.20.0/24;
source-port 1024-9071;

}
then { # Action with term-1
forwarding-class fc-be1;
loss-priority high;

}
term 2 {
source-address 172.16.10.0/24;
destination-address 172.16.30.0/24;

}
then { # Action with term-2
forwarding-class fc-ef1;
loss-priority low;

}
}
interfaces { # Apply the simple filter.
ge-1/2/3 {
unit 0 {
family inet {
simple-filter {
input sf-1;

}
}

}
}

class-of-service {
scheduler-maps { # Configure a custom scheduler map.
map1 {
forwarding-class fc-be scheduler sch-Q0;
forwarding-class fc-be1 scheduler sch-Q1;
forwarding-class fc-ef scheduler sch-Q2;
forwarding-class fc-ef1 scheduler sch-Q3;
forwarding-class fc-af11 scheduler sch-Q4;
forwarding-class fc-af12 scheduler sch-Q5;
forwarding-class fc-nc1 scheduler sch-Q6;
forwarding-class fc-nc2 scheduler sch-Q7;

}
}
schedulers { # Define schedulers.
sch-Q0 {
transmit-rate percent 25;
buffer-size percent 25;
priority low;
drop-profile-map loss-priority any protocol any drop-profile drop-default;
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}
sch-Q1 {
transmit-rate percent 5;
buffer-size temporal 2000;
priority high;
drop-profile-map loss-priority any protocol any drop-profile drop-ef;

}
sch-Q2 {
transmit-rate percent 35;
buffer-size percent 35;
priority low;
drop-profile-map loss-priority any protocol any drop-profile drop-default;

}
sch-Q3 {
transmit-rate percent 5;
buffer-size percent 5;
drop-profile-map loss-priority any protocol any drop-profile drop-default;

}
sch-Q4 {
transmit-rate percent 5;
priority high;
drop-profile-map loss-priority any protocol any drop-profile drop-ef;

}
sch-Q5 {
transmit-rate percent 10;
priority high;
drop-profile-map loss-priority any protocol any drop-profile drop-ef;

}
sch-Q6 {
transmit-rate remainder;
priority low;
drop-profile-map loss-priority any protocol any drop-profile drop-default;

}
sch-Q7 {
transmit-rate percent 5;
priority high;
drop-profile-map loss-priority any protocol any drop-profile drop-default;

}

Related
Documentation

Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238•

Configuring and Applying IEEE 802.1ad Classifiers

Supported Platforms EX Series,MXSeries
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If you apply an IEEE 802.1 classifier to a logical interface, this classifier takes precedence

and is not compatible with any other classifier type. For Juniper Networks MX Series 3D

Universal Edge Router interfaces or IQ2 PICs with IEEE 802.1ad frame formats or EX

Series switches, you can set the forwarding class and loss priority for traffic on the basis

of the three IEEE 802.1p bits (three bits in either the inner virtual LAN (VLAN) tag or the

outer VLAN tag) and the drop eligible indicator (DEI) bit. You can apply the default map

or customize one or more of the default values.

You then apply the classifier to the interface on which you configure IEEE 802.1ad frame

formats.

The following example requires you to navigate various levels in the configuration

hierarchy. For instructions on how to do that, see Using the CLI Editor in Configuration

Mode in the CLI User Guide.

1. Define the custom IEEE 802.1admap:

a. Create the classifier by specifying a name for it and defining it as an IEEE-802.1ad

(DEI) classifier.

[edit]
user@host# edit class-of-service classifiers ieee-802.1ad dot1p_dei_class

b. Assign the forwarding class and loss priority to the code-point alias.

[edit class-of-service classifiers ieee-802.1ad dot1p_dei_class]
user@host# set forwarding-class best-effort loss-priority low code-points [0000
1101]

2. Apply the classifier to the logical interface:

a. Specify the interface to which you want to apply the classifier.

[edit]
user@host# edit class-of-service interfaces ge-2/0/0 unit 0

b. Specify the name of the classifier you want to apply to the interface.

[edit class-of-service interfaces ge-2/0/0 unit 0]
user@host# set classifiers ieee-802.1ad dot1p_dei_class

3. Verify the custom IEEE 802.1admap configuration:

[edit]
user@host# show

class-of-service {
classifiers {
ieee-802.1ad dot1p_dei_class {
forwarding-class best-effort {
loss-priority low code-points [ 0000 1101 ];

}
}

}
}

class-of-service {
interfaces {
ge-2/0/0 {
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unit 0 {
classifiers {
ieee-802.1ad dot1p_dei_class;

}
}

}
}

]

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51

Configuring Rate Limits to Protect Lower Queues on IQ2 and Enhanced IQ2 PICs

Supported Platforms MSeries,MXSeries, T Series

You can rate-limit strict-high and high priority queues on IQ2 and IQ2E PICs.Without this

limiting, traffic in higher priority queues can block the transmission of lower priority

packets. Unless limited, higher priority traffic is always sent before lower priority traffic,

causing the lower priority queues to “starve,” which in turn leads to timeouts and

unnecessary resending of packets.

On the IQ2 and IQ2E PICs you can rate-limit queues before the packets are queued for

output. All packets exceeding the configured rate limit are dropped, so care is required

when establishing this limit.

NOTE: IQ2E PICs exclude the transmit rate of strict-high and high priority
queues, thereby allowing low andmedium priority queues to be configured
up to 100 percent.

To rate-limit queues, include the transmit-rate statement with the rate-limit option at
the [edit class-of-service schedulers scheduler-name] hierarchy level:

[edit class-of-service schedulers scheduler-name]
transmit-rate rate rate-limit;

This example limits the transmit rate of a strict-high expedited-forwarding queue to
1 megabit per second (Mbps). The scheduler and scheduler map are defined and then
applied to the traffic at the [edit interfaces] and [edit class-of-service] hierarchy levels:

[edit class-of-service]
schedulers {
scheduler-1 {
transmit-rate 1m rate-limit; # This establishes the limit
priority strict-high;

}
}
scheduler-maps {
scheduler-map-1 {
forwarding-class expedited-forwarding scheduler scheduler-1;
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}
}

[edit interfaces]
s0-2/1/0 {
per-unit-scheduler;
encapsulation frame-relay;
unit 0 {
dlci 1;

}
}

[edit class-of-service]
interfaces {
so-2/1/0 {
unit 0 {
scheduler-map scheduler-map-1;
shaping-rate 2m;

}
}

}

You can issue the following operational mode commands to verify your configuration

(the first shows the rate limit in effect):

• show class-of-service scheduler-map scheduler-map-name

• show class-of-service interface interface-name

Related
Documentation

CoS on Enhanced IQ2 PICs Overview on page 716•

• Configuring Schedulers on page 235

Simple Filters Overview

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Simple filters are recommended for metropolitan Ethernet applications. They are

supported on Gigabit Ethernet intelligent queuing 2 (IQ2) and EnhancedQueuing Dense

Port Concentrator (DPC) interfaces only.

Unlike normal filters, simple filters are for IPv4 traffic only and have the following

restrictions:

• The next term action is not supported.

• Qualifiers, such as the except and protocol-except statements, are not supported.

• Noncontiguous masks are not supported.

• Multiple sourceaddressesanddestinationaddresses ina single termarenot supported.

If you configure multiple addresses, only the last one is used.
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• Rangesareonly valid as sourceordestinationports. For example, source-port400-500

or destination-port 600-700.

• Output filters are not supported. You can apply a simple filter to ingress traffic only.

• Simple filters are not supported for interfaces in an aggregated-Ethernet bundle.

• Explicitly configurable terminating actions, such as accept, reject, and discard, are not

supported. Simple filters always accept packets.

NOTE: On the MX Series routers with the Enhanced Queuing DPC, the
forwarding class is not supported as a frommatch condition.

Related
Documentation

Configuring a Simple Filter on page 761•

Configuring a Simple Filter

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

This simple filter sets the loss priority to low for TCP traffic with source address 10.1.1.1,

sets the loss priority to high for HTTP (web) traffic with source addresses in the

203.0.113.0/24 range, and sets the loss priority to low for all traffic with destination

address 10.6.6.6. The simple filter is appliedasan input filter (arrivingpacketsare checking

for destination address 10.6.6.6, not queued output packets) on interface ge-0/0/1.0.

[edit]
firewall {
family inet {
simple-filter filter1 {
term 1 {
from {
source-address {
10.1.1.1/32;

}
protocol {
tcp;

}
}
then loss-priority low;

}
term 2 {
from {
source-address {
203.0.113.0/24;

}
source-port {
http;

}
}
then loss-priority high;

}
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term 3 {
from {
destination-address {
10.6.6.6/32;

}
}
then {
loss-priority low;
forwarding-class best-effort;

}
}

}
}

}
interfaces {
ge-0/0/1 {
unit 0 {
family inet {
simple-filter {
input filter1;

}
address 10.1.2.3/30;

}
}

}
}

Related
Documentation

• Simple Filters Overview on page 760

Copyright © 2017, Juniper Networks, Inc.762

Class of Service Feature Guide for Routing Devices



CHAPTER 23

Configuring Class of Service on ATM
Interfaces

• CoS on ATM Interfaces Overview on page 763

• Enabling Eight Queues on ATM Interfaces on page 764

• Copying the Packet Loss Priority to the CLP Bit on ATM Interfaces on page 770

• Configuring CoS for L2TP Tunnels on ATM Interfaces on page 770

• Configuring CoS for ATM2 IQ Virtual Circuit Tunnels on page 772

• Applying IEEE 802.1p BA Classifiers to Ethernet VPLS Over ATM on page 773

• Example: Combining Layer 2 and Layer 3 Classification on the Same ATM Physical

Interface on page 774

• Applying Scheduler Maps to ATM Interfaces on page 774

• Configuring ATM Scheduler Support for Ethernet VPLS over ATM Bridged

Interfaces on page 776

• Example: Configuring ATM Schedulers for Ethernet VPLS over ATM Bridged

Interfaces on page 778

• Applying Scheduler Maps to Logical ATM Interfaces on page 780

• Configuring Linear RED Profiles on ATM Interfaces on page 780

• Configuring Virtual Circuit CoS Mode on ATM Interfaces on page 781

CoS on ATM Interfaces Overview

Supported Platforms MSeries, T Series

The ATM2 intelligent queuing (IQ) interface allowsmultiple IP queues into each virtual

circuit (VC). On Juniper Networks M Series Multiservice Edge Routers (except the M320

router), a VC tunnel can support four class-of-service (CoS) queues. On M320 routers

and T Series Core Routers, for all ATM2 IQ PICs except the OC48 PIC, a VC tunnel can

support eightCoSqueues.WithinaVCtunnel, theweighted round-robin (WRR)algorithm

schedules the cell transmission of each queue. You can configure the queue admission

policies, suchasearlypacketdiscard (EPD)orweighted randomearlydetection (WRED),

to control the queue size during congestion.

For information about CoS components that apply generally to all interfaces, see

“Understanding How Class of Service Manages Congestion and Controls Service Levels
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in the Network” on page 3. For general information about configuring ATM interfaces,

see the Junos OS Network Interfaces Library for Routing Devices.

To configure ATM2 IQ VC tunnel CoS components, include the following statements at

the [edit interfaces at-fpc/pic/port] hierarchy level:

[edit chassis fpc slot-number pic pic-number]
max-queues-per-interface number;

[edit interfaces at-fpc/pic/port]
atm-options {
linear-red-profiles profile-name {
high-plp-max-threshold percent;
low-plp-max-threshold percent;
queue-depth cells high-plp-threshold percentlow-plp-threshold percent;

}
plp-to-clp;
scheduler-mapsmap-name {
forwarding-class class-name {
epd-threshold cells plp1 cells;
linear-red-profile profile-name;
priority (high | low);
transmit-weight (cells number | percent number);

}
vc-cos-mode (alternate | strict);

}
}
unit logical-unit-number {
atm-scheduler-map (map-name | default);
family family {
address address {
destination address;

}
}
plp-to-clp;
shaping {
(cbr rate | rtvbrpeak rate sustained rateburst length |vbrpeak rate sustained rateburst
length);

}
vci vpi-identifier.vci-identifier;

}

Enabling Eight Queues on ATM Interfaces

Supported Platforms MSeries,MXSeries, T Series

By default, IQ, MPC, and DPC interfaces onM120, T320, T640, T1600, TXMatrix, and TX

Matrix Plus routers, and MIC or MPC interfaces on MX Series routers, are restricted to a

maximum of four egress queues per interface. You can enable eight egress queues by

including themax-queues-per-interface statement at the [edit chassis fpc slot-number

pic pic-number] hierarchy level:

[edit chassis fpc slot-number pic pic-number]
max-queues-per-interface (4 | 8);
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The numerical value can be 4 or 8.

If you include themax-queues-per-interface statement, all ports on the PIC use the

configuredmaximum.

Whenyou include themax-queues-per-interfacestatementandcommit theconfiguration,

all physical interfaces on the PIC are deleted and re-added. Also, the PIC is taken offline

and then brought back online immediately. You do not need to manually take the PIC

offline and online. You should changemodes between four queues and eight queues

only when there is no active traffic going to the PIC.

NOTE: When you are considering enabling eight queues on an ATM2 IQ
interface, you should note the following:

• ATM2 IQ interfaces using Layer 2 circuit trunk transportmode support only
four CoS queues.

• ATM2 IQ interfaces with MLPPP encapsulation support only four CoS
queues.

• Youcanconfigureonly fourREDprofiles for theeightqueues.Thus, queue0
andqueue 4 share a single REDprofile, as do queue 1 and queue 5, queue 2
and queue 6, and queue 3 and queue 7. There is no restriction on EPD
threshold per queue.

• The default chassis scheduler allocates resources for queue 0 through
queue 3, with 25 percent of the bandwidth allocated to each queue.When
youconfigure thechassis tousemore than fourqueues, youmustconfigure
and apply a custom chassis scheduler to override the default. To apply a
custom chassis scheduler, include the scheduler-map-chassis statement

at the [edit class-of-service interfacesat-fpc/pic/*]hierarchy level. Formore

information about configuring and applying a custom chassis scheduler,
see “Applying Scheduler Maps to Chassis-Level Queues” on page 700.

Example: Enabling Eight Queues on ATM2 IQ Interfaces

In Figure 62 on page 765, Router A generates IP packets with different IP precedence

settings. Router B is an M320 router or a T Series router with two ATM2 IQ interfaces. On

Router B, interface at-6/1/0 receives traffic fromRouter A,while interface at-0/1/0 sends

traffic to Router C. This example shows the CoS configuration for Router B.

Figure 62: Example Topology for Router with Eight Queues

On Router B:
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[edit chassis]
fpc 0 {
pic 1 {
max-queues-per-interface 8;

}
}
fpc 6 {
pic 1 {
max-queues-per-interface 8;

}
}

[edit interfaces]
at-0/1/0 {
atm-options {
linear-red-profiles {
red_1 queue-depth 1k high-plp-threshold 50 low-plp-threshold 80;
red_2 queue-depth 2k high-plp-threshold 40 low-plp-threshold 70;
red_3 queue-depth 3k high-plp-threshold 30 low-plp-threshold 60;
red_4 queue-depth 4k high-plp-threshold 20 low-plp-threshold 50;

}
scheduler-maps {
sch_red {
vc-cos-mode strict;
forwarding-class fc_q0 {
priority high;
transmit-weight percent 5;
linear-red-profile red_1;

}
forwarding-class fc_q1 {
priority low;
transmit-weight percent 10;
linear-red-profile red_2;

}
forwarding-class fc_q2 {
priority low;
transmit-weight percent 15;
linear-red-profile red_3;

}
forwarding-class fc_q3 {
priority low;
transmit-weight percent 20;
linear-red-profile red_4;

}
forwarding-class fc_q4 {
priority low;
transmit-weight percent 5;
linear-red-profile red_1;

}
forwarding-class fc_q5 {
priority low;
transmit-weight percent 10;
linear-red-profile red_2;

}
forwarding-class fc_q6 {
priority low;
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transmit-weight percent 15;
linear-red-profile red_3;

}
forwarding-class fc_q7 {
priority low;
transmit-weight percent 20;
linear-red-profile red_4;

}
}
sch_epd {
vc-cos-mode alternate;
forwarding-class fc_q0 {
priority high;
transmit-weight percent 5;
epd-threshold 1024;

}
forwarding-class fc_q1 {
priority low;
transmit-weight percent 10;
epd-threshold 2048;

}
forwarding-class fc_q2 {
priority low;
transmit-weight percent 15;
epd-threshold 3072;

}
forwarding-class fc_q3 {
priority low;
transmit-weight percent 20;
epd-threshold 4096;

}
forwarding-class fc_q4 {
priority low;
transmit-weight percent 5;
epd-threshold 2048;

}
forwarding-class fc_q5 {
priority low;
transmit-weight percent 10;
epd-threshold 3072;

}
forwarding-class fc_q6 {
priority low;
transmit-weight percent 15;
epd-threshold 4096;

}
forwarding-class fc_q7 {
priority low;
transmit-weight percent 20;
epd-threshold 5120;

}
}

}
}
atm-options {
vpi 0;
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}
unit 0 {
vci 0.100;
shaping {
cbr 1920000;

}
atm-scheduler-map sch_red;
family inet {
address 172.16.0.1/24;

}
}
unit 1 {
vci 0.101;
shaping {
vbr peak 1m sustained 384k burst 256;

}
atm-scheduler-map sch_epd;
family inet {
address 172.16.1.1/24;

}
}

}
at-6/1/0 {
atm-options {
vpi 0;

}
unit 0 {
vci 0.100;
family inet {
address 10.10.0.1/24;

}
}
unit 1 {
vci 0.101;
family inet {
address 10.10.1.1/24;

}
}

}

[edit class-of-service]
classifiers {
inet-precedence inet_classifier {
forwarding-class fc_q0 {
loss-priority low code-points 000;

}
forwarding-class fc_q1 {
loss-priority low code-points 001;

}
forwarding-class fc_q2 {
loss-priority low code-points 010;

}
forwarding-class fc_q3 {
loss-priority low code-points 011;

}
forwarding-class fc_q4 {
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loss-priority low code-points 100;
}
forwarding-class fc_q5 {
loss-priority low code-points 101;

}
forwarding-class fc_q6 {
loss-priority low code-points 110;

}
forwarding-class fc_q7 {
loss-priority low code-points 111;

}
}
forwarding-classes {
queue 0 fc_q0;
queue 1 fc_q1;
queue 2 fc_q2;
queue 3 fc_q3;
queue 4 fc_q4;
queue 5 fc_q5;
queue 6 fc_q6;
queue 7 fc_q7;

}
interfaces {
at-6/1/0 {
unit * {
classifiers {
inet-precedence inet_classifier;

}
}

}
}

}
[edit routing-options]
static {
route 10.10.20.2/32 {
next-hop at-0/1/0.0;
retain;
no-readvertise;

}
route 10.10.1.2/32 {
next-hop at-0/1/0.1;
retain;
no-readvertise;

}
}

To see the results of this configuration, you can issue the following operational mode

commands:

• show interfaces at-0/1/0 extensive

• show interfaces queue at-0/1/0

• show class-of-service forwarding-class
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Related
Documentation

Applying Scheduler Maps to Chassis-Level Queues on page 700•

• Configuring Up to 16 Custom Forwarding Classes on page 193

Copying the Packet Loss Priority to the CLP Bit on ATM Interfaces

Supported Platforms MSeries, T Series

For a provider-edge (PE) router with customer edge (CE)-facing, egress, ATM2 IQ

interfaces configuredwith standard AAL5 encapsulation, you can enable the packet loss

priority (PLP) setting to be copied into the cell loss priority (CLP) bit.

NOTE: This configuration setting is not applicable to Layer 2 circuit
encapsulations because the control word captures and preserves CLP
information. For more information about Layer 2 circuit encapsulations, see
the Junos OS Network Interfaces Library for Routing Devices.

By default, at egress ATM2 IQ interfaces configured with standard AAL5 encapsulation,

the PLP information is not copied to the CLP bit. This means the PLP information is not

carried beyond the egress interface onto the CE router.

You can enable the PLP information to be copied into the CLP bit by including the

plp-to-clp statement:

plp-to-clp;

You can include this statement at the following hierarchy levels:

• [edit interfaces interface-name atm-options]

• [edit interfaces interface-name unit logical-unit-number]

• [edit logical-systems logical-system-name interfaces interface-name unit

logical-unit-number]

Related
Documentation

Managing Congestion Using RED Drop Profiles and Packet Loss Priorities on page 329•

Configuring CoS for L2TP Tunnels on ATM Interfaces

Supported Platforms M10i, M120, M7i

The Layer 2 Tunneling Protocol (L2TP) is often used to carry traffic securely between an

L2TP network server (LNS) to an L2TP access concentrator (LAC). CoS is supported for

L2TP session traffic to a LAC on platforms configured as an LNS that include egress IQ2

PICs. Supported routers are:

• M7i and M10i routers

• M120 routers
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To enable session-aware CoS on an L2TP interface, include the per-session-scheduler

statement at the [edit interfaces unit logical-unit-number] hierarchy level.

[edit interfaces interface-name unit logical-unit-number]
per-session-scheduler;

Youalsomust set the IQ2PICmode for session-aware traffic shapingandset thenumber

of bytes to add to or subtract from the packet before ATM cells are created. To configure

theseoptions on the ingress side of the tunnel, include the ingress-shaping-overheadand

mode session-shaping statements at the [edit chassis fpc slot-number pic pic-number

traffic-manager] hierarchy level.

[edit chassis fpc slot-number pic pic-number]
traffic-manager {
ingress-shaping-overhead number;
mode session-shaping;

}

Various limitations apply to this feature:

• Only 991 shapers are supported on each IQ2 PIC.

• Sessions in excess of 991 cannot be shaped (but they can be policed).

• There is no support for PPPmultilinks.

• Theoverall traffic rate cannot exceed the L2TP traffic rate, or else randomdrops result.

• There is no support for logical interface scheduling and shaping at the ingress because

all schedulers are now reserved for L2TP.

• There is no support for physical interface rate shaping at the ingress.

You can provide policing support for sessions with more than the 991 shapers on each

IQ2 PIC. Each session can have four or eight different classes of traffic (queues). Each

class needs its ownpolicer; for example, one for voice andone for data traffic. Thepolicer

is configured within a simple-filter statement and only forwarding class is supported in

the from clause. Only one policer can be referenced in each simple filter.

The following example shows a policer within a simple filter applied to two assured

forwarding classes:

[edit firewall]
policer P1 {
if-exceeding {
bandwidth-limit 400k;
burst-size-limit 1500;

}
then discard;

}
family inet {
simple-filter SF-1 {
term T-1 {
from {
forwarding-class [ af11 af21 ];

}
then policer P1;
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}
}

}

You can also set the number of bytes to add to or subtract from the packet at the egress

of the tunnel. To configure these options on the egress side of the tunnel, include the

egress-shaping-overhead andmode session-shaping statements at the [edit chassis fpc

slot-number pic pic-number traffic-manager] hierarchy level.

[edit chassis fpc slot-number pic pic-number]
traffic-manager {
egress-shaping-overhead number;
mode session-shaping;

}

Related
Documentation

ingress-shaping-overhead on page 1071•

• mode (Layer 2 Tunneling Protocol Shaping) on page 1107

• egress-shaping-overhead on page 1008

Configuring CoS for ATM2 IQ Virtual Circuit Tunnels

Supported Platforms MSeries, T Series

This example configures ATM2 IQ virtual circuit (VC) tunnel CoS components:

[edit interfaces]
at-1/2/0 {
atm-options {
vpi 0;
linear-red-profiles red-profile-1 {
queue-depth 35000 high-plp-threshold 75 low-plp-threshold 25;

}
scheduler-mapsmap-1 {
vc-cos-mode strict;
forwarding-class best-effort {
priority low;
transmit-weight percent 25;
linear-red-profile red-profile-1;

}
}

}
unit 0 {
vci 0.128;
shaping {
vbr peak 20m sustained 10m burst 20;

}
atm-scheduler-mapmap-1;
family inet {
address 192.168.0.100/32 {
destination 192.168.0.101;

}
}

}
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}

Related
Documentation

ATM2 IQ VC Tunnel CoS Components Overview•

Applying IEEE 802.1p BA Classifiers to Ethernet VPLSOver ATM

Supported Platforms MSeries, T Series

You can apply an IEEE 802.1p behavior aggregate (BA) classifier to VPLS in a bridged

Ethernet over ATM environment using ATM (RFC 1483) encapsulation. This extracts the

Layer 2 (frame level) IEEE802.1p information from the cells arriving on theATM interface.

Note that the interfacemust be configured for the Ethernet VPLS service over ATM links.

This example applies the classifier atm-ether-vpls-classifier to an ATM interface using
ether-vpls-over-atm-llcencapsulation. This is not a completeCoSconfigurationexample.

[edit class-of-service interfaces]
at-1/2/3 {
unit 0 {
(...) # Other CoS features
classifiers {
ieee-802.1 atm-ether-vpls-classifier; # Classifier defined elsewhere

}
}

}

[edit]
interface at-1/2/3 {
atm-options {
vpi 0;

}
unit 0 {
encapsulation ether-vpls-over-atm-llc; # Required encapsulation type
vci 0.100;
family vpls;

}
}

Youmust configure a routing instance for the VPLS as well:

[edit routing-instances]
cos-test-1 {
instance-type vpls; #This is required
interface at-1/2/3;
route-distinguisher 10.10.10.10:1;
vrf-target target:11111:1;
protocols {
vpls {
site-range 10;
site cos-test-v1-site1 {
site-identifier 1;

}
}

}
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}

The Layer 2 VPN classification on an ATM interface is limited to the Layer 2 granularity,

not to each separateVLAN/VPLS instance. In otherwords, all of theVLAN/VPLSpackets

arriving on an ATM virtual circuit are classified by a single IEEE 802.1p classifier. The

individual flow of each VLAN cannot be identified at this level.

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• Configuring Behavior Aggregate Classifiers on page 48

• Default IEEE 802.1p Classifier on page 41

Example: Combining Layer 2 and Layer 3 Classification on the Same ATMPhysical
Interface

Supported Platforms M120, M320

With the ATM II IQ PIC installed on theM320 router with the Enhanced Type 3 FPC or the

M120 router, you can combine Layer 2 and Layer 3 classifiers on the same ATM physical

interface. However, youmust apply the classifiers to different logical interfaces (units).

The Layer 3 interface can belong to a Layer 3 VPNor VPLS routing instance and the Layer

2 interface can belong to a VPLS routing instance. If the Layer 3 interface belongs to a

VPLS routing instance, only IPv4DSCPor Internetprecedenceclassification is supported.

When the ATM interface is part of a Layer 3 VPN, both IPv4 and IPv6 DSCP or Internet

precedence classification is supported.

This example applies a Layer 3 DSCP classifier named dscp-1 and a Layer 2 IEEE 802.1
classifier named ieee-1 to ATM interface at-4/1/1 units 0 and 1. The inet-precedence Layer
3 classification is also supported but is not used in this example.

[edit]
class-of-service {
interfaces {
at-4/1/1 {
unit 0 {
classifiers {
dscp dscp_1;

}
unit 1 {
classifiers {
ieee-802.1 ieee;

}
}

}
}

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

Applying Scheduler Maps to ATM Interfaces

Supported Platforms MSeries, T Series
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To define a scheduler map, you associate it with a forwarding class. Each class is

associated with a specific queue, as follows:

• best-effort—Queue 0

• expedited-forwarding—Queue 1

• assured-forwarding—Queue 2

• network-control—Queue 3

NOTE: For M320 and T Series routers only, you can configuremore than
four forwarding classes and queues. For more information, see “Enabling
Eight Queues on ATM Interfaces” on page 764.

When you configure an ATM scheduler map, the Junos OS creates these CoS queues for

a VC. The Junos OS prefixes each packet delivered to the VC with the next-hop rewrite

data associated with each queue.

To configure an ATM scheduler map, include the scheduler-maps statement at the [edit

interfaces at-fpc/pic/port atm-options] hierarchy level:

edit interfaces at-fpc/pic/port atm-options]
scheduler-mapsmap-name {
forwarding-class class-name {
epd-threshold cells plp1 cells;
linear-red-profile profile-name;
priority (high | low);
transmit-weight (cells number | percent number);

}
vc-cos-mode (alternate | strict);

}

You can define the following options for each forwarding class:

• epd-threshold—AnEPD threshold provides a queue of cells that can be storedwith tail

drop. When a beginning-of-packet (BOP) cell is received, the VC’s queue depth is

checkedagainst theEPDthreshold. If theVC’squeuedepthexceeds theEPDthreshold,

the BOP cell and all subsequent cells in the packet are discarded.

• linear-red-profile—AlinearREDprofiledefines thenumberofcellsusing thequeue-depth

statement within the RED profile. (You configure the queue-depth statement at the

[edit interfaces at-fpc/pic/port atm-options linear-red-profile profile-name] hierarchy

level.)

By default, if you include the scheduler-maps statement at the [edit interfaces

at-fpc/pic/port atm-options] hierarchy level, the interface uses an EPD threshold that is

determined by the Junos OS based on the available bandwidth and other parameters.

You can override the default EPD threshold by setting an EPD threshold or a linear RED

profile.

If shaping is enabled, the default EPD threshold is proportional to the shaping rate

according to the following formula:
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default epd-threshold = number of buffers * shaping rate / line rate

Theminimum value is 48 cells. If the formula results in an EPD threshold less than 48

cells, the result is ignored, and theminimum value of 48 cells is used.

• priority—By default, queue 0 is high priority, and the remaining queues are low priority.

You can configure high or low queuing priority for each queue.

• transmit-weight—By default, the transmit weight is 95 percent for queue 0, and

5 percent for queue 3. You can configure the transmission weight in number of cells or

percentage. Each CoS queue is serviced inWRRmode. When CoS queues have data

to send, they send the number of cells equal to their weight before passing control to

the next active CoS queue. This allows proportional bandwidth sharing between

multiple CoS queues within a rate-shaped VC tunnel. A CoS queue can send from

1 through 32,000 cells or from 5 through 100 percent of queued traffic before passing

control to the next active CoS queue within a VC tunnel.

The AAL5 protocol prohibits cells from being interleaved on a VC; therefore, a complete

packet is always sent. If a CoS queue sendsmore cells than its assignedweight because

of the packet boundary, the deficit is carried over to the next time the queue is scheduled

to transmit. If the queue is empty after the cells are sent, the deficit is waived, and the

queue’s assigned weight is reset.

NOTE: If you include the scheduler-maps statement at the [edit interfaces

at-fpc/pic/port atm-options] hierarchy level, the epd-threshold statement at

the [edit interfaces interface-name unit logical-unit-number] or [edit interfaces

interface-name unit logical-unit-number address address family family

multipoint-destination address] hierarchy level has no effect because either

the default EPD threshold, the EPD threshold setting in the forwarding class,
or the linear RED profile takes effect instead.

Related
Documentation

Configuring Schedulers on page 235•

• Configuring Scheduler Maps on page 236

Configuring ATMScheduler Support for Ethernet VPLS over ATMBridged Interfaces

Supported Platforms MSeries

You can configure ATM scheduler maps on Ethernet VPLS over bridged ATM interfaces.

Before you begin, youmust have done the following tasks:

• Properly configured the router basics

• Verified you have support for VPLS and routing instance configuration

• Installed ATM II IQ PICs
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Whenyou configureATMschedulermapsonEthernetVPLSover bridgedATM interfaces,

you can assign ATM traffic to various forwarding classes and queues. This feature is only

available with the ATM II IQ PIC with Ethernet VPLS-over-ATM encapsulation.

The configuration takes place in four steps: define the scheduler map for ATM options

on the interface, set the encapsulation type to Ethernet VPLS over ATM LLC, attach the

schedulermap to the logical interface (unit), and include the interface in theVPLS routing

instance configuration.

To configure ATM scheduler maps on Ethernet VPLS over bridged ATM interfaces:

1. Define the scheduler map for ATM options on the interface:

[edit interfaces at-fpc/pic/port]
user@host# set atm-options pic-type atm2
user@host# set atm-options vpi vpi-number
user@host# set atm-options scheduler-maps scheduler-map-name forwarding-class
forwarding-class-name forwarding-class-option-statements)

(repeat last set command as necessary)

2. Set the encapsulation type to Ethernet VPLS over ATM LLC:

[edit interfaces at-fpc/pic/port]
user@host# set unit unit-number encapsulation ether-vpls-over-atm-llc
user@host# set unit unit-number vci vci-number

3. Attach the scheduler map to the logical interface (unit):

[edit interfaces at-fpc/pic/port]
user@host# set unit unit-number atm-scheduler-map scheduler-map-name

4. Include the interface in the VPLS routing instance configuration:

[edit interfaces at-fpc/pic/port]
user@host# top
[edit]
user@host# edit routing-instances routing-instance-name
[edit routing-instances routing-instance-name]
user@host# set interface at-fpc/pic/port.unit-number
user@host# set route-distinguisher value
user@host# set vrf-target target-value
user@host# set protocols vpls site-range value
user@host# set protocols vpls site site-name site-identifier number

When you are done, the configuration statements you added should look like the listings

below.

1. The scheduler map for ATM options on the interface:

[edit interfaces at-fpc/pic/port atm-options]
pic-type atm2;
vpi vpi-number;
scheduler-maps {
scheduler-map-name {
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forwarding-class forwarding-class-name {
(forwarding-class option statements);

}
}

}

2. The encapsulation type to Ethernet VPLS over ATM LLC:

[edit interfaces at-fpc/pic/port unit unit-number]
encapsulation ether-vpls-over-atm-llc;
vci vci-number;

3. The scheduler map to the logical interface (unit):

[edit interfaces at-fpc/pic/port unit unit-number]
atm-scheduler-map scheduler-map-name;

4. The interface in the VPLS routing instance configuration:

[edit routing-instances routing-instance-name]
interface at-fpc/pic/port.unit-number;
route-distinguisher value;
vrf-target target-value;
protocols {
vpls {
site-range value;
site site-name {
site-identifier number;

}
}

}

Related
Documentation

Example: Configuring ATM Schedulers for Ethernet VPLS over ATM Bridged Interfaces

on page 778

•

Example: Configuring ATMSchedulers for Ethernet VPLS over ATMBridged Interfaces

Supported Platforms MSeries

The following example configures an ATM scheduler map named cos-vpls and attaches

it to the ATM interface at-1/0/0.0, configures ether-vpls-over-atm-llc encapsulation,

attaches the cos-vpls scheduler map to the logical interface (unit), and configures the

ATM interface at-1/0/0.0 as part of a VPLS routing instance named cos-vpls-1.

[edit]
interfaces {
at-1/0/0 {
atm-options {
pic-type atm2;
vpi 0;
scheduler-maps {
cos0 {
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forwarding-class assured-forwarding {
priority low;
transmit-weight percent 10;

}
forwarding-class best-effort {
priority low;
transmit-weight percent 20;

}
forwarding-class expedited-forwarding {
priority low;
transmit-weight percent 30;

}
forwarding-class network-control {
priority high;
transmit-weight percent 40;

}
}

}
}
unit 0 {
encapsulation ether-vpls-over-atm-llc;
vci 0.1000;
shaping {
cbr 33k;

}
atm-scheduler-map cos0;

}
}

}

[edit]
routing-instances {
cos-vpls-1 {
instance-type vpls;
interface at-1/0/0.0;
route-distinguisher 10.255.245.51:1;
vrf-target target:1234:1;
protocols {
vpls {
site-range 10;
no-tunnel-services;
site vpls-1-site-1 {
site-identifier 1;

}
}

}
}

}

Related
Documentation

Configuring ATM Scheduler Support for Ethernet VPLS over ATM Bridged Interfaces

on page 776

•

• Configuring Schedulers on page 235

• Configuring Scheduler Maps on page 236
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Applying Scheduler Maps to Logical ATM Interfaces

Supported Platforms MSeries, T Series

To apply the ATM scheduler map to a logical interface, include the atm-scheduler-map

statement:

atm-scheduler-map (map-name | default);

Whenyouaddor changeaschedulermap, theassociated logical interface is takenoffline

and thenbroughtbackonline immediately. ForATMCoSto takeeffect, youmust configure

the VCI and VPI identifiers and traffic shaping on each VC by including the following

statements:

vci vpi-identifier.vci-identifier;
shaping {
(cbr rate | rtvbr peak rate sustained rate burst length |vbr peak rate sustained rate burst
length);

}

You can include these statements at the following hierarchy levels:

• [edit interfaces interface-name unit logical-unit-number]

• [edit logical-systems logical-system-name interfaces interface-name unit

logical-unit-number]

You can also apply a scheduler map to the chassis traffic that feeds the ATM interfaces.

Formore information,see“ApplyingSchedulerMapstoChassis-LevelQueues”onpage700.

Related
Documentation

Configuring Scheduler Maps on page 236•

• Applying Scheduler Maps Overview on page 236

Configuring Linear RED Profiles on ATM Interfaces

Supported Platforms MSeries, T Series

Linear random early detection (RED) profiles define CoS virtual circuit drop profiles. You

can configure up to 32 linear RED profiles per port. When a packet arrives, RED checks

the queue fill level. If the fill level corresponds to a nonzero drop probability, the RED

algorithm determines whether to drop the arriving packet.

To configure linear RED profiles, include the linear-red-profiles statement at the [edit

interfaces at-fpc/pic/port atm-options] hierarchy level:

[edit interfaces at-fpc/pic/port atm-options]
linear-red-profiles profile-name {
high-plp-max-threshold percent;
low-plp-max-threshold percent;
queue-depth cells high-plp-threshold percentlow-plp-threshold percent;

}
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The queue-depth, high-plp-threshold, and low-plp-threshold statements aremandatory.

You can define the following options for each RED profile:

• high-plp-max-threshold—Define thedropprofile fill-level for thehighpacket losspriority

(PLP) CoS VC. When the fill level exceeds the defined percentage, all packets with

high PLP are dropped.

• low-plp-max-threshold—Define thedropprofile fill-level for the lowPLPCoSVC.When

the fill level exceeds the defined percentage, all packets with low PLP are dropped.

• queue-depth—Define maximum queue depth in the CoS VC drop profile. Packets are

always dropped beyond the definedmaximum. The range you can configure is from 1

through 64,000 cells.

• high-plp-threshold—Define CoS VC drop profile fill-level percentage when linear RED

is applied to cells with high PLP. When the fill level exceeds the defined percentage,

packets with high PLP are randomly dropped by RED.

• low-plp-threshold—Define CoS VC drop profile fill-level percentage when linear RED

is applied to cells with low PLP. When the fill level exceeds the defined percentage,

packets with low PLP are randomly dropped by RED.

Related
Documentation

ATM2 IQ VC Tunnel CoS Components Overview•

Configuring Virtual Circuit CoSMode on ATM Interfaces

Supported Platforms MSeries, T Series

Virtual Circuit (VC) CoSmode defines the CoS queue scheduling priority. By default, the

VC CoSmode is alternate. When it is a queue’s turn to transmit, the queue transmits up

to its weight in cells as specified by the transmit-weight statement at the [edit interfaces

at-fpc/pic/port atm-options scheduler-mapsmap-name forwarding-class class-name]

hierarchy level. The number of cells transmitted can be slightly over the configured or

default transmit weight, because the transmission always ends at a packet boundary.

To configure theVCCoSmode, include the vc-cos-mode statement at the [edit interfaces

at-fpc/pic/port atm-options scheduler-maps] hierarchy level:

edit interfaces at-fpc/pic/port atm-options scheduler-maps]
vc-cos-mode (alternate | strict);

Twomodes of CoS scheduling priority are supported:

• alternate—Assign high priority to one queue. The scheduling of the queues alternates

between the high priority queue and the remaining queues. Every other scheduled

packet is from the high priority queue.

• strict—Assign strictly high priority to one queue. A queue with strictly high priority is

always scheduled before the remaining queues. The remaining queues are scheduled

in round-robin fashion.
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Related
Documentation

• ATM2 IQ VC Tunnel CoS Components Overview

• Priority Scheduling Overview on page 305
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CHAPTER 24

Configuring Class of Service on
SONET/SDH OC48/STM16 IQE PICs

• CoS on SONET/SDHOC48/STM16 IQE PIC Overview on page 784

• Packet Classification on SONET/SDHOC48/STM16 IQE PICs on page 786

• Translation Table on SONET/SDHOC48/STM16 IQE PICs on page 787

• Configuring Translation Tables on SONET/SDHOC48/STM16 IQE PICs on page 788

• Example: Configuring CoS Value Translation Tables on SONET/SDHOC48/STM16

IQE PICs on page 789

• Scheduling and Shaping on SONET/SDHOC48/STM16 IQE PICs on page 791

• Configuring Scheduling, Shaping, and Priority Mapping on SONET/SDHOC48/STM16

IQE PICs on page 794

• Priority Mapping on SONET/SDHOC48/STM16 IQE PICs on page 795

• Example: Configuring Priority Scheduling on SONET/SDHOC48/STM16 IQE

PICs on page 797

• Scaling for SONET/SDHOC48/STM16 IQE PICs on page 799

• Transmission Rate with Intelligent Oversubscription on SONET/SDHOC48/STM16

IQE PICs Overview on page 799

• Example:ConfiguringTransmitRatesThatAddUptoMoreThan100Percentonpage803

• Example: Configuring Transmission Rate with Intelligent Oversubscription on

SONET/SDHOC48/STM16 IQE PICs on page 804

• Example: Configuring a CIR and a PIR on SONET/SDHOC48/STM16 IQE

Interfaces on page 812

• MDRR on SONET/SDHOC48/STM16 IQE PICs on page 813

• Configuring MDRR on SONET/SDHOC48/STM16 IQE PICs on page 813

• Example: Configuring MDRR on SONET/SDHOC48/STM16 IQE PICs on page 813

• WRED on SONET/SDHOC48/STM16 IQE PICs on page 813

• ConfiguringWRED on SONET/SDHOC48/STM16 IQE PICs on page 814

• Example: ConfiguringWRED on SONET/SDHOC48/STM16 IQE PICs on page 814

• Excess Bandwidth Sharing on SONET/SDHOC48/STM16 IQE PICs on page 814
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• Configuring Excess Bandwidth Sharing on SONET/SDHOC48/STM16 IQE

PICs on page 814

• Egress Rewrite on SONET/SDHOC48/STM16 IQE PICs on page 814

• Configuring Rewrite Rules on SONET/SDHOC48/STM16 IQE PIC on page 815

• ForwardingClass toQueueMappingonSONET/SDHOC48/STM16 IQEPICsonpage815

• Configuring Forwarding Classes on SONET/SDHOC48/STM16 IQE PIC on page 815

• Configuring Rate Limits on SONET/SDHOC48/STM16 IQE PICs on page 816

• Example: Configuring Rate Limits on SONET/SDHOC48/STM16 IQE PICs on page 817

CoS on SONET/SDHOC48/STM16 IQE PIC Overview

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

TheSONET/SDHOC48/STM16 IQEPIC is a clear-channel PIC that is designed toprovide

better scaling and improved queuing, buffering, and traffic shaping along with

clear-channel functionality. Class of service (CoS) on the SONET/SDHOC48/STM16

IQE PIC supports per data-link connection identifier (DLCI) queuing at egress. The

SONET/SDHOC48/STM16 IQE PIC can be used in Juniper Networks M320, MX240,

MX960, T640, and T1600 routers.

The SONET/SDHOC48/STM16 IQE PIC supports the following CoS features:

• Eight queues per logical interface.

NOTE: Queueconfiguration inothermodes, suchas4queuesperscheduler,
is not supported on the SONET/SDHOC48/STM16 IQE PIC.

• Two shaping rates: a committed information rate (CIR) and peak information rate

(PIR) per data-link connection identifier (DLCI).

• Sharing of excess bandwidth among logical interfaces.

• Five levels of priorities—three priorities for traffic below the guaranteed rate and two

priorities for traffic above the guaranteed rate. By default, a strict-high queue gets the

excess high priority and all other queues get the excess low priority.

• Ingress behavior aggregate (BA) classification.

• Translation table and egress rewrite.

• Egress delay buffer of 214ms.

• Forwarding class to queue remapping per DLCI.

• Weighted round-robin (WRR), weighted random early detection (WRED).

• Rate limit on all queues to limit the transmission rate.

• Per unit scheduling via DLCI at egress, where each DLCI gets a dedicated set of queues

anda scheduler.Whenper unit scheduling is configured, the shaping canbe configured

at the logical and physical interface levels.
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NOTE: Because the SONET/SDHOC48/STM16 IQE PIC is not an
oversubscribed PIC, there is no ingress queuing. Therefore, ingress
scheduling or shaping is not supported in SONET/SDHOC48/STM16 IQE
PIC.

• Packet or byte statistics are separately collected for ingress and egress queues. The

SONET/SDHOC48/STM16 IQE PIC provides the following statistics:

• Ingress statistics:

• Per logical interface transmit and drop bytes/packets statistics (based on Layer

3).

• Per physical interface traffic bytes/packets statistics (based on Layer 2).

• Egress statistics:

• Per queue transmit and drop bytes/packets statistics (based on Layer 2).

• Per queue per color drop bytes/packets statistics (based on Layer 2).

• Per logical interface transmit and drop bytes/packets statistics (based on Layer

3).

• Per physical interface traffic bytes/packets statistics (based on Layer 2).

To configure the features mentioned above, include the corresponding class-of-service

(CoS) statements at the [edit class-of-service] hierarchy level. The CoS configuration

statements supported on the SONET/SDHOC48/STM16 IQE PIC are the same as the

CoS configuration statements supported on the IQ2E PIC except for the following

unsupported statements.

Unsupported configuration statements at the [edit chassis] hierarchy level:

• max-queues-per-interface

• no-concatenate

• q-pic-large-buffer

• red-buffer-occupancy

• ingress-shaping-overhead

• traffic managermode

Unsupported configuration statements at the [edit class-of-service] hierarchy level:

• input-excess-bandwidth-share

• input-traffic-control-profile

• per-session-scheduler

• simple-filter
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Related
Documentation

Egress Rewrite on SONET/SDHOC48/STM16 IQE PICs on page 814•

• Scheduling and Shaping on SONET/SDHOC48/STM16 IQE PICs on page 791

• MDRR on SONET/SDHOC48/STM16 IQE PICs on page 813

• WRED on SONET/SDHOC48/STM16 IQE PICs on page 813

• Excess Bandwidth Sharing on SONET/SDHOC48/STM16 IQE PICs on page 814

• Packet Classification on SONET/SDHOC48/STM16 IQE PICs on page 786

• Translation Table on SONET/SDHOC48/STM16 IQE PICs on page 787

Packet Classification on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

Packet classification is used to partition the packets into different classes of traffic. You

can use three methods to classify a packet:

• Behavior aggregate (BA) classification

• Fixed classification

• Multifield classification

TheSONET/SDHOC48/STM16 IQEPICsupportsBAclassificationand fixedclassification.

It does not support multifield classification. However, multifield classification can be

done at the Packet Forwarding Engine level using firewall filters, which overrides the

classification done at the PIC level.

The BA classifier maps a class-of-service (CoS) value to a forwarding class and loss

priority. The forwarding class determines the output queue. The loss priority is used by

schedulers in conjunction with the weighted random early detection (WRED) algorithm

to control packet discard during periods of congestion.

The SONET/SDHOC48/STM16 IQE PICs support the following BA classifiers:

• DSCP IP or IP precedence

• DSCP IPv6

• MPLS (EXP)

The fixed classification matches the traffic on a logical interface level. The following

example classifies all traffic on logical unit zero to the queue corresponding to assured

forwarding.

[edit class-of-service interfaces so-0/1/2 unit 0]
forwarding-class af;
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If the classifiers are not defined explicitly, then the default classifiers are applied as

follows:

• All MPLS packets are classified using the MPLS (EXP) classifier. If there is no explicit

MPLS (EXP) classifier, then the default MPLS (EXP) classifier is applied.

• All IPv4 packets are classified using the IP precedence or DSCP classifier. If there is no

explicit IP precedence or DSCP classifier, then the default IP precedence classifier is

applied.

• All IPv6packetsare classifiedusing theDSCP IPv6classifier. If there is noexplicitDSCP

IPv6 classifier, then the default DSCP IPv6 classifier is applied.

Related
Documentation

Egress Rewrite on SONET/SDHOC48/STM16 IQE PICs on page 814•

• Translation Table on SONET/SDHOC48/STM16 IQE PICs on page 787

Translation Table on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

On the SONET/SDHOC48/STM16 IQE PIC, the behavior aggregate (BA) translation

tables are included for every logical interface (unit) protocol family configured on the

logical interface. The proper default translation table is active even if you do not include

any explicit translation tables. You can display the current translation table values with

the show class-of-service translation-table command.

OnM320,MX series, T640, andT1600 routerswith SONET/SDHOC48/STM16 IQEPICs,

you can replace the type-of-service (ToS) or DSCP or MPLS (EXP) bit value on the

incoming packet header on a logical interface with a user-defined value. The new value

is used for all class-of-serviceprocessingand is appliedbeforeanyother class-of-service

or firewall treatmentof thepacket.On theSONET/SDHOC48/STM16 IQEPIC, the values

configured with the translation-table statement determines the new ToS bit values.

The SONET/SDHOC48/STM16 IQE PIC supports four types of translation tables: IP

precedence, IPv4 DSCP, IPv6 DSCP, and MPLS (EXP). You can configure a maximum of

eight tables for each supported type. If a translation table is enabled for a particular type

of traffic, then BA classification of the same typemust be configured for that logical

interface. That is, if you configure an IPv4 translation table, youmust configure IPv4 BA

classification on the same logical interface.

You can define many translation tables, as long as they have distinct names. You apply

a translation table to a logical interface at the [edit class-of-service interfaces] hierarchy

level. Translation tables always translate “like to like.” For example, a translation table

applied to MPLS traffic can translate only from received EXP bit values to new EXP bit

values. That is, translation tables cannot translate, for instance, from DSCP bits to INET

precedence code points.

With translation table, the original fields in the received packet are overwritten with the

new values configured in the translation table and the old values will be lost.
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Related
Documentation

Configuring Translation Tables on SONET/SDHOC48/STM16 IQE PICs on page 788•

• Example: Configuring CoS Value Translation Tables on SONET/SDHOC48/STM16

IQE PICs on page 789

Configuring Translation Tables on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M120, M320,MX240, MX480, MX960, T1600, T640

The SONET/SDHOC48/STM16 IQE PIC supports four types of translation tables: IP

precedence, IPv4 DSCP, IPv6 DSCP, and MPLS (EXP). You can configure a maximum of

eight tables for each supported type. If a translation table is enabled for a particular type

of traffic, thenbehavior aggregate (BA)classificationof thesametypemustbeconfigured

for that logical interface. That is, if you configure an IPv4 translation table, youmust

configure IPv4 BA classification on the same logical interface.

To configure ToS translation on the SONET/SDHOC48/STM16 IQE PIC:

1. Access the class-of-service hierarchy:

[edit]
user@host# edit class-of-service

2. Define the type of translation table:

[edit class-of-service]
translation-table {
(to-dscp-from-dscp | to-dscp-ipv6-from-dscp-ipv6 | to-exp-from-exp |
to-inet-precedence-from-inet-precedence) table-name {
to-code-point value from-code-points (* | [ values ]);

}
}

On the SONET/SDHOC48/STM16 IQE PIC, incoming ToS bit translation is subject to

the following rules:

• Locally generated traffic is not subject to translation.

• The to-dscp-from-dscp translation table type is not supported if an Internet

precedence classifier is configured.

• The to-inet-precedence-from-inet-precedence translation table type isnot supported

if a DSCP classifier is configured.

• The to-dscp-from-dscp and to-inet-precedence-from-inet-precedence translation

table types cannot be configured on the same unit.

• The to-dscp-from-dscp and to-inet-precedence-from-inet-precedence translation

table types are supported for IPv4 packets.

• Only the to-dscp-ipv6-from-dscp-ipv6 translation table type is supported for IPv6

packets.

• Only the to-exp-from-exp translation table type is supported for MPLS packets.
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The from-code-points statement establishes the values to match on the incoming

packets. The default option is used to match all values not explicitly listed, and, as

a single entry in the translation table, to mark all incoming packets on an interface

the same way. The to-code-point statement establishes the target values for the

translation. If an incoming packet header ToS bit configuration is not covered by

the translation table list and a * option is not specified, the ToS bits in the incoming

packet header are left unchanged.

NOTE: Translation tablesarenotsupported if fixedclassification isconfigured
on the logical interface.

Related
Documentation

Translation Table on SONET/SDHOC48/STM16 IQE PICs on page 787•

• Example: Configuring CoS Value Translation Tables on SONET/SDHOC48/STM16

IQE PICs on page 789

Example: Configuring CoS Value Translation Tables on SONET/SDHOC48/STM16
IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

The following example translates incoming DSCP values to the new values listed in the
translation table. All incoming DSCP values other than 111111, 111110,000111, and 100111 are
translated to 000111.

[edit class-of-service]
translation-table {
to-dscp-from-dscp dscp-trans-table {
to-code-point 000000 from-code-points 111111;
to-code-point 000001 from-code-points 111110;
to-code-point 111000 from-code-points [ 000111 100111 ];
to-code-point 000111 from-code-points *;

}
}

Youmust apply the translation table to the logical interface input on the SONET/SDH
OC48/STM16 IQE PIC:

[edit class-of-service interfaces so-1/0/0 unit 0]
translation-table to-dscp-from-dscp dscp-trans-table;

If you try to configure mutually exclusive translation tables on the same interface unit,

you get a warning message when you display or commit the configuration:

so-0/1/1 {
    unit 0 {
        translation-table {
            ##
            ## Warning: to-dscp-from-dscp and 
to-inet-precedence-from-inet-precedence not allowed on same unit
            ##
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            to-inet-precedence-from-inet-precedence inet-trans-table;
            to-dscp-from-dscp dscp-trans-table;
        }
    }
}

You can issue the following operational mode commands to verify your configuration:

• show class-of-service translation-table

• show class-of-service interface interface-name

To verify that the correct values are configured, use the show class-of-service

translation-table command. The show class-of-service translation-table command

displays the code points of all translation tables configured. All values are displayed, not

just those configured:

user@host> show class-of-service translation-table
Translation Table: dscp-trans-table, Translation table type: dscp-to-dscp, Index:
 6761
  From Code point    To Code Point
  000000                      000111
  000001                      000111
  000010                      000111
  000011                      000111
  000100                      000111
  000101                      000111
  000110                      000111
  000111                      111000
  001000                      000111
  001001                      000111
  001010                      000111
  001011                      000111
  001100                      000111
  001101                      000111
  001110                      000111
  001111                      000111
  010000                      000111
  010001                      000111
  010010                      000111
  010011                      000111
  010100                      000111
  010101                      000111
  010110                      000111
  010111                      000111
  011000                      000111
  011001                      000111
  011010                      000111
  011011                      000111
  011100                      000111
  011101                      000111
  011110                      000111
  011111                      000111
  100000                      000111
  100001                      000111
  100010                      000111
  100011                      000111
  100100                      000111
  100101                      000111
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  100110                      000111
  100111                      111000
  101000                      000111
  101001                      000111
  101010                      000111
  101011                      000111
  101100                      000111
  101101                      000111
  101110                      000111
  101111                      000111
  110000                      000111
  110001                      000111
  110010                      000111
  110011                      000111
  110100                      000111
  110101                      000111
  110110                      000111
  110111                      000111
  111000                      000111
  111001                      000111
  111010                      000111
  111011                      000111
  111100                      000111
  111101                      000111
  111110                      000001
  111111                      000000

To verify that the configured translation table is applied to the correct interface, use the

show class-of-service interface interface-name command. The show class-of-service

interface interface-name command displays the translation tables applied to the IQE

interface:

user@host> show class-of-service interface so-2/3/0
  Logical interface: so-2/3/0.0, Index: 68
    Object                  Name                   Type                    Index

    Rewrite                 exp-default            exp (mpls-any)             29

    Classifier              dscp-default           dscp                        7

    Classifier              exp-default            exp                        10

    Translation Table       exp—trans—table        EXP_TO_EXP              61925

ToStranslationon theSONET/SDHOC48/STM16 IQEPIC isa formofbehavior aggregate

(BA) classification. The SONET/SDHOC48/STM16 IQE PIC does not support multifield

classification of packets at the PIC level. For more information about multifield

classification, see “Overview of Assigning Service Levels to Packets Based on Multiple

Packet Header Fields” on page 91.

Related
Documentation

Configuring Translation Tables on SONET/SDHOC48/STM16 IQE PICs on page 788•

Scheduling and Shaping on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640
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TheSONET/SDHOC48/STM16 IQEPICsupports the followingschedulingandtheshaping

behavior:

• Per unit scheduling via data-link connection identifier (DLCI) at egress, where each

DLCI gets a dedicated set of queues and a scheduler.

NOTE: Because the SONET/SDHOC48/STM16 IQE PIC is not an
oversubscribed PIC, there is no ingress queuing. therefore, the ingress
scheduling or shaping is not supported in SONET/SDHOC48/STM16 IQE
PIC.

• When a per unit scheduling is configured , the shaping can be configured at the logical

and the physical interface levels.

• In both guaranteed and excess regions, the traffic on queues at the same priority is

scheduled in weighted-round-robin (WRR) discipline and there is no shaping at

queue-level.

On SONET/SDHOC48/STM16 IQE interfaces, you can configure a CIR (guaranteed rate)

and a PIR (shaping rate) per data-link connection identifier (DLCI). The configured rates

are gathered into a traffic control profile. If you configure a traffic control profile with a

CIR (guaranteed rate) only, the PIR (shaping rate) is set to the physical interface (port)

rate.

The computation of CIR and PIR on logical interfaces is shown in Table 117 on page 792.

X and Y are values configured from the command-line interface.

Table 117: Computation of CIR and PIR on the Logical Interfaces

SONET/SDHOC48/STM16 IQE PICJunos OS CLI Configuration

Port Mode Computed PIRComputed CIRConfigured PIRConfigured CIR

Port speedPort speedNot configuredNot configuredDefault (no CIR or PIR
configured on logical
interface)

YXYXBoth CIR and PIR are
configured on logical
interface

Port speedXNot configuredXCIR Mode (CIR is
configured on at least one
logical interface) Y50 KbpsYNot configured

Port speed50 KbpsNot configuredNot configured
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Table 117: Computation of CIR and PIR on the Logical Interfaces (continued)

SONET/SDHOC48/STM16 IQE PICJunos OS CLI Configuration

Port Mode Computed PIRComputed CIRConfigured PIRConfigured CIR

YYYNot configuredPIR Mode (PIR is
configured on at least one
logical interface) Port speedRemaining (port speed

minus sum of PIRs of other
logical interfaces)
bandwidth is equally
divided.

Not configuredNot configured

TheSONET/SDHOC48/STM16 IQEPICsupports rate limitonallqueues.Thecomputation

of rate limit is shown in Table 118 on page 793.

Table 118: Computation of Rate for the Rate Limit Configured on theQueuewith Transmit Rate
Percentage

SONET/SDHOC48/STM16 IQE
PIC

Configured PIR Value for the
Logical Interface or DLCI

Configured CIR Value for the
Logical Interface or DLCIScenario

Port valueNoNo1

CIR valueNoYes2

PIR valueYesNo3

CIR valueYesYes4

NOTE: When thequeue transmission rates areoversubscribed, the rate-limit
option configured on any of the queues uses the configured rate limit values,
although the transmission rates are oversubscribed.

Transmit Rate Adding Up toMore than 100 Percent

TheSONET/SDHOC48/STM16 IQEPIC supports themaximumbandwidth optimization

by overconfiguring the bandwidth up to 300 percent.

When the sum of transmission rates for all queues exceeds 100 percent, the interface is

in an oversubscribed state. At the timeof oversubscription, the queues are split into three

priority groups. :

• Strict-High

• High, Medium-High, and Medium-Low

• Low
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This computation is done after the internal mapping of the excess priority or the excess

rate.

The sum of transmission rates for all queues in each of the priority groups is less than or

equal to 100percent, therebyallowing theSONET/SDHOC48/STM16 IQEPICs tosupport

the maximum bandwidth optimization by overconfiguring the available bandwidth up

to 300 percent.

NOTE:

• The remainder option is not supported on an oversubscribed SONET/SDH

OC48/STM16 IQE PIC. When the sum of transmission rates for all queues
exceeds 100 percent, and if one or more queues are configured with the
remainderoption, a syslogerrormessage isgeneratedand theconfiguration

is ignored.

• When the sum of transmission rates of all queues in any of the priority
groups exceeds 100 percent, the commit fails and an error message is
displayed.

Related
Documentation

Example: Configuring a CIR and a PIR on SONET/SDHOC48/STM16 IQE Interfaces on

page 812

•

• Example:ConfiguringTransmitRatesThatAddUptoMoreThan100Percentonpage803

Configuring Scheduling, Shaping, and PriorityMapping on SONET/SDHOC48/STM16
IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

Toconfigure shaping, scheduling, andprioritymappingon theSONET/SDHOC48/STM16

IQEPIC, include the followingstatementsat the [editclass-of-service]and [edit interfaces]

hierarchy levels of the configuration:

[edit class-of-service]
traffic-control-profiles profile-name {
guaranteed-rate (percent percentage | rate);
scheduler-mapmap-name;
shaping-rate (percent percentage | rate);

}
interfaces {
interface-name {
unit logical-unit-number {
dlci dlci-identifier;
output-traffic-control-profile profile-name ;

}
}

schedulers {
scheduler-name {
buffer-size (seconds | percent percentage | remainder | temporalmicroseconds);
excess-priority value ;
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excess-rate percent percentage
priority priority-level;
transmit-rate (percent percentage | rate | remainder) < rate-limit>;

}
}

[edit interfaces interface-name]
per-unit-scheduler;

NOTE:

• As indicated in the configuration, the scheduler-map and shaping-rate

statements can be included at the [edit class-of-service interfaces

interface-nameunit logical-unit-number]hierarchy level.However,wedonot

recommend this configuration. Include the output-traffic-control-profile

statement instead.

• The excess-rateor the excess-priority statements aremapped for a specific

configurationandare ignoredotherwise.These twostatementsareenabled
only for the configuration similarity with the other IQE PICs configuration
statements.

Related
Documentation

Example: Configuring Priority Scheduling on SONET/SDHOC48/STM16 IQE PICs on

page 797

•

Priority Mapping on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

The SONET/SDHOC48/STM16 IQE PIC supports three priorities for traffic below the

guaranteed rate and two priorities for traffic above the guaranteed rate. Themapping

between Junos OS priorities and the SONET/SDHOC48/STM16 IQE PIC hardware

priorities below and above the guaranteed rate (CIR) is shown in Table 119 on page 795.

By default, a strict-high queue gets the excess high priority and all other queues get the

excess low priority.

Table119: JunosOSPrioritiesMappedtoSONET/SDHOC48/STM16IQEPICHardwarePriorities

SONET/SDHOC48/STM16 IQE PIC
Hardware Priority Above Guaranteed Rate
For Logical Interfaces (Excess Priority)

SONET/SDHOC48/STM16 IQE PIC
HardwarePriorityBelowGuaranteedRate
For Logical InterfacesJunos OS Priority

HighHighStrict-high

LowHighHigh

LowMediumMedium-high

LowMediumMedium-low
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Table 119: Junos OS Priorities Mapped to SONET/SDHOC48/STM16 IQE PIC Hardware
Priorities (continued)

SONET/SDHOC48/STM16 IQE PIC
Hardware Priority Above Guaranteed Rate
For Logical Interfaces (Excess Priority)

SONET/SDHOC48/STM16 IQE PIC
HardwarePriorityBelowGuaranteedRate
For Logical InterfacesJunos OS Priority

LowLowLow

TheSONET/SDHOC48/STM16 IQEPIC internallymaps theexcesspriority and theexcess

rate to achieve configuration parity with the other IQE PICs.

The queue-level mapping for the excess priority and the excess rate is shown in

Table 120 on page 796.

Table 120: Queue-Level Mapping for Excess Priority and Excess Rate

Mapped ValuesConfigured Values

Excess
Priority

Excess Rate
%

Transmit
Rate%

Transmit
Priority

Excess
Priority

Excess
Rate%

Transmit
Rate%

Transmit
Priority

IgnoredIgnoredNomappingNomappingAny valueAny valueXStrict-high

IgnoredIgnoredNomappingNomappingAny valueAny value0

IgnoredIgnoredNomappingNomappingAny valueAny valueXHigh or
Medium or
Low LowIgnoredXMediumHighX0

LowIgnoredXLowLow

IgnoredIgnoredNomappingNomappingAny value0

NOTE: The value X is the configured rate.

The SONET/SDHOC48 IQE PICmaps the excess rate and the excess priority based on

the following conditions:

• If the transmit priority is not strict-high, the transmit rate is zero, the excess rate is

nonzero, and theexcesspriority is high, then the valueof the transmit priority is changed

to medium and the value of the excess priority is changed to low.

• If the transmit priority is not strict-high, the transmit rate is zero, the excess rate is

nonzero, and the excesspriority is low, then the valueof the transmit priority is changed

to low and the value of the excess priority is changed to low.

• In all the cases other than thosementioned above, the SONET/SDHOC48 IQE PIC

ignores theexcess rateand theexcesspriority configurationsandgenerates the system

logmessages.
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Related
Documentation

Example: Configuring Priority Scheduling on SONET/SDHOC48/STM16 IQE PICs on

page 797

•

Example: Configuring Priority Scheduling on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

In the following example, ef is an expedited forwarding traffic queue; af_01, af_02, af_03,

andaf_04 are assured forwarding traffic queues; be is a best effort forwarding queue;

and nc is a network control traffic queue.

[edit class-of-service]
traffic-control profiles tcp {
shaping-rate 300M;

}
[edit class-of-service]
interfaces {
so-2/2/0 {
unit 0 {
output-traffic-control-profiles tcp;

}
}
schedulers {
ef {
transmit-rate percent 50 rate-limit;
buffer-size percent 5;
priority strict-high;

}
nc {
transmit-rate percent 0;
excess-rate percent 5;
buffer-size percent 5;
priority low;
excess-priority high;

}
af_01 {
transmit-rate percent 0;
excess-rate percent 20;
buffer-size percent 18;
priority low;
excess-priority low;

}
af_02 {
transmit-rate percent 0;
excess-rate percent 35;
buffer-size percent 18;
priority low;
excess-priority low;

}
af_03 {
transmit-rate percent 0;
excess-rate percent 30;
buffer-size percent 18;
priority low;
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excess-priority low;
}
af_04 {
transmit-rate percent 0;
excess-rate percent 9;
buffer-size percent 18;
priority low;
excess-priority low;

}
be {
transmit-rate percent 0;
excess-rate percent 1;
buffer-size percent 18;
priority low;
excess-priority low;

}
}

Table 121: Priority Mapping and Output Calculation for Different Queues on the SONET/SDH
OC48/STM16 IQE PIC

Output
(Mbps)

Input
(Mbps)

Excess Rate on the
SONET/SDH
OC48/STM16 IQE
PIC (Mapped to
Transmit Rate)

Excess Priority on the
SONET/SDH
OC48/STM16 IQE PIC
(Mapped to Guaranteed
Priority)

Transmit
RatePriorityQueue

150300Not applicableNot applicable50 (50% of
PIR=150
Mbps)

Strict-highef

1503005Excess high0Lownc

030020Excess low0Lowaf_01

030035Excess low0Lowaf_02

030030Excess low0Lowaf_03

03009Excess low0Lowaf_04

03001Excess low0Lowbe

As shown in Table 121 on page 798, the ef queue takes precedence over all queues and

consumes 150 Mbps (50 percent of the PIR; that is, half of 300Mpbs) bandwidth. The

remaining 150 Mbps is rate limited. The af_01, af_02, af_03, af_04 and the be queues do

not get any bandwidth.

Because the rate limit is not configuredon thencqueue, and it has theexcesshighpriority,

the nc queue consumes the remaining bandwidth of 150 Mbps.

Related
Documentation

CoS on SONET/SDHOC48/STM16 IQE PIC Overview on page 784•

• Configuring MDRR on Enhanced Queuing DPCs on page 837
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• Priority Scheduling Overview on page 305

• Configuring Schedulers for Priority Scheduling on page 308

Scaling for SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

The scaling parameters for the SONET/SDHOC48/STM16 IQE PIC are defined in the

Table 122 on page 799

Table 122: Scaling for SONET/SDHOC48/STM16 IQE PIC

ValueScaling Parameter on SONET/SDHOC48/STM16 IQE PIC

4Number of physical interfaces per PIC

8176Maximum queues per physical interface

16000Maximum queues per PIC

4083Maximum logical interface (DLCI) per PIC without per-unit scheduling

2000Maximum logical interface (DLCI) per PIC with per-unit scheduling

Related
Documentation

Configuring Scheduling, Shaping, and Priority Mapping on SONET/SDHOC48/STM16

IQE PICs on page 794

•

• Example: Configuring Rate Limits on SONET/SDHOC48/STM16 IQE PICs on page 817

• CoS on SONET/SDHOC48/STM16 IQE PIC Overview on page 784

• Configuring Rewrite Rules on SONET/SDHOC48/STM16 IQE PIC on page 815

Transmission Rate with Intelligent Oversubscription on SONET/SDHOC48/STM16
IQE PICs Overview

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

Junos OS class of service (CoS) enables you to treat traffic differently by providing a

minimum bandwidth guarantee, low latency, low packet loss, or a combination of these

properties for categories of traffic, called forwarding classes. When traffic reaches an

outbound interface, traffic is queued for transmission on the physical media. The

forwarding class determines the queuing of traffic and other functions of processing

class of service, such as rewriting behavior aggregate markers.

You can control the way the system services queues by configuring schedulers and

scheduler maps. After traffic is placed in the appropriate queues, a scheduler defines

how an interface should process this traffic from each queue. A scheduler is associated

with a particular queue and a forwarding class through a scheduler map.
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The parameters in a scheduler that define how to service a queue include transmission

rate, transmission priority, buffer size, and a random early detection (RED) algorithm.

You can define the order in which packets transmit a queue by configuring a priority and

transmission rate for eachqueue.Thebuffer sizeandREDconfigurationdefine thestorage

and dropping of packets for each queue.

Junos OS supports multiple levels of transmission priority, with higher-priority queues

being serviced before lower-priority queues, as long as the higher-priority forwarding

classes retain enough bandwidth credit. The priority levels are Strict-High, High,

Medium-High, Medium-Low, and Low. The priority scheduling of forwarding classes

determines the order in which an outbound interface transmits traffic from the queues.

The transmission rate, on the other hand, controls howmuch bandwidth the traffic

associatedwith a given forwarding class can consume. By default, all queues can exceed

their assigned transmission rate if other queues are not fully utilizing their assigned rates,

unless you configure the transmission rate with the exact option.

The transmission rate can be a fixed value, such as 1 megabit per second (Mbps), a

percentage of the total available bandwidth, or the rest of the available bandwidth. You

can limit the transmission bandwidth to the exact value you configure, or allow it to

exceed the configured rate if additional bandwidth is available from other queues. This

property enables you to ensure that each queue receives the amount of bandwidth

appropriate to its level of service.

TheSONET/SDHOC48/STM16 IQEPIC is a clear-channel PIC that is designed toprovide

better scaling and improved queuing, buffering, and traffic shaping along with

clear-channel functionality. The PIC is preconfigured with five levels of priorities with

three priorities for traffic below the guaranteed rate (CIR) and two priorities for traffic

above the guaranteed rate (PIR).

Oversubscription is a state where the transmission rate of the incoming packet is much

higher than the rate the Packet Forwarding Engine and system can handle, causing

important packets to be dropped. If an oversubscribed link or service experiences an

excess of traffic—either bursty or non-bursty—it can result in traffic loss or delay that

could potentially affect other services and links. To reduce the risks of oversubscription,

the SONET/SDHOC48/STM16 IQE PIC ensures prioritization and allowsmission-critical

services tobeprotectedduringcongestionwith intelligentdroppingofpackets. In addition

to dropping lowpriority packets during congestion, the PIC prevents quality deterioration

inperiodsof high trafficwith intelligent sharingof excessbandwidth, providingbandwidth

optimization.

Previously, the SONET/SDHOC48/STM16 IQE PIC supported amaximum bandwidth

optimization by oversubscribing the available bandwidth up to 200 percent. This

optimization was achieved by excluding the transmission rate percentage specified for

the Strict-High queue from the total 100 percent transmission rate. Therefore, the

transmission ratepercentage for all thenon-Strict-Highqueuesaddedup to 100percent.

This computationwasdoneafter the internalmappingof theexcesspriority or theexcess

rate.
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At the time of oversubscription, the queues were split into two priority groups:

• Strict-High

• High, Medium-High, Medium-Low, and Low

As an enhancement to the intelligent oversubscription feature on SONET/SDH

OC48/STM16 IQE PICs, support for maximum bandwidth optimization is increased to

300 percent with an additional priority group being created for all queues marked with

low priority.

When the sum of transmission rates for all queues exceeds 100 percent, the interface is

in an oversubscribed state. At the timeof oversubscription, the queues are split into three

priority groups with the intelligent oversubscription feature enhancement:

• Strict-High

• High, Medium-High, and Medium-Low

• Low

The sum of transmission rates for all queues in each of the priority groups is less than or

equal to 100percent, therebyallowing theSONET/SDHOC48/STM16 IQEPICs tosupport

the maximum bandwidth optimization by overconfiguring the available bandwidth up

to 300 percent.

NOTE: When thesumof transmission ratesof all queues inanyof thepriority
groups exceeds 100 percent, the commit fails and an error message is
displayed.

When the sum of transmission rates for all queues exceeds 100 percent, the configured

transmission rates are scaled down to 100 percent. This is called rebasing and is required

for accurate mapping of transmission rates to the weights assigned to each queue.

Weightsareassigned toaqueuebasedon thequeuepropertiesandareused todetermine

the distribution of available bandwidth and flow of traffic from each queue.

Configuring any of the queues with the remainder option on an oversubscribed

SONET/SDHOC48/STM16 IQE PIC is not allowed. When a queue is configured with the

remainder option, and the sumof transmission rates for all non-remainder queues is less

thanor equal to 100percent, rebasing is not required.However, calculating the remainder

transmission rate for a queue configured with the remainder option differs.

NOTE: The remainder option is not supported on an oversubscribed

SONET/SDHOC48/STM16 IQE PIC.When the sum of transmission rates for
all queues exceeds 100 percent, and if one or more queues are configured
with the remainder option, a syslog error message is generated and the

configuration is ignored.
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Previously, the remainder calculation on a SONET/SDHOC48/STM16 IQE PIC did not

include the queues specified for Strict-High priority. The remainder transmission rate

was calculated by taking into consideration transmission rates for all other queues

excluding the sumof transmission rates of all Strict-Highqueues.With the enhancement

to the intelligentoversubscriptiononaSONET/SDHOC48/STM16 IQEPIC, the remainder

transmission rate is calculated by taking into consideration the transmission rates of all

other queues irrespective of the priority specified.

The rebased values are only used for assigningweights to queues, which affect the order

in which the queues are serviced. If any queue that qualifies for rebasing is configured

with the rate-limit option, weights are assigned to queues after applying the configured

value of rate-limit for that particular queue.

As an example, sample configurations A andB in Table 123 on page 802 display the need

for rebasing transmission rates and remainder calculation.

Table 123: Rebasing Transmission Rates and Remainder Calculation

Transmission ratePriorityQueue

Configuration A

100%Strict-Highq0

30%Highq1

30%Medium-Highq2

30%Medium-Lowq3

20%Lowq4

20%Lowq5

20%Lowq6

remainderLowq7

Configuration B

30%Strict-Highq0

20%Mediumq1

40%Lowq2

remainderLowq3

In Configuration A, the sum of transmission rates of non-remainder queues (q0, q1, q2,

q3, q4, q5, and q6) exceeds 100percent, leaving the interface in an oversubscribed state.

Because configuring the remainder option is not supported on an oversubscribed PIC,
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and q7 is a remainder queue, Configuration A is ignored, although all the queues qualify

for rebasing.

However, if the sum of transmission rates for all the queues exceeded 300 percent, or if

the sum of transmission rates for all queues in any of the priority groups exceeded 100

percent, the configuration is ignored.

In Configuration B, the sum of transmission rates of non-remainder queues (q0, q1, and

q2) is less than 100 percent. Therefore, rebasing of transmission rates is not required.

Remainder calculation for q3 is done by deducting the sum of transmission rates of

non-remainder queues from 100, irrespective of the priority specified. In this example,

the transmission rate for q3 is (100 - 30 - 20 - 40) 10%.

The support for oversubscribing the bandwidth on a SONET/SDHOC48/STM16 IQE PIC

up to 300 percent increases the efficiency of networks and reduces CapEx for network

operators. Large service providers have exacting performance requirements, and the

impact of traffic disruptions due to congestion on an oversubscribed interface can be

significant. The SONET/SDHOC48/STM16 IQE PIC virtually eliminates this risk with

intelligent oversubscription capabilities that enable carriers to ensure the performance

of mission-critical services on oversubscribed interfaces and routers.

Related
Documentation

Example: Configuring Transmission Rate with Intelligent Oversubscription on

SONET/SDHOC48/STM16 IQE PICs on page 804

•

Example: Configuring Transmit Rates That Add Up toMore Than 100 Percent

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

In the following example, ef is an expedited forwarding traffic queue; nc is a network

control traffic queue;af_01,af_02,af_03, andaf_04areassured forwarding traffic queues;

and be is a best effort forwarding queue. so-2/2/0 unit 0 is the logical interface.

[edit class-of-service]
traffic-control profiles tcp {
shaping-rate 300M;

}
interfaces {
so-2/2/0 {
unit 0 {
output-traffic-control-profiles tcp;

}
}
schedulers {
ef {
transmit-rate percent 50 rate-limit;
priority strict-high;

}
nc {
transmit-rate percent 5;
priority high;

}
af_04 {
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transmit-rate percent 20;
priority medium;

}
af_03 {
transmit-rate percent 35;
priority low;

}
af_02 {
transmit-rate percent 30;
priority low;

}
af_01 {
transmit-rate percent 9;
priority low;

}
be {
transmit-rate percent 1;
priority low;

}
}

The ef and the nc queues are at the same priority. Therefore, both these queues take

precedence over all the other queues. The ef queue consumes 100Mbps (50 percent of

the CIR; that is, 50 percent of 200Mpbs) bandwidth. The remaining 200Mbps is rate

limited. The nc queue continues to consume the bandwidth till the logical interface

reaches its CIR of 200Mbps. Therefore, the nc queue gets 100Mbps bandwidth. When

the logical interface reaches its CIR, all queues transition into the excess region and the

scheduler allocates the remaining bandwidth to the non-expedited forwarding queues

based on their default excess priorities and default excess rates (same as the transmit

rates).

As per the priority mapping table in “MDRR on SONET/SDHOC48/STM16 IQE PICs” on

page 813, all the non-strict-high queues are in the same excess priority (in this case, low

priority), these non-strict-high queues get the bandwidth out of the remaining 100Mbps

in the ratio of 5:20:35:30:9:1 until the logical interface consumes its shaping rate of 300

Mbps. Thus, the non-strict-high queues add up to 100 percent of bandwidth utilization

to optimize the bandwidth usage.

Related
Documentation

CoS on SONET/SDHOC48/STM16 IQE PIC Overview on page 784•

• Scheduling and Shaping on SONET/SDHOC48/STM16 IQE PICs on page 791

Example: Configuring Transmission Rate with Intelligent Oversubscription on
SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640
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This example shows how to configure transmission rates on a sonet interface for eight

forwarding classes with transmission rate values that exceed 100 percent, causing the

interface to be in an oversubscribed state.

• Requirements on page 805

• Overview and Topology on page 805

• Configuration on page 806

• Verification on page 811

Requirements

This example requires the following hardware and software components:

• Networking devices using a SONET/SDHOC48/STM16 IQE PIC.

• Junos OS Release 12.2 or later running on the devices.

Before you begin:

1. Configure the device interfaces.

2. Enable class-of-service (CoS) queuing, scheduling, and shaping on the device

interfaces.

Overview and Topology

Junos OS Release 12.2 and later support oversubscribing the available bandwidth on a

SONET/SDHOC48/STM16 IQE PIC up to 300 percent. This optimization is achieved by

creating an additional priority group for all queues specified for low priority, and the sum

of transmission rates for all the lowpriority queuesaddingup to 100percent, independent

of the transmission rate configured for all other queues.

Previously, the SONET/SDHOC48/STM16 IQE PIC supported amaximum bandwidth

optimization by oversubscribing the available bandwidth up to 200percent, by excluding

the transmission rate percentage specified for the Strict-High queue from the total 100

percent transmission rate. Therefore, the transmission rate percentage for all the

non-Strict-High queues added up to 100 percent. This computation was done after the

internal mapping of the excess priority or the excess rate.

As an enhancement to the intelligent oversubscription feature on SONET/SDH

OC48/STM16 IQE PICs, support for maximum bandwidth optimization is increased to

300 percent.

When the sum of transmission rates for all queues exceeds 100 percent, the interface is

in an oversubscribed state. At the timeof oversubscription, the queues are split into three

priority groups with the intelligent oversubscription feature enhancement:

• Strict-High

• High, Medium-High, and Medium-Low

• Low
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Each of the above priority groups can be configured to have a transmission rate

oversubscription up to 100 percent. The transmission rate oversubscription value can be

expressed as a percentage of the CIR or PIR value or as an absolute value.

NOTE: The remainder option is not supported on an oversubscribed

SONET/SDHOC48/STM16 IQEPIC.When the sumof the transmission rates
for all queues exceeds 100percent, and if one ormore queues are configured
with the remainder option, a syslog error message is generated and the

configuration is ignored.

In this example, Router R0 is the route onwhich the CoS options are configured. Routers

R1 and R2 are directly connected to R0 and send traffic to R0.

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

R0 set class-of-service classifiers inet-precedence inet_classy forwarding-class fc0
loss-priority low code-points 000

set class-of-service classifiers inet-precedence inet_classy forwarding-class fc1
loss-priority low code-points 001

set class-of-service classifiers inet-precedence inet_classy forwarding-class fc2
loss-priority low code-points 010

set class-of-service classifiers inet-precedence inet_classy forwarding-class fc3
loss-priority low code-points 011

set class-of-service classifiers inet-precedence inet_classy forwarding-class fc4
loss-priority low code-points 100

set class-of-service classifiers inet-precedence inet_classy forwarding-class fc5
loss-priority low code-points 101

set class-of-service classifiers inet-precedence inet_classy forwarding-class fc6
loss-priority low code-points 110

set class-of-service classifiers inet-precedence inet_classy forwarding-class fc7
loss-priority low code-points 111

set class-of-service forwarding-classes class fc0 queue-num0
set class-of-service forwarding-classes class fc1 queue-num 1
set class-of-service forwarding-classes class fc2 queue-num 2
set class-of-service forwarding-classes class fc3 queue-num 3
set class-of-service forwarding-classes class fc4 queue-num 4
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set class-of-service forwarding-classes class fc5 queue-num 5
set class-of-service forwarding-classes class fc6 queue-num6
set class-of-service forwarding-classes class fc7 queue-num 7
set class-of-service traffic-control-profiles TCP scheduler-mapmap_ifls
set class-of-service traffic-control-profiles TCP shaping-rate 1g
set class-of-service interfaces so-4/1/0 unit 0 classifiers inet-precedence inet_classy
set class-of-service interfaces so-4/1/1 unit 0 output-traffic-control-profile TCP
set class-of-service schedulers s0 transmit-rate percent 25
set class-of-service schedulers s0 priority strict-high
set class-of-service schedulers s1 transmit-rate percent 20
set class-of-service schedulers s1 priority high
set class-of-service schedulers s2 transmit-rate percent 15
set class-of-service schedulers s2 priority high
set class-of-service schedulers s3 transmit-rate percent 35
set class-of-service schedulers s3 priority medium-high
set class-of-service schedulers s4 transmit-rate percent 10
set class-of-service schedulers s4 priority medium-low
set class-of-service schedulers s5 transmit-rate percent 15
set class-of-service schedulers s5 priority low
set class-of-service schedulers s6 transmit-rate percent 15
set class-of-service schedulers s6 priority low
set class-of-service schedulers s7 transmit-rate percent 15
set class-of-service schedulers s7 priority low
set class-of-service scheduler-mapsmap_ifls forwarding-class fc0 scheduler s0
set class-of-service scheduler-mapsmap_ifls forwarding-class fc1 scheduler s1
set class-of-service scheduler-mapsmap_ifls forwarding-class fc2 scheduler s2
set class-of-service scheduler-mapsmap_ifls forwarding-class fc3 scheduler s3
set class-of-service scheduler-mapsmap_ifls forwarding-class fc4 scheduler s4
set class-of-service scheduler-mapsmap_ifls forwarding-class fc5 scheduler s5
set class-of-service scheduler-mapsmap_ifls forwarding-class fc6 scheduler s6
set class-of-service scheduler-mapsmap_ifls forwarding-class fc7 scheduler s7

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode. To configure the R0 router:

1. Configure an IP Precedence classifier to classify incoming packets based on the

code point values.

[edit class-of-service classifiers]
user@R0# set inet-precedence inet_classy

2. Define the classification of code point values to a forwarding class, and configure

code point values to classify to loss priority Low.

[edit class-of-service classifiers inet-precedence inet_classy]
user@R0# set fc0 loss-priority low code-points 000
user@R0# set fc1 loss-priority low code-points 001
user@R0# set fc2 loss-priority low code-points 010
user@R0# set fc3 loss-priority low code-points 011
user@R0# set fc4 loss-priority low code-points 100
user@R0# set fc5 loss-priority low code-points 101
user@R0# set fc6 loss-priority low code-points 110
user@R0# set fc7 loss-priority low code-points 111
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3. Define mapping of forwarding classes to queue numbers.

[edit class-of-service forwarding-classes class]
user@R0# set fc0 queue-num0
user@R0# set fc1 queue-num 1
user@R0# set fc2 queue-num 2
user@R0# set fc3 queue-num 3
user@R0# set fc4 queue-num 4
user@R0# set fc5 queue-num 5
user@R0# set fc6 queue-num6
user@R0# set fc7 queue-num 7

4. Configure traffic shaping and scheduling profiles.

[edit class-of-service traffic-control-profiles]
user@R0# set TCP scheduler-mapmap_ifls
user@R0# set TCP shaping-rate 1g

5. Apply the class-of-service options to interfaces.

[edit class-of-service interfaces]
user@R0# set so-4/1/0 unit 0 classifiers inet-precedence inet_classy
user@R0# set so-4/1/1 unit 0 output-traffic-control-profile TCP

6. Configure eight packet schedulers with scheduling priority and transmission rates.

[edit class-of-service schedulers]
user@R0# set s0 transmit-rate percent 25
user@R0# set s0 priority strict-high
user@R0# set s1 transmit-rate percent 20
user@R0# set s1 priority high
user@R0# set s2 transmit-rate percent 15
user@R0# set s2 priority high
user@R0# set s3 transmit-rate percent 35
user@R0# set s3 priority medium-high
user@R0# set s4 transmit-rate percent 0
user@R0# set s4 priority medium-low
user@R0# set s5 transmit-rate percent 15
user@R0# set s5 priority low
user@R0# set s6 transmit-rate percent 15
user@R0# set s6 priority low
user@R0# set s7 transmit-rate percent 15
user@R0# set s7 priority low

7. Define mapping of forwarding classes to packet schedulers.

[edit class-of-service scheduler-maps]
user@R0# setmap_ifls forwarding-class fc0 scheduler s0
user@R0# setmap_ifls forwarding-class fc1 scheduler s1
user@R0# setmap_ifls forwarding-class fc2 scheduler s2
user@R0# setmap_ifls forwarding-class fc3 scheduler s3
user@R0# setmap_ifls forwarding-class fc4 scheduler s4
user@R0# setmap_ifls forwarding-class fc5 scheduler s5
user@R0# setmap_ifls forwarding-class fc6 scheduler s6
user@R0# setmap_ifls forwarding-class fc7 scheduler s7
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Results

Fromconfigurationmode, confirmyour configurationbyentering the showclass-of-service

command. If the output does not display the intended configuration, repeat the

instructions in this example to correct the configuration.

class-of-service {
classifiers {
inet-precedence inet_classy {
forwarding-class fc0 {
loss-priority low code-points 000;

}
forwarding-class fc1 {
loss-priority low code-points 001;

}
forwarding-class fc2 {
loss-priority low code-points 010;

}
forwarding-class fc3 {
loss-priority low code-points 011;

}
forwarding-class fc4 {
loss-priority low code-points 100;

}
forwarding-class fc5 {
loss-priority low code-points 101;

}
forwarding-class fc6 {
loss-priority low code-points 110;

}
forwarding-class fc7 {
loss-priority low code-points 111;

}
}

}
forwarding-classes {
class fc0 queue-num0;
class fc1 queue-num 1;
class fc2 queue-num 2;
class fc3 queue-num 3;
class fc4 queue-num 4;
class fc5 queue-num 5;
class fc6 queue-num 6;
class fc7 queue-num 7;

}
traffic-control-profiles {
TCP {
scheduler-mapmap_ifls;
shaping-rate 1g;

}
}
interfaces {
so-4/1/0 {
unit 0 {
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classifiers {
inet-precedence inet_classy;

}
}

}
so-4/1/1 {
unit 0 {
output-traffic-control-profile TCP;

}
}

}
schedulers {
s0 {
transmit-rate percent 25;
priority strict-high;

}
s1 {
transmit-rate percent 20;
priority high;

}
s2 {
transmit-rate percent 15;
priority high;

}
s3 {
transmit-rate percent 35;
priority medium-high;

}
s4 {
transmit-rate percent 10;
priority medium-low;

}
s5 {
transmit-rate percent 15;
priority low;

}
s6 {
transmit-rate percent 15;
priority low;

}
s7 {
transmit-rate percent 15;
priority low;

}
}
scheduler-maps {
map_ifls {
forwarding-class fc0 scheduler s0;
forwarding-class fc1 scheduler s1;
forwarding-class fc2 scheduler s2;
forwarding-class fc3 scheduler s3;
forwarding-class fc4 scheduler s4;
forwarding-class fc5 scheduler s5;
forwarding-class fc6 scheduler s6;
forwarding-class fc7 scheduler s7;

}
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}
}

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

• Verifying Queue Transmission Rate Oversubscription on page 811

Verifying Queue Transmission Rate Oversubscription

Purpose Verify that theSONET/SDHOC48/STM16 IQEPICsupports300percentoversubscription.

Action Configure the queue transmission rates such that they are oversubscribed up to 300

percent.

The sum of transmission rates of all queues can be less than or equal to 300 percent.

The sum of transmission rates of all queues in each priority group should be less than or

equal to 100 percent.

In this example, Router R0 interfaces have been oversubscribed by 150 percent of the

available bandwidth. The sum of transmission rates of all the queues in each of the

priority groups are:

• Strict-High—(q0) 25%

• High, Medium-High, Medium-Low—(q1, q2, q3, and q4) 80%

• Low—(q5, q6, and q7) 45%

When the sum of transmission rates of all queues in any of the priority groups exceeds

100 percent, the commit fails.

For example, if the transmission rate of q1 is 30 percent, the sum of the transmission

rates of all queues (q1, q2, q3, and q4) in the High-Medium priority group is 110 percent.

At the time of commit, the following error is displayed:

Total bandwidth allocation for high-med priority queues exceeds 100 percent 
for scheduler-map map_ifls
error: configuration check-out failed

Meaning When the sum of transmission rates of all queues exceeds 100 percent, a new priority

group is created for all Low priority queues. The queue transmission rates in the Low

priority group can add up to 100 percent.

Related
Documentation

Transmission Rate with Intelligent Oversubscription on SONET/SDHOC48/STM16

IQE PICs Overview on page 799

•
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Example: Configuring a CIR and a PIR on SONET/SDHOC48/STM16 IQE Interfaces

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

OnSONET/SDHOC48/STM16 IQE interfaces, you can configure a CIR (guaranteed rate)

and a PIR (shaping rate) on a single logical interface. The configured rates are gathered

intoa traffic control profile. If you configurea traffic control profilewithaCIR (guaranteed

rate) only, the PIR (shaping rate) is set to the physical interface (port) rate.

NOTE: CIR and PIR are not supported at the queue level.

In the following example, logical unit 0 has a CIR equal to 30 Mbps and a PIR equal to

200Mbps. Logical unit 1 has a PIR equal to 300Mbps. Logical unit 2 has a CIR equal to

100Mbps and a PIR that is unspecified. For logical unit 2, the software gives the PIR the

value of 1 Gbps (equal to the physical interface rate) because the PIRmust be equal to

or greater than the CIR.

In this example, bandwidth is shared proportionally to the guaranteed rate because at

least one logical interface has a guaranteed rate.

class-of-service {
traffic-control-profiles {
profile1 {
shaping-rate 200m;
guaranteed-rate 30m;
delay-buffer-rate 150m;
scheduler-map sched-map;

}
profile2 {
shaping-rate 300m;
delay-buffer-rate 500k;
scheduler-map sched-map;

}
profile3 {
guaranteed-rate 100m;
scheduler-map sched-map;

}
}
interfaces {
se-3/0/0 {
unit 0 {
output-traffic-control-profile profile1;

}
unit 1 {
output-traffic-control-profile profile2;

}
unit 2 {
output-traffic-control-profile profile3;

}
}

}
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}

Related
Documentation

Excess Bandwidth Sharing on SONET/SDHOC48/STM16 IQE PICs on page 814•

MDRR on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

Theguaranteed rate (committed information rate) is implementedusingmodifieddeficit

round-robin (MDRR). MDRR configuration on the SONET/SDHOC48/STM16 IQE PIC is

thesameas theMDRRconfigurationon theEnhancedQueuingDPC.Formore information

about MDRR configuration on the Enhanced Queuing DPC, see “Configuring MDRR on

Enhanced Queuing DPCs” on page 837.

ConfiguringMDRR on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

MDRR configuration on the SONET/SDHOC48/STM16 IQEPIC is the same as theMDRR

configuration on the Enhanced Queuing DPC. For more information about MDRR

configuration on the Enhanced Queuing DPC, see “Configuring MDRR on Enhanced

Queuing DPCs” on page 837.

Example: ConfiguringMDRR on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

MDRR configuration on the SONET/SDHOC48/STM16 IQE PIC is same as the MDRR

configuration on the Enhanced Queuing DPC. For more information about MDRR

configuration on the Enhanced Queuing DPC, see “Configuring MDRR on Enhanced

Queuing DPCs” on page 837.

WRED on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

Weighted random early detection (WRED) is done at the queue level in the SONET/SDH

OC48/STM16 IQEPIC.WithWRED, thedecision todropor send thepacket ismadebefore

the packet is placed in the queue.

WREDconfiguration on theSONET/SDHOC48/STM16 IQEPIC is the sameas theWRED

configuration on the Enhanced Queuing DPC. For more information aboutWRED

configuration on the Enhanced Queuing DPC, see “ConfiguringWRED on Enhanced

Queuing DPCs” on page 836.

Related
Documentation

ConfiguringWRED on SONET/SDHOC48/STM16 IQE PICs on page 814•

• Example: ConfiguringWRED on SONET/SDHOC48/STM16 IQE PICs on page 814
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ConfiguringWRED on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

WREDconfiguration on theSONET/SDHOC48/STM16 IQEPIC is the sameas theWRED

configuration on the Enhanced Queuing DPC. For more information aboutWRED

configuration on the Enhanced Queuing DPC, see “ConfiguringWRED on Enhanced

Queuing DPCs” on page 836.

Example: ConfiguringWRED on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

WRED configuration on the SONET/SDHOC48/STM16 IQE PIC is same as theWRED

configuration on the Enhanced Queuing DPC. For more information aboutWRED

configuration on the Enhanced Queuing DPC, see “ConfiguringWRED on Enhanced

Queuing DPCs” on page 836.

Excess Bandwidth Sharing on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

Excess bandwidth sharing configuration on SONET/SDHOC48/STM16 IQE PIC is the

sameas the excess bandwidth sharing on EnhancedQueuingDPC. Formore information

about excess bandwidth sharing configuration, see “Configuring Excess Bandwidth

Sharing” on page 839.

Configuring Excess Bandwidth Sharing on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

Excess bandwidth sharing configuration on SONET/SDHOC48/STM16 IQE PIC is the

sameas the excess bandwidth sharing on EnhancedQueuingDPC. Formore information

about excess bandwidth sharing configuration, see “Configuring Excess Bandwidth

Sharing” on page 839

Egress Rewrite on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

The egress rewrite on inet-precedence, dscp, dscp-ipv6, and exp is done by the packet

forwarding engine (PFE) based on the features supported by the PFE.

Related
Documentation

Applying Rewrite Rules to Output Logical Interfaces on page 374•

• Packet Classification on SONET/SDHOC48/STM16 IQE PICs on page 786

• Configuring Translation Tables on SONET/SDHOC48/STM16 IQE PICs on page 788

Copyright © 2017, Juniper Networks, Inc.814

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/m320/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx240/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx480/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx960/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t1600/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t640/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/m320/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx240/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx480/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx960/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t1600/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t640/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/m320/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx240/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx480/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx960/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t1600/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t640/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/m320/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx240/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx480/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx960/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t1600/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t640/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/m320/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx240/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx480/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/mx960/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t1600/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/t640/index.html


Configuring Rewrite Rules on SONET/SDHOC48/STM16 IQE PIC

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

To configure a rewrite rules mapping and associate it with the appropriate forwarding

class and code-point alias or bit set, include the rewrite-rules statement at the

[edit class-of-service] hierarchy level:

[edit class-of-service]
rewrite-rules {
(dscp | dscp-ipv6 | exp | inet-precedence) rewrite-name {
import (rewrite-name | default);
forwarding-class class-name {
loss-priority level code-point (alias | bits);

}
}

}

NOTE: Theegress rewriteon thedscp,dscp-ipv6,exp, or inet-precedence field

is done by the Packet Forwarding Engine based on the features it supports.

Related
Documentation

Mapping CoS Component Inputs to Outputs on page 10•

• Egress Rewrite on SONET/SDHOC48/STM16 IQE PICs on page 814

Forwarding Class to QueueMapping on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

Forwarding class to queuemapping is done per data-link connection identifier. For

informationaboutconfiguring forwardingclassesandqueues, see “ConfiguringaCustom

Forwarding Class for Each Queue” on page 191.

Related
Documentation

Classifying Packets by Egress Interface on page 199•

Configuring Forwarding Classes on SONET/SDHOC48/STM16 IQE PIC

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

To configure the forwarding class, you assign each forwarding class to an internal queue

number by including the forwarding-classes statement at the [edit class-of-service]

hierarchy level:

To configure CoS forwarding classes, include the forwarding-classes statement at the
[edit class-of-service] hierarchy level:

[edit class-of-service]
forwarding-classes {
class class-name queue-num queue-number priority (high | low);
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queue queue-number class-name priority (high | low);
}
forwarding-classes-interface-specific forwarding-class-map-name {
class class-name queue-num queue-number [ restricted-queue queue-number ];

}
interfaces {
interface-name {
unit logical-unit-number {
forwarding-class class-name;
forwarding-classes-interface-specific forwarding-class-map-name;

}
}

}
restricted-queues {
forwarding-class class-name queue queue-number;

}

You cannot commit a configuration that assigns the same forwarding class to two

different queues.

Related
Documentation

Configuring a Custom Forwarding Class for Each Queue on page 191•

Configuring Rate Limits on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

You can rate-limit all queues on SONET/SDHOC48/STM16 IQE PICs. However, overall

you canhave only 256distinct policed rates.Without this limiting, traffic in higher-priority

queues can block the transmission of lower-priority packets. If you do not rate-limit

queues, higher-priority traffic is always sent before lower-priority traffic, causing the

lower-priority queues to “starve,” which in turn leads to timeouts and unnecessary

resending of packets.

On theSONET/SDHOC48/STM16 IQEPICs, youcan rate-limitqueuesbefore thepackets

are queued for output (analogous to policing). All packets exceeding the configured rate

limit are dropped, so care is required when establishing this limit. The rate-limit can be

configured on the non strict-high queues also.

NOTE: When thequeue transmission rates areoversubscribed, the rate-limit
option configured on any of the queues uses the configured rate limit values,
although the transmission rates are oversubscribed.

To rate-limit queues, include the transmit-rate statement with the rate-limit option at
the [edit class-of-service schedulers scheduler-name] hierarchy level:

[edit class-of-service schedulers scheduler-name]
transmit-rate percent percentage rate rate-limit;
Priority priority-level
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Related
Documentation

Example: Configuring Rate Limits on SONET/SDHOC48/STM16 IQE PICs on page 817•

Example: Configuring Rate Limits on SONET/SDHOC48/STM16 IQE PICs

Supported Platforms M320,MX240, MX480, MX960, T1600, T640

This example limits the transmit rate of a strict-high expedited forwarding queue to
1 megabit per second (Mbps). The scheduler and scheduler map are defined and then
applied to the traffic at the [edit interfaces] and [edit class-of-service] hierarchy levels:

[edit class-of-service]
schedulers {
scheduler-1 {
transmit-rate 1m rate-limit; # This establishes the limit
priority strict-high;

}
}
scheduler-maps {
scheduler-map-1 {
forwarding-class expedited-forwarding scheduler scheduler-1;

}
}

[edit interfaces]
s0-2/1/0 {
per-unit-scheduler;
encapsulation frame-relay;
unit 0 {
dlci 1;

}
}

[edit class-of-service]
interfaces {
so-2/1/0 {
unit 0 {
scheduler-map scheduler-map-1;
shaping-rate 2m;

}
}

}

You can issue the following operational mode commands to verify your configuration

(the first shows the rate limit in effect):

• show class-of-service scheduler-map scheduler-map-name

• show class-of-service interface interface-name

Related
Documentation

• Configuring Rate Limits on SONET/SDHOC48/STM16 IQE PICs on page 816
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CHAPTER 25

ConfiguringClass of Service on 10-Gigabit
Ethernet LAN/WAN PICs with SFP+

• CoS on 10-Gigabit Ethernet LAN/WAN PIC with SFP+ Overview on page 819

• BA and Fixed Classification on 10-Gigabit Ethernet LAN/WAN PIC with SFP+

Overview on page 820

• Example: Configuring IEEE 802.1p BA Classifier on 10-Gigabit Ethernet LAN/WAN

PICs on page 821

• DSCP Rewrite for the 10-Gigabit Ethernet LAN/WAN PIC with SFP+ on page 822

• Configuring DSCP Rewrite for the 10-Gigabit Ethernet LAN/WAN PIC on page 825

• Queuing on 10-Gigabit Ethernet LAN/WAN PICs Properties on page 826

• Mapping Forwarding Classes to CoS Queues on 10-Gigabit Ethernet LAN/WAN

PICs on page 827

• SchedulingandShapingon 10-Gigabit Ethernet LAN/WANPICsOverviewonpage828

• Example: Configuring Shaping Overhead on 10-Gigabit Ethernet LAN/WAN

PICs on page 829

CoS on 10-Gigabit Ethernet LAN/WANPICwith SFP+Overview

Supported Platforms T1600, T640, TXMatrix, TXMatrix Plus

The 10-Gigabit Ethernet LAN/WAN PIC with SFP+ supports intelligent handling of

oversubscribed traffic in applications, such as data centers and dense-core uplinks. The

10-Gigabit Ethernet LAN/WAN PIC with SFP+ supports line-rate operation for five

10-Gigabit Ethernet ports from each port group or a total WAN bandwidth of 100 Gbps

with Packet Forwarding Engine bandwidth of 50 Gbps.

NOTE: This PIC has a front panel label with the designation “ETHERNET
10GBASE-SFP+ LAN-WAN” and can also be identified by its model number,
PD-5-10XGE-SFPP. It is referred to hereafter as the 10-Gigabit Ethernet
LAN/WAN PIC.

The class-of-service (CoS) configuration for the 10-Gigabit Ethernet LAN/WANPICs are

supported on standalone T640 and T1600 core routers, as well as T640 and T1600
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routers in a routing matrix. The 10-Gigabit Ethernet LAN/WAN PICs support behavior

aggregate (BA)and fixedclassification,weighted round-robin schedulingwith twoqueue

priorities (low and strict-high), committed and peak information rate shaping on a

per-queue basis, and excess information rate configuration for allocation of excess

bandwidth.

Toconfigure these features, include thecorrespondingclass-of-service (CoS) statements

at the [edit class-of-service] hierarchy level. The CoS statements supported on the

10-Gigabit Ethernet LAN/WAN PICs are shown in Table 124 on page 820.

Table 124: CoS Statements Supported on the 10-Gigabit Ethernet
LAN/WANPICs

SupportedCoS Statements

Nobuffer-size

Nodrop-profile-map

Noexcess-priority

Yesexcess-rate

Yespriority

Yesshaping-rate

Yestransmit-rate

Related
Documentation

CoS Features and Limitations on M Series and T Series Routers on page 489•

• Junos OS Network Interfaces Library for Routing Devices

BAandFixedClassificationon 10-Gigabit Ethernet LAN/WANPICwithSFP+Overview

Supported Platforms T1600, T640, TXMatrix, TXMatrix Plus

The 10-Gigabit Ethernet LAN/WAN PICs support the following behavior aggregate (BA)

classifiers:

• DSCP, DSCP IPv6, or IP precedence—IP packet classification (Layer 3 headers)

• MPLS EXP—MPLS packet classification (Layer 2 headers)

• IEEE 802.1p—Packet classification (Layer 2 headers)

• IEEE 802.1ad—Packet classification for IEEE 802.1ad formats (including DEI bit)

Multiple classifiers can be configured to a single logical interface. However, there are

some restrictions on which the classifiers can coexist. For example, the DSCP and IP

precedence classifiers cannot be configured on the same logical interface. The DSCP

and IP precedence classifiers can coexist with the DSCP IPv6 classifier on the same
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logical interface.An IEEE802.1 classifier cancoexistwithother classifiers and is applicable

only if a packet does not match any of the configured classifiers. For information about

the supported combinations, see “Applying Behavior Aggregate Classifiers to Logical

Interfaces” on page 51.

If the classifiers are not defined explicitly, then the default classifiers are applied as

follows:

• All MPLS packets are classified using the MPLS (EXP) classifier. If there is no explicit

MPLS (EXP) classifier, then the default MPLS (EXP) classifier is applied.

• All IPv4 packets are classified using the IP precedence and DSCP classifiers. If there is

no explicit IP precedence or DSCP classifier, then the default IP precedence classifier

is applied.

• All IPv6 packets are classified using a DSCP IPv6 classifier. If there is no explicit DSCP

IPv6 classifier, then the default DSCP IPv6 classifier is applied.

• If the IEEE 802.1p classifier is configured and a packet does not match any explicitly

configured classifier, then the IEEE 802.1p classifier is applied.

The fixed classification matches the traffic on a logical interface level. The following

example classifies all traffic on logical unit zero to the queue corresponding to assured

forwarding.

[edit class-of-service interfaces xe-0/1/2 unit 0]
forwarding-class fc-af11;

NOTE: The 10-Gigabit Ethernet LAN/WAN PICs do not support multifield
classification.However, themultifieldclassificationcanbedoneat thePacket
ForwardingEngineusing the firewall filters,whichoverrides theclassification
done at the PIC level. Themultifield classification at the Packet Forwarding
Engine occurs after the PIC handles the oversubscribed traffic.

Example:Configuring IEEE802.1pBAClassifier on 10-Gigabit Ethernet LAN/WANPICs

Supported Platforms T1600, T640, TXMatrix, TXMatrix Plus

Toconfigurean IEEE802.1pbehavior aggregate (BA) classifier on the 10-Gigabit Ethernet

LAN/WANPICs, include the following statements at the [edit class-of-service] hierarchy

level:

[edit class-of-service classifiers]
ieee-802.1 classifier-name {
forwarding-class fc-nc2 {
loss-priority low code-points [111];

}
forwarding-class fc-nc1 {
loss-priority low code-points [110];

}
forwarding-class fc-af12 {
loss-priority low code-points [101];
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}
forwarding-class fc-af11 {
loss-priority low code-points [100];

}
forwarding-class fc-ef1 {
loss-priority low code-points [011];

}
forwarding-class fc-ef {
loss-priority low code-points [010];

}
forwarding-class fc-be1 {
loss-priority low code-points [001];

}
forwarding-class fc-be {
loss-priority low code-points [000];

}
}
[edit class-of-service interfaces xe-0/1/2 unit 0]
classifiers {
ieee-802.1 classifier-name;

}

NOTE: The 10-Gigabit Ethernet LAN/WAN PICs do not support queuing at
the logical interface level.However, classifiers canbeconfiguredon individual
logical interfaces. The same classifier can be configured onmultiple logical
interfaces.

Related
Documentation

BAand FixedClassification on 10-Gigabit Ethernet LAN/WANPICwith SFP+Overview

on page 820

•

DSCP Rewrite for the 10-Gigabit Ethernet LAN/WANPICwith SFP+

Supported Platforms T1600, T640, TXMatrix, TXMatrix Plus

The 10-Gigabit Ethernet LAN/WANPICwith SFP+ (Model Number: PD-5-10XGE-SFPP)

inT640andT1600standalone routersandTXMatrixandTXMatrixPlus routingmatrices

supports 6-bit DSCP rewrite (IPv4 and IPv6) functionality. The following DSCP rewrite

features are supported:

• Full 6-bit DSCP rewrite

• Independent rewrite for DSCPv4 and DSCPv6 simultaneously on the same logical

interface

• Four tables per PIC for DSCPv4 and DSCPv6, respectively

• Rewrite based on queue number rather than forwarding class. Queues are mapped to

a forwarding class by using the global forwarding-class configuration on the router.
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• Ability to bindmultiple (maximum of all) logical interfaces on the PIC to the same

rewrite table.

• Ability of DSCP rewrite on the PIC to configure, by default, code-point 000000 if you

do not specify a classifier in the rewrite-rules statement.
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NOTE:

The10-GigabitEthernetLAN/WANPICwithSFP+(P/N:PD-5-10XGE-SFPP),
when used in T640 and T1600 standalone routers, and T640 and T1600
routers in TXMatrix and TXMatrix Plus routingmatrices, has the following
known limitations:

• DSCPrewriteonthePICdoesnotsupportdistinctDSCPcode-point rewrites
if multiple forwarding classes (FC) are configured tomap to the same
queue in the “forwarding-class” configuration.

• The PIC can perform DSCP rewrite based on three PLP values, unlike four
PLP values by the Packet Forwarding Engine.

• The protocol option is not supported in the following DSCP rewrite rule
configuration:

[edit class-of-service interfaces interface-name unit logical-unit-number]
rewrite-rules {
dscp (rewrite-name | <default>) protocol <protocol-types>;

}

• ThePIChas theability toparseapacketwithup to twoVLANtags.However,
the following conditions apply when DSCP rewrite is enabled:

• ThePICsupportsDSCPrewriteonly foruntaggedandsingleVLANtagged
packets.

• For DSCP rewrite in conjunction with VLAN rewrite push operations, the
PIC can push only one tag if the packet is untagged.

• If the packet hasmore than one VLAN tag (either because it was double
tagged or because additional tags were pushed as part of a VLAN
rewrite), then DSCP rewrite is not executed.

• Configuration of DSCP rewrite rules on the PIC overwrites the DSCP value
coming from the Routing Engine for host-generated traffic. The behavior
is as follows:

• If the packet’s forwarding class andpacket loss priority (PLP)match the
DSCP rewrite rule on the PIC, then the DSCP code-point rewritten by the

host-outbound-trafficstatement is overwrittenby thePIC’sDSCP rewrite

with the corresponding DSCP code-point configured in the rewrite rule.

• If the packet’s forwarding class and PLP do notmatch any DSCP rewrite
rule on the PIC, then the DSCP code-point rewritten by the

host-outbound-traffic statement isoverwrittenby thePIC’sDSCP rewrite

as 6b’000000.

Thisbehavior isdifferent fromDSCPrewritesdone in thePacketForwarding
Engine for other PICs. In those cases, the Packet Forwarding Engine
processing is bypassed for host-generated packets and hence the DSCP
set in the Routing Engine for host-generated packets is not overwritten in
the Packet Forwarding Engine or PIC.
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• If multiple forwarding classesmap to the same queue, then the last
forwarding class thatmaps to the same queue is picked and its code-point

is used for DSCP rewrite.

• If bothmedium-high andmedium-low PLP values are configured in the

rewrite ruleand if their rewrite code-pointsaredifferent, then the code-point

associatedwithmedium-high is used for rewrite for bothmedium-high and

medium-low packets on that logical interface. If only one of the PLP values

(eithermedium-high ormedium-low) is configured, then its corresponding

code-point isusedfor rewrite forbothmedium-highandmedium-lowpackets

on that logical interface.

NOTE: A system error message can result if a configuration that conflicts
with these limitations is committed or used .

Related
Documentation

Configuring DSCP Rewrite for the 10-Gigabit Ethernet LAN/WAN PIC on page 825•

• dscp on page 1003

• dscp-ipv6 on page 1006

• forwarding-class on page 1037

• rewrite-rules on page 1145

• Understanding DSCP Classification for VPLS on page 71

• Default DSCP and DSCP IPv6 Classifiers on page 39

Configuring DSCP Rewrite for the 10-Gigabit Ethernet LAN/WANPIC

Supported Platforms T1600, T640, TXMatrix, TXMatrix Plus

To configure DSCP rewrite, use the rewrite-rules statement at the class-of-service
interfaces interface-nameunit logical-unit-numberhierarchy level, as shown in the following
configuration example:

[edit class-of-service interfaces interface-name unit logical-unit-number]
rewrite-rules {
dscp (rewrite-name | <default>);
dscp-ipv6 (rewrite-name | <default>);
exp (rewrite-name | <default>) protocol <protocol-types>;
exp-push-push-push <default>;
exp-swap-push-push <default>;
ieee-802.1 (rewrite-name | <default>) vlan-tag (outer | outer-and-inner);
inet-precedence (rewrite-name | <default>) protocol <protocol-types>;

}
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ToconfigureDSCP rewrite rules, use the rewrite-rules statement’s (<dscp> |<dscp-ipv6>)
option’s subordinate rewrite rules statements at the edit class-of-service hierarchy level,
as shown in the following configuration example:

[edit class-of-service]
rewrite-rules {
(<dscp> | <dscp-ipv6> | <exp> | <ieee-802.1> | <inet-precedence>) <rewrite-name> {
import (rewrite-name | <default>);
forwarding-class class-name {
loss-priority level code-point (alias | bits);

}
}

}

Related
Documentation

DSCP Rewrite for the 10-Gigabit Ethernet LAN/WAN PIC with SFP+ on page 822•

• dscp on page 1003

• dscp-ipv6 on page 1006

• forwarding-class on page 1037

• rewrite-rules on page 1145

• Understanding DSCP Classification for VPLS on page 71

• Default DSCP and DSCP IPv6 Classifiers on page 39

Queuing on 10-Gigabit Ethernet LAN/WANPICs Properties

Supported Platforms T1600, T640, TXMatrix, TXMatrix Plus

The 10-Gigabit Ethernet LAN/WANPICs have the following features to support queuing:

• Committed and peak information rate shaping on a per-queue basis

• Excess information rate configuration for allocation of excess bandwidth

• Ingress queuing based on behavior aggregate (BA) classification

• Egress queuing at the Packet Forwarding Engine and at the PIC level

The Packet Forwarding Engine egress queues are shared by two physical interfaces in

a port group.

• Weighted round-robin (WRR)schedulingwith twoqueuepriorities (lowandstrict-high)

• Two special queues available in ingress, one per physical interface, called control

queues

Layer 2 and Layer 3 control protocol packets (OSPF, OSPF3, VRRP, IGMP, RSVP, PIM,

BGP, BFD, LDP, ISIS, RIP, RIPV6, LACP, ARP, IPv6 NDP, CFM, and LFM) are mapped to

the control queue. In the control queue, these packets are not dropped even if there is

oversubscription or congestion on a port group.
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NOTE: The control queue is rate-limited to 2 Mbps per physical interface.
The packets in excess of 2 Mbps are dropped and accounted for.

Related
Documentation

Mapping Forwarding Classes to CoS Queues on 10-Gigabit Ethernet LAN/WAN PICs

on page 827

•

Mapping Forwarding Classes to CoSQueues on 10-Gigabit Ethernet LAN/WANPICs

Supported Platforms T1600, T640, TXMatrix, TXMatrix Plus

The 10-Gigabit Ethernet LAN/WANPICs support eight CoS queues per port in the egress

direction. Tomap forwarding classes to the eight CoS queues in egress, include the

following statements at the [edit class-of-service] hierarchy level:

[edit class-of-service forwarding-classes] {
class fc-be queue-num0;
class fc-be1 queue-num 1;
class fc-ef queue-num 2;
class fc-ef1 queue-num 3;
class fc-af11 queue-num 4;
class fc-af12 queue-num 5;
class fc-nc1 queue-num 6;
class fc-nc2 queue-num 7;

}

CAUTION: 10-Gigabit Ethernet LAN/WAN PICs do not support more than
eight forwarding classes. If you definemore than eight forwarding classes,
excess forwarding classes can get mapped to queues with undefined
schedulers.

The 10-GigabitEthernetLAN/WANPICssupport four ingressqueuesperphysical interface.

The PICs use restricted-queues configuration to mapmultiple forwarding classes to the

four queues. There are no queues at the logical interface level. In the following example,

two forwarding classes are mapped to one queue.

[edit class-of-service restricted-queues] {
forwarding-class fc-be queue-num0;
forwarding-class fc-be1 queue-num0;
forwarding-class fc-ef queue-num 1;
forwarding-class fc-ef1 queue-num 1;
forwarding-class fc-af11 queue-num 2;
forwarding-class fc-af12 queue-num 2;
forwarding-class fc-nc1 queue-num 3;
forwarding-class fc-nc2 queue-num 3;

}
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Related
Documentation

Queuing on 10-Gigabit Ethernet LAN/WAN PICs Properties on page 826•

• UnderstandingHowForwardingClassesAssignClasses toOutputQueuesonpage 185

• Configuring a Custom Forwarding Class for Each Queue on page 191

• forwarding-classes on page 1042

Scheduling and Shaping on 10-Gigabit Ethernet LAN/WANPICs Overview

Supported Platforms T1600, T640, TXMatrix, TXMatrix Plus

The 10-Gigabit Ethernet LAN/WAN PIC has ten 10-Gigabit Ethernet ports providing 100

Gbps ofWAN bandwidth and 50 Gbps of Packet Forwarding Engine bandwidth. On the

ingress sideof the 10-Gigabit Ethernet LAN/WANPIC, twoconsecutivephysical interfaces

on the PICs are grouped together into a port group and are serviced by a single scheduler.

The port groups are as shown in Table 125 on page 828:

Table 125: Port Groups on 10-Gigabit Ethernet LAN/WANPICs

Mapped PortsPort Group

xe-fpc/pic/0

xe-fpc/pic/1

Group 1

xe-fpc/pic/2

xe-fpc/pic/3

Group 2

xe-fpc/pic/4

xe-fpc/pic/5

Group 3

xe-fpc/pic/6

xe-fpc/pic/7

Group 4

xe-fpc/pic/8

xe-fpc/pic/9

Group 5

The two physical interfaces in a port group share 10Gbps bandwidth towards the Packet

Forwarding Engine. A scheduler has eight class-of-service (CoS) queues and two control

queues. On the ingress side of the 10-Gigabit Ethernet LAN/WAN PIC, the eight CoS

queuesare split fourplus four for the twophysical interfaces.Thus, the 10-Gigabit Ethernet

LAN/WANPICsupports four ingressqueuesandeightegressqueuesperphysical interface.

At the ingress side of the 10-Gigabit Ethernet LAN/WANPIC,multiple forwarding classes

can bemapped to one queue using the restricted-queue configuration. When creating a

scheduler-map for the ingress queues, only one forwarding class should be chosen from

themultiple forwarding classes that map to the same queue. Then, the scheduler-map
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canbespecifiedusing the setclass-of-servicescheduler-mapsmap-name forwarding-class

class-name scheduler scheduler command.

The 10-Gigabit Ethernet LAN/WAN PICs manage packet buffering internally and no

configuration is required.

NOTE: Thedelay-bandwidth buffering configuration is not supported on the
10-Gigabit Ethernet LAN/WAN PICs.

Example: Configuring Shaping Overhead on 10-Gigabit Ethernet LAN/WANPICs

Supported Platforms T1600, T640, TXMatrix, TXMatrix Plus

Bydefault, the 10-Gigabit Ethernet LAN/WANPICuses20bytesas theshapingoverhead.

This includes 8 bytes preamble and 12 bytes interpacket gap (IPG) in shaper operations.

To exclude this overhead, it should be configured as –20 bytes. The shaping overhead

value can be set between 0 and 31 bytes, as shown in the following example. This range

translates to a CLI range of –20 to 11 bytes for the shaping overhead configuration.

show chassis
fpc 6 {
pic 0 {
traffic-manager {
ingress-shaping-overhead –20;
egress-shaping-overhead –20;
}

}
}

NOTE: When the configuration for the overhead bytes on a PIC are changed,
the PIC is taken offline and then brought back online. In addition, the
configuration in theCLI is onaper-PICbasis, and thus, applies to all theports
on the PIC.

Related
Documentation

• SchedulingandShapingon 10-Gigabit Ethernet LAN/WANPICsOverviewonpage828
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CHAPTER 26

Configuring Class of Service on Enhanced
Queuing DPCs

• Enhanced Queuing DPC CoS Properties on page 831

• Configuring Rate Limits on Enhanced Queuing DPCs on page 834

• ConfiguringWRED on Enhanced Queuing DPCs on page 836

• Configuring MDRR on Enhanced Queuing DPCs on page 837

• Configuring Excess Bandwidth Sharing on page 839

• Configuring Ingress Hierarchical CoS on Enhanced Queuing DPCs on page 844

• ConfiguringCustomerVLAN(Level3)ShapingonEnhancedQueuingDPCsonpage846

• Simple Filters Overview on page 848

• Configuring Simple Filters on Enhanced Queuing DPCs on page 848

• Configuring a Simple Filter on page 850

Enhanced Queuing DPC CoS Properties

Supported Platforms MXSeries
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On a Juniper Networks MX Series 3D Universal Edge Router with Enhanced Queuing

Dense Port Concentrators (DPCs), you can configure schedulers and queues. You can

configure 15 VLAN sets per Gigabit Ethernet (1G) port and 255 VLAN sets per 10-Gigabit

Ethernet (10G)port. TheEnhancedQueuingDPCperformspriority propagation fromone

hierarchy level to another and drop statistics are available on the Enhanced Queuing

DPC per color per queue instead or just per queue.

NOTE: The Enhanced Queuing DPC (EQ DPC) does not support BA
classification for packets received fromaLayer 3 routing interface or a virtual
routing and forwarding (VRF) interface and routed to an integrated routing
and bridging interface (IRB) to reach the remote end of a pseudowire
connection. The EQ DPC also does not support BA classification for Layer 2
frames received from a Virtual Private LAN Service (VPLS) pseudowire
connection from a remote site and routed to a Layer 3 routing interface
through an IRB interface.

Juniper Networks MX Series 3D Universal Edge Routers with Enhanced Queuing DPCs

have Packet Forwarding Engines that can support up to 515 MB of framememory, and

packets are stored in 512-byte frames. Table 126 on page 832 compares the major

propertiesof the IntelligentQueuing2 (IQ2)PICand thePacket ForwardingEnginewithin

the Enhanced Queuing DPC.

Table 126: IQ2 PIC and Enhanced Queuing DPC Compared

Packet Forwarding EngineWithin Enhanced
Queuing DPCIQ2 PICFeature

16,0008,000Number of usable queues

2,000 with 8 queues each, or 4,000 with 4
queues each.

1,000 with 8 queues each.Number of shaped logical interfaces

42Number of hardware priorities

YesNoPriority propagation

Yes: schedulers/port are not fixed.No: schedulers/port are fixed.Dynamic mapping

Per queue per color (PLP high, low)Per queuesDrop statistics

Inaddition, theEnhancedQueuingDPCfeatures support forhierarchicalweighted random

early detection (WRED) and enhanced queuing on aggregated Ethernet interfaces with

link protection as well.

TheEnhancedQueuingDPCsupports the followinghierarchical scheduler characteristics:

• Shaping at the physical interface level

• Shaping and scheduling at the service VLAN interface set level
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• Shaping and scheduling at the customer VLAN logical interface level

• Scheduling at the queue level

VLAN (Level 3) shaping on a 10-Gigabit Ethernet MX Series Enhanced Queuing DPC

differs from the VLAN (Level3) shaping on a 1-Gigabit Ethernet Enhanced Queuing DPC.

Touse theVLAN(Level 3) shapingona 10-Gigabit EthernetMXSeriesEnhancedQueuing

DPC, configure an interface set at the [edit interfaces interface-set] hierarchy level. The

interface set configuration is not required for configuring a 1-Gigabit Ethernet VLANs on

the same Enhanced Queuing DPC.

The Enhanced Queuing DPC supports the following features for scalability:

• 16,000 queues per Packet Forwarding Engine

• 4 Packet Forwarding Engines per DPC

• 4000 schedulers at logical interface level (Level 3) with 4 queues each

• 2000 schedulers at logical interface level (Level 3) with 8 queues each

• 255 schedulers at the interface set level (Level 2) per 1-port Packet Forwarding Engine

on a 10-Gigabit Ethernet DPC

• 15 schedulers at the interface set level (Level 2) per 10-port Packet Forwarding Engine

on a 1-Gigabit Ethernet DPC

• About 400milliseconds of buffer delay (this varies by packet size and if large buffers

are enabled)

• 4 levels of priority (strict-high, high, medium, and low)

NOTE: Including the transmit-rate rate exact statement at the [edit

class-of-service schedulers scheduler-name] hierarchy level is not supported

on Enhanced Queuing DPCs onMX Series routers.

The way that the Enhanced Queuing DPCmaps a queue to a scheduler depends on

whether 8 queues or 4 queues are configured. By default, a scheduler at level 3 has

4 queues. Level 3 scheduler X controls queue X*4 to X*4+3, so that scheduler 100 (for

example) controls queues 400 to 403. However, when 8 queues per scheduler are

enabled, theoddnumberedschedulersaredisabled, allowing twice thenumberofqueues

per subscriber as before.With8queues, level 3 scheduler X controls queueX*4 toX*4+7,

so that scheduler 100 (for example) now controls queues 400 to 407.

You configure themax-queues-per-interface statement to set the number of queues at

4 or 8 at the FPC level of the hierarchy. Changing this statement results in a restart of

the DPC. For more information about themax-queues-per-interface statement, see the

Junos OS Network Interfaces Library for Routing Devices.

The Enhanced Queuing DPCmaps level 3 (customer VLAN) schedulers in groups to

level 2 (service VLAN) schedulers. Sixteen contiguous level 3 schedulers are mapped to

level 2 when 4 queues are enabled, and 8 contiguous level 3 schedulers are mapped to
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level 2when8queuesare enabled.All of the schedulers in thegroupshoulduse the same

queue priority mapping. For example, if the queue priorities of one scheduler are high,

medium, low, and low, then all members of this group should have the same queue

priority.

Mapping of a group at level 3 to level 2 can be done at any time. However, a group at

level 3 can only be unmapped from a level 2 scheduler only if all the schedulers in the

groupare free.Onceunmapped, a level 3groupcanbe remapped toany level 2 scheduler.

There is no restriction on the number of level 3 groups that can bemapped to a particular

level 2 scheduler. There can be 256 level 3 groups, but fragmentation of the scheduler

space can reduce the number of schedulers available. In otherwords, there are scheduler

allocation patterns that might fail even though there are free schedulers.

In contrast to level-3-to-level-2 mapping, the Enhanced Queuing DPCmaps level 2

(service VLAN) schedulers in a fixedmode to level 1 (physical interface) schedulers. On

40-port Gigabit Ethernet DPCs, there are 16 level 1 schedulers, and 10 of these are used

for the physical interfaces. There are 256 level 2 schedulers, or 16 per level 1 scheduler.

A level 1 scheduler uses level schedulers X*16 through X*16+15. So level 1 scheduler 0

uses level 2 schedulers 0 through 15, level 1 scheduler 1 uses level 2 schedulers 16 through

31, and so on. On 4-port 10-Gigabit Ethernet PICs, there is one level 1 scheduler for the

physical interface, and 256 level 2 schedulers are mapped to the single level 1 scheduler.

Themaximum number of level 3 (customer VLAN) schedulers that can be used is 4076

(4queues)or 2028(8queues) for the 10-portGigabit EthernetPacket ForwardingEngine

and 4094 (4 queues) or 2046 (8 queues) for the 10-Gigabit Ethernet Packet Forwarding

Engine.

Enhanced Queuing is supported on aggregated Ethernet (AE) interfaces with two links

in link protection mode. However, only one link in the AE bundle can be active at a time.

Traffic is shaped independently on the two links, but the member’s links do not need to

reside in the samePacket Forwarding Engine or the sameDPC. Finally, shared schedulers

are not supported on the Enhanced Queuing DPC (use hierarchical schedulers to group

logical interfaces).

Related
Documentation

ConfiguringCustomerVLAN(Level3)ShapingonEnhancedQueuingDPCsonpage846•

Configuring Rate Limits on Enhanced Queuing DPCs

Supported Platforms MX240, MX480, MX960

Youcan rate-limit the strict-highandhighqueueson theEnhancedQueuingDPC.Without

rate limits, traffic in higher-priority queues can block the transmission of lower-priority

packets. Unless limited, higher-priority traffic is always sent before lower-priority traffic,

causing the lower-priority queues to “starve” and cause timeouts and unnecessarily

resent packets.

On theEnhancedQueuingDPC, you can rate-limit queues before thepackets are queued

for output. All packets exceeding the configured rate limit are dropped, so care is required

when establishing this limit. This model is also supported on IQ2 PICs. For more
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informationaboutconfiguringCoSon IQ2PICs, see “CoSonEnhanced IQ2PICsOverview”

on page 716.

NOTE: Rate limiting is implemented differently on Enhanced Queuing DPCs
and non-queuing Packet Forwarding Engines. On Enhanced Queuing DPCs,
rate limiting is implemented using a single-rate two-color policer. On
nonqueuing Packet Forwarding Engines, rate limiting is achieved by shaping
the queue to the transmit rate and keeping the queue delay buffers small to
prevent toomanypackets frombeingqueuedafter theshaping rate is reached.

To rate-limit queues, include the transmit-rate statement with the rate-limit option at
the [edit class-of-service schedulers scheduler-name] hierarchy level:

[edit class-of-service schedulers scheduler-name]
transmit-rate rate rate-limit;

The following example limits the transmit rate of a strict-high expedited-forwarding
queue to 1 Mbps. The scheduler and scheduler map are defined, and then applied to the
traffic at the [edit interfaces] and [edit class-of-service] hierarchy levels:

[edit class-of-service]
schedulers {
scheduler-1 {
transmit-rate 1m rate-limit; # This establishes the limit
priority strict-high;

}
}
scheduler-maps {
scheduler-map-1 {
forwarding-class expedited-forwarding scheduler scheduler-1;

}
}

[edit interfaces]
s0-2/2/0 {
per-unit-scheduler;
encapsulation frame-relay;
unit 0 {
dlci 1;

}
}

[edit class-of-service]
interfaces {
so-2/2/0 {
unit 0 {
scheduler-map scheduler-map-1;
shaping-rate 2m;

}
}

}
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You can issue the following operational mode commands to verify your configuration

(the first shows the rate limit in effect):

• show class-of-service scheduler-map scheduler-map-name

• show class-of-service interface interface-name

You can issue the show interfaces queue interface-name command to view the number

ofpacketsdroppedatan interface.Theoutputof the showinterfacesqueue interface-name

command always displays the rate-limit counter fields whether or not rate limiting is

configured on the queue. Rate-limit counters are displayed in two columns. The first

column is the consolidated count of the packets dropped and the second column is the

real-time count of the packets dropped.

Rate-limit packet drop counters display the value 0 when rate limiting is not configured

on the queue or when the queue does not have rate-limit packet drops even with rate

limiting configured.

Rate-limit packet drop counters display meaningful values in both columns when the

queue has rate-limit packet drops. However, when rate limiting is not happening in real

time but has occurred earlier, the first column displays the consolidated count and the

second column displays the value 0.

You can clear the packet drop statistics by using the clear interface statistics

interface-name command.

ConfiguringWRED on Enhanced Queuing DPCs

Supported Platforms MX240, MX480, MX960

Shaping to drop out-of-profile traffic is done on the Enhanced Queuing DPC at all levels

but the queue level. However, weighed random early discard (WRED) is done at the

queue level with much the same result. WithWRED, the decision to drop or send the

packet is made before the packet is placed in the queue.

WRED shaping on the Enhanced Queuing DPC is similar to the IQ2 PIC, but involves only

two levels, not 64. The probabilistic drop region establishes aminimumand amaximum

queue depth. Below theminimum queue depth, the drop probability is 0 (send). Above

themaximum level, the drop probability is 100 (certainty).

There are four drop profiles associated with each queue. These correspond to each of

four loss priorities (low, medium-low, medium-high, and high). Sixty-four sets of four

drop profiles are available (32 for ingress and 32 for egress). In addition, there are eight

WRED scaling profiles in each direction.

To configureWRED, include the drop-profiles statement at the [edit class-of-service]
hierarchy level:

[edit class-of-service]
drop-profiles {
profile-name {
fill-level percentage drop-probability percentage;

}
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}

The followingexample is anEnhancedQueuingDPCdropprofile for expedited forwarding
traffic:

[edit class-of-service drop-profiles]
drop-ef {
fill-level 20 drop-probability 0; # MinimumQ depth
fill-level 100 drop-probability 100; #MaximumQ depth

}

Note that only two fill levels can be specified for the Enhanced Queuing DPC. You can

configure the interpolate statement, but only two fill levels are used. Thedelay-buffer-rate

statement in the traffic control profile determines the maximum queue size. This delay

buffer rate is converted to a packet delay buffers, where one buffer is equal to 512 bytes.

For example, at 10 Mbps, the Enhanced Queuing DPC allocates 610 delay buffers when

thedelay-buffer rate is set to 250milliseconds. TheWRED threshold values are specified

in terms of absolute buffer values.

TheWREDscaling factormultiples allWRED thresholds (bothminimumandmaximum)

by the value specified. There are eight values in all: 1, 2, 4, 8, 16, 32, 64, and 128. TheWRED

scaling factor is chosen to best match the user-configured drop profiles. This is done

because the hardware supports only certain values of thresholds (all values must be a

multipleof 16). So if theconfiguredvalueofa threshold is 500(for example), themultiple

of 16 is 256 and the scaling factor applied is 2, making the value 512, which allows the

value of 500 to be used. If the configured value of a threshold is 1500, the multiple of 16

is 752 and the scaling factor applied is 2, making the value 1504, which allows the value

of 1500 to be used

Hierarchical RED is used to support the oversubscription of the delay buffers (WRED is

only configured at the queue, physical interface, and PIC level). Hierarchical RED works

withWRED as follows:

• If any level accepts thepacket (thequeuedepth is less than theminimumbuffer level),

then this level accepts the packet.

• If any level probabilistically drops the packet, then this level drops the packet.

However, these rules might lead to the accepting of packets under loaded conditions

which might otherwise have been dropped. In other words, the logical interface accepts

packets if the physical interface is not congested.

Related
Documentation

Shaping Granularity Values for Enhanced Queuing Hardware on page 720•

• Managing Congestion Using REDDrop Profiles and Packet Loss Priorities on page 329.

ConfiguringMDRR on Enhanced Queuing DPCs

Supported Platforms MX240, MX480, MX960

Theguaranteed rate (CIR) at the interface set level is implementedusingmodifieddeficit

round-robin (MDRR). The EnhancedQueuing DPC hardware provides four levels of strict

priority. There is no restriction on the number of queues for each priority. MDRR is used
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among queues of the same priority. Each queue has one priority when it is under the

guaranteed rate and another priority when it is over the guaranteed rate but under the

shaping rate (PIR). The EnhancedQueuingDPChardware implements the prioritieswith

256 service profiles. Each service profile assigns eight priorities for eight queues. One set

is for logical interfaces under the guaranteed rate and another set is for logical interfaces

over the guaranteed rate but under the shaping rate. Each service profile is associated

with a group of 16 level 3 schedulers, so there is a unique service profile available for all

256 groups at level 3, giving 4096 logical interfaces.

The Junos OS provides three priorities for traffic under the guaranteed rate and one

reserved priority for traffic over the guaranteed rate that is not configurable. The Junos

OS provides three priorities when there is no guaranteed rate configured on any logical

interface.

The relationship between Junos OS priorities and the Enhanced Queuing DPC hardware

priorities below and above the guaranteed rate (CIR) is shown in Table 127 on page 838.

Table 127: Junos OS Priorities Mapped to Enhanced Queuing DPCHardware Priorities

Enhanced Queuing DPC Hardware
Priority Above Guaranteed Rate

Enhanced Queuing DPC Hardware Priority
Below Guaranteed RateJunos OS Priority

HighHighStrict-high

LowHighHigh

LowMedium-highMedium-high

LowMedium-highMedium-low

LowMedium-lowLow

To configure MDRR, configure a scheduler at the [edit class-of-service schedulers]
hierarchy level:

[edit class-of-service schedulers]
scheduler-name {
buffer-size (seconds | percent percentage | remainder | temporalmicroseconds);
priority priority-level;
transmit-rate (percent percentage | rate | remainder) <exact | rate-limit>;

}

The following example creates two schedulers for MDRR:

[edit class-of-service schedulers]
best-effort-scheduler {
transmit-rate percent 30; # if no shaping rate
buffer-size percent 30;
priority high;

}
expedited-forwarding-scheduler {
transmit-rate percent 40; # if no shaping rate
buffer-size percent 40;
priority strict-high;
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}

NOTE: The use of both shaping rate and a guaranteed rate at the interface
set level (level 2) is not supported.

MDRR is provided at three levels of the scheduler hierarchy of the Enhanced Queuing

DPCwith a granularity of 1 through 255. There are 64 MDRR profiles at the queue level,

16 at the interface set level, and 32 at the physical interface level.

Queue transmit rates are used for queue level MDRR profile weight calculation. The

queue MDRRweight is calculated differently based on themode set for sharing excess

bandwidth. If youconfigure theequaloption for excessbandwidth, then thequeueMDRR

weight is calculated as:

Queue weight = (255 * Transmit-rate-percentage) / 100

If you configure the proportional option for excess bandwidth, which is the default, then

the queue MDRRweight is calculated as:

Queue weight = Queue-transmit-rate / Queue-base-rate, where

Queue-transmit-rate = (Logical-interface-rate * Transmit-rate-percentage) / 100, and

Queue-base-rate = Excess-bandwidth-proportional-rate / 255

To configure the way that the Enhanced Queuing DPC should handle excess bandwidth,

configure the excess-bandwidth-share statement at the [edit interface-set

interface-set-name]hierarchy level. Bydefault, theexcessbandwidth is set toproportional

with a default value of 32.64 Mbps. In this mode, the excess bandwidth is shared in the

ratio of the logical interface shaping rates. If set to equal, the excess bandwidth is shared

equally among the logical interfaces.

This example sets the excess bandwidth sharing to proportional at a rate of 100Mbps
with a shaping rate of 80Mbps.

[edit interface-set example-interface-set]
excess-bandwidth-share proportional 100m;
output-traffic-control-profile PIR-80Mbps;

Shaping rates established at the logical interface level are used to calculate the MDRR

weights used at the interface set level. The 16MDRR profiles are set to initial values, and

the closest profile with rounded values is chosen. By default, the physical port MDRR

weights are preset to the full bandwidth on the interface.

Configuring Excess Bandwidth Sharing

Supported Platforms MXSeries

When using the EnhancedQueuing DPC on anMXSeries router, there are circumstances

when you should configure excess bandwidth sharing andminimum logical interface
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shaping. This section details some of the guidelines for configuring excess bandwidth

sharing.

• Excess Bandwidth Sharing and Minimum Logical Interface Shaping on page 840

• Selecting Excess Bandwidth Sharing Proportional Rates on page 840

• Mapping CalculatedWeights to HardwareWeights on page 841

• AllocatingWeightwithOnlyShapingRatesorUnshapedLogical Interfacesonpage842

• Sharing Bandwidth Among Logical Interfaces on page 843

Excess Bandwidth Sharing andMinimum Logical Interface Shaping

The default excess bandwidth sharing proportional rate is 32.65Mbps (128 Kbps x 255).

In order to havebetterweighed fair queuing (WFQ)accuracy amongqueues, the shaping

rate configured should be larger than the excess bandwidth sharing proportional rate.

Some examples are shown in Table 128 on page 840.

Table 128: Shaping Rates andWFQWeights

Total WeightsWFQWeightConfigured Queue Transmit RateShaping Rate

76(22, 30, 20, 4)(30, 40, 25, 5)10 Mbps

257(76, 104, 64, 13)(30, 40, 25, 5)33 Mbps

257(76, 104.64, 13)(30, 40, 25, 5)40Mbps

With a 10-Mbps shaping rate, the total weights are 76. This is divided among the four

queues according to the configured transmit rate. Note that when the shaping rate is

larger than the excess bandwidth sharing proportional rate of 32.65 Mbps, the total

weights on the logical interface are 257 and theWFQ accuracy is the same.

Selecting Excess Bandwidth Sharing Proportional Rates

A good excess bandwidth sharing proportional rate to configure is to choose the largest

CIR (guaranteed rate) among all the logical interfaces (units). If the logical units have

PIRs (shaping rates) only, then choose the largest PIR rate. However, this is not ideal if

a single logical interface has a large weighed round-robin (WRR) rate. This can skew the

distribution of traffic across the queues of the other logical interfaces. To avoid this issue,

set the excess bandwidth sharing proportional rate to a lower value on the logical

interfaces where theWRR rates are concentrated. This improves the bandwidth sharing

accuracyamong thequeueson thesame logical interface.However, theexcessbandwidth

sharing for the logical interface with the larger WRR rate is no longer proportional.

As an example, consider five logical interfaces on the same physical port, each with four

queues, all with only PIRs configured and no CIRs. TheWRR rate is the same as the PIR

for the logical interface. The excess bandwidth is shared proportionally with a rate of

40 Mbps. The traffic control profiles for the logical interfaces are shown in

Table 129 on page 841.
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Table 129: Sample Shaping Rates andWFQWeights

Total WeightsWFQWeightConfiguredQueueTransmitRateShaping Rate

63(60, 0, 0, 3)(95, 0, 0, 5)(Unit 0) 10 Mbps

128(32, 32, 32, 32)(25, 25, 25, 25)(Unit 1) 20 Mbps

255(102, 77, 51, 26)(40, 30, 20, 10)(Unit 2) 40Mbps

255(179, 26, 26, 26)(70, 10, 10, 10)(Unit 3) 200Mbps

20(5, 5, 5, 5)(25, 25, 25, 25)(Unit 4) 2 Mbps

Even though themaximum transmit rate for the queue on logical interface unit 3 is

200Mbps, the excess bandwidth sharing proportional rate is kept at amuch lower value.

Within a logical interface, this method provides amore accurate distribution of weights

across queues. However, the excess bandwidth is now shared equally between unit 2

and unit 3 (total weight of each = 255).

Mapping CalculatedWeights to HardwareWeights

The calculated weight in a traffic control profile is mapped to hardware weight, but the

hardware only supports a limitedWFQ profile. The weights are rounded to the nearest

hardware weight according to the values in Table 130 on page 841.

Table 130: Rounding ConfiguredWeights to HardwareWeights

Maximum ErrorWeights
Number of Traffic
Control Profiles

Traffic Control Profile
Number

50.00%1–16 (interval of 1)161–16

6.25%18–42 (interval of 2)1317–29

1.35%45–60 (interval of 3)630–35

2.25%64–92 (interval of 4)836–43

3.06%98–128 (interval of 6)644–49

3.13%136–184 (interval of 8)750–56

2.71%194–244 (interval of 10)657–62

2.05%255–255 (interval of 11)163–63

From the table, as an example, the calculated weight of 18.9 is mapped to a hardware

weight of 18, because 18 is closer to 18.9 than 20 (an interval of 2 applies in the range

18–42).
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AllocatingWeight with Only Shaping Rates or Unshaped Logical Interfaces

Logical interfaces with only shaping rates (PIRs) or unshaped logical interfaces (units)

are given a weight of 10. A logical interface with a small guaranteed rate (CIR) might get

an overall weight less than 10. In order to allocate a higher share of the excess bandwidth

to logical interfaces with a small guaranteed rate in comparison to the logical interfaces

with only shaping rates configured, a minimumweight of 20 is given to the logical

interfaces with guaranteed rates configured.

For example, consider a logical interface configuration with five units, as shown in

Table 131 on page 842.

Table 131: AllocatingWeights with PIR and CIR on Logical Interfaces

WeightsWRR PercentagesTraffic Control ProfileLogical Interface (Unit)

10, 1, 1, 195, 0, 0, 5PIR 100MbpsUnit 1

64, 64, 64, 6425, 25, 25, 25CIR 20MbpsUnit 2

128, 76, 38, 1350, 30, 15, 5PIR 40Mbps, CIR 20MbpsUnit 3

10, 1, 1, 195, 0, 0, 5UnshapedUnit 4

10, 1, 1, 195, 0, 0, 5CIR 1 MbpsUnit 5

The weights for these units are calculated as follows:

• Select the excess bandwidth sharing proportional rate to be themaximumCIR among

all the logical interfaces: 20 Mbps (unit 2).

• Unit 1 has a PIR and unit 4 is unshaped. The weight for these units is 10.

• Theweight for unit 1 queue 0 is 9.5 (10 x 95%), which translates to a hardware weight

of 10.

• The weight for unit 1 queue 1 is 0 (0 x 0%), but although the weight is zero, a weight

of 1 is assigned to give minimal bandwidth to queues with zeroWRR.

• Unit 5 has a very small CIR (1 Mbps), and a weight of 20 is assigned to units with a

small CIR.

• Theweight for unit 5 queue 0 is 19 (20 x 95%), which translates to a hardware weight

of 18.

• Unit 3 has a CIR of 20 Mbps, which is the same as the excess bandwidth sharing

proportional rate, so it has a total weight of 255.

• The weight of unit 3 queue 0 is 127.5 (255 x 50%), which translates to a hardware

weight of 128.
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Sharing Bandwidth Among Logical Interfaces

As a simple example showing how bandwidth is shared among the logical interfaces,

assume that all traffic is sent on queue 0. Assume also that there is a 40-Mbps load on

all of the logical interfaces. Configuration details are shown in Table 132 on page 843.

NOTE: On the MX960 router, bandwidth sharing across high priority and
strict-high priority schedulers configured on logical interfacesmight not be
as expected. This is a hardware limitation.

Table 132: Sharing Bandwidth Among Logical Interfaces

WeightsWRR PercentagesTraffic Control ProfileLogical Interface (Unit)

10, 1, 1, 195, 0, 0, 5PIR 100MbpsUnit 1

64, 64, 64, 6425, 25, 25, 25CIR 20MbpsUnit 2

128, 76, 38, 1350, 30, 15, 5PIR 40Mbps, CIR 20MbpsUnit 3

10, 1, 1, 195, 0, 0, 5UnshapedUnit 4

1. When the port is shaped at 40Mbps, because units 2 and 3 have a guaranteed rate

(CIR) configured, both units 2 and 3 get 20 Mbps of shared bandwidth.

2. When the port is shaped at 100Mbps, because units 2 and 3 have a guaranteed rate

(CIR) configured, each of them can transmit 20 Mbps. On units 1, 2, 3, and 4, the

60Mbps of excess bandwidth is shaped according to the values shown in

Table 133 on page 843.

Table 133: First Example of Bandwidth Sharing

BandwidthCalculationLogical Interface (Unit)

2.83 Mbps10 / (10+64+128+10) x 60MbpsUnit 1

18.11 Mbps64 / (10+64+128+10) x 60MbpsUnit 2

36.22 Mbps128 / (10+64+128+10) x 60MbpsUnit 3

2.83 Mbps10 (10+64+128+10) x 60MbpsUnit 4

However, unit 3 only has 20 Mbps extra (PIR and CIR) configured. This means that the

leftover bandwidth of 16.22 Mbps (36.22 Mbps – 20Mbps) is shared among units 1, 2,

and 4. This is shown in Table 134 on page 844.
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Table 134: Second Example of Bandwidth Sharing

BandwidthCalculationLogical Interface (Unit)

1.93 Mbps10 / (10+64+128+10) x 16.22 MbpsUnit 1

12.36 Mbps64 / (10+64+128+10) x 16.22 MbpsUnit 2

1.93 Mbps10 (10+64+128+10) x 16.22 MbpsUnit 4

Finally, Table 135 on page 844 shows the resulting allocation of bandwidth among the

logical interfaces when the port is configured with a 100-Mbps shaping rate.

Table 135: Final Example of Bandwidth Sharing

BandwidthCalculationLogical Interface (Unit)

4.76 Mbps2.83 Mbps + 1.93 MbpsUnit 1

50.47 Mbps20Mbps + 18.11 Mbps + 12.36 MbpsUnit 2

40Mbps20Mbps + 20MbpsUnit 3

4.76 Mbps2.83 Mbps + 1.93 MbpsUnit 4

Configuring Ingress Hierarchical CoS on Enhanced Queuing DPCs

Supported Platforms MXSeries

You can configure ingress CoS parameters, including hierarchical schedulers, on MX

Series routerswith EnhancedQueuingDPCs (that is, line cards that haveaqueuing chip).

In general, the supported configuration statements apply to per-unit schedulers or to

hierarchical schedulers.

NOTE: Ingress CoS is not supported on line cards that do not contain a
queuing chip.

To configure ingress CoS for per-unit schedulers, include the following statements at
the [edit class-of-service interfaces interface-name] hierarchy level:

NOTE: The input-scheduler-map and input-traffic-control-profile statements
aremutually exclusive at the same hierarchy level.

[edit class-of-service interfaces interface-name]
input-excess-bandwidth-share (proportional value | equal);
input-scheduler-mapmap-name;
input-shaping-rate rate;
input-traffic-control-profile profile-name shared-instance instance-name;
unit logical-unit-number;
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input-scheduler-mapmap-name;
input-shaping-rate (percent percentage | rate);
input-traffic-control-profile profile-name shared-instance instance-name;

}

To configure ingress CoS for hierarchical schedulers, include the interface-set
interface-set-name statement at the [edit class-of-service interfaces] hierarchy level:

[edit class-of-service interfaces]
interface-set interface-set-name {
input-excess-bandwidth-share (proportional value | equal);
input-traffic-control-profile profile-name shared-instance instance-name;
input-traffic-control-profile-remaining profile-name;
interface interface-name {
input-excess-bandwidth-share (proportional value | equal);
input-traffic-control-profile profile-name shared-instance instance-name;
input-traffic-control-profile-remaining profile-name;
unit logical-unit-number;
input-traffic-control-profile profile-name shared-instance instance-name;

}
}

}

By default, ingress CoS features are disabled on the Enhanced Queuing DPC.

For an EnhancedQueuing (EQ)DPConanMXSeries router, CoSqueuing and scheduling
are enabled on the egress side but disabled on the ingress side by default. To enable
ingress CoS on the EQ DPC, youmust configure the traffic-manager statement with
ingress-and-egressmode:

[edit chassis fpc slot-number pic pic-number]
traffic-manager mode ingress-and-egress;

NOTE: If you enable ingress CoS settings and inline services on the same
FPC, the FPCmoves to the offline state. This behavior is expected because
traffic black hole detection is triggered that causes the FPC tomove to the
offline state.

Configured CoS features on the ingress are independent of CoS features on the egress,

with the following exceptions:

• If you configure a per-unit or hierarchical scheduler at the [edit class-of-service

interfaces]hierarchy level, theschedulersapply inboth the ingressandegressdirections.

• You cannot configure the same logical interface on an ingress and an egress interface

set. A logical interface can only belong to one interface set.

• TheDPC’s framebuffer of 512MB is sharedbetween ingress andegress configurations.

The following behavior aggregate (BA) classification tables are supported on the ingress

side of the Enhanced Queuing DPC:

• inet-precedence

• DSCP
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• exp (MPLS)

• DSCP for IPv6

• IEEE 802.1p

Related
Documentation

Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238•

• Enhanced Queuing DPC CoS Properties on page 831

Configuring Customer VLAN (Level 3) Shaping on Enhanced Queuing DPCs

Supported Platforms MXSeries

CustomerVLAN(level 3) shapingonanMXSeries 10-Gigabit EthernetEnhancedQueuing

DPCdiffers fromthecustomerVLAN(level 3) shapingonanMXSeries 1-Gigabit Ethernet

Enhanced Queuing DPC. To use the customer VLAN (level 3) shaping on an MX Series

10-Gigabit Ethernet Enhanced Queuing DPC, configure an interface set at the [edit

interfaces interface-set] hierarchy level. You do not need to configure the interface set

whileusingcustomerVLAN(level3)onanMXSeries 1-GigabitEthernetEnhancedQueuing

DPC.

To configure customer VLAN (level 3) shaping on an MX Series 10-Gigabit Ethernet

Enhanced Queuing DPC:

1. Configure the interface set at the [edit interfaces] hierarchy level.

[edit interfaces]
user@host# set interface-set jnpr interface unit 100
user@host# set interface-set jnpr interface xe-1/0/0 unit 101

2. Configure the hierarchical scheduler and enable VLAN tagging.

[edit interfaces]
user@host# set xe-1/0/0 hierarchical-scheduler
user@host# set xe-1/0/0 vlan-tagging

3. Configure the logical interface properties.

[edit interfaces]
user@host# set xe-1/0/0 unit 100 vlan-id 100
user@host# set xe-1/0/0 unit 100 family inet address 10.1.0.1/24
user@host# set xe-1/0/0 unit 101 vlan-id 101
user@host# set xe-1/0/0 unit 101 family inet address 10.1.1.1/24

4. Configure the traffic control profiles at the [edit class-of-service] hierarchy level.

[edit class-of-service]
user@host# set traffic-control-profiles profile1 shaping-rate 10g burst-size 2k
user@host# set traffic-control-profiles profile1 guaranteed-rate 10g burst-size 2k
user@host# set traffic-control-profiles profile2 shaping-rate 50mburst-size 2k
user@host# set traffic-control-profiles profile2 guaranteed-rate 50mburst-size 2k
user@host# set traffic-control-profiles profile3 shaping-rate 80mburst-size 3k
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user@host# set traffic-control-profiles profile3 guaranteed-rate 80mburst-size 3k

5. Configure the output traffic control profiles at the [edit class-of-service interfaces]

hierarchy level.

[edit class-of-service interfaces]
user@host# set interface-set jnpr output-traffic-control-profiles profile1
user@host# set xe-1/0/0 unit 100 output-traffic-control-profiles profile2
user@host# set xe-1/0/0 unit 101 output-traffic-control-profiles profile3

To configure customer VLAN (level 3) shaping on an MX Series 1-Gigabit Ethernet

Enhanced Queuing DPC:

1. Configure the interface set at the [edit interfaces] hierarchy level.

[edit interfaces]
user@host# set interface ge-1/0/0 unit 100
user@host# set interface ge-1/0/0 unit 101

2. Configure the hierarchical scheduler and enable the VLAN tagging.

[edit interfaces]
user@host# set ge-1/0/0 hierarchical-scheduler
user@host# set ge-1/0/0 vlan-tagging

3. Configure the logical interface properties.

[edit interfaces]
user@host# set ge-1/0/0 unit 100 vlan-id 100
user@host# set ge-1/0/0 unit 100 family inet address 10.1.0.1/24
user@host# set ge-1/0/0 unit 101 vlan-id 101
user@host# set ge-1/0/0 unit 101 family inet address 10.1.1.1/24

4. Configure the traffic control profiles at the [edit class-of-service] hierarchy level.

[edit class-of-service]
user@host# set traffic-control-profiles profile1 shaping-rate 10g burst-size 2k
user@host# set traffic-control-profiles profile1 guaranteed-rate 10g burst-size 2k
user@host# set traffic-control-profiles profile2 shaping-rate 50mburst-size 2k
user@host# set traffic-control-profiles profile2 guaranteed-rate 50mburst-size 2k
user@host# set traffic-control-profiles profile3 shaping-rate 80mburst-size 3k
user@host# set traffic-control-profiles profile3 guaranteed-rate 80mburst-size 3k

5. Configure the traffic control profiles at the [edit class-of-service interfaces] hierarchy

level.

[edit class-of-service interfaces]
user@host# set ge-1/0/0 unit 100 output-traffic-control-profiles profile2
user@host# set ge-1/0/0 unit 101 output-traffic-control-profiles profile3

Related
Documentation

Enhanced Queuing DPC CoS Properties on page 831•
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Simple Filters Overview

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Simple filters are recommended for metropolitan Ethernet applications. They are

supported on Gigabit Ethernet intelligent queuing 2 (IQ2) and EnhancedQueuing Dense

Port Concentrator (DPC) interfaces only.

Unlike normal filters, simple filters are for IPv4 traffic only and have the following

restrictions:

• The next term action is not supported.

• Qualifiers, such as the except and protocol-except statements, are not supported.

• Noncontiguous masks are not supported.

• Multiple sourceaddressesanddestinationaddresses ina single termarenot supported.

If you configure multiple addresses, only the last one is used.

• Rangesareonly valid as sourceordestinationports. For example, source-port400-500

or destination-port 600-700.

• Output filters are not supported. You can apply a simple filter to ingress traffic only.

• Simple filters are not supported for interfaces in an aggregated-Ethernet bundle.

• Explicitly configurable terminating actions, such as accept, reject, and discard, are not

supported. Simple filters always accept packets.

NOTE: On the MX Series routers with the Enhanced Queuing DPC, the
forwarding class is not supported as a frommatch condition.

Related
Documentation

Configuring a Simple Filter on page 761•

Configuring Simple Filters on Enhanced Queuing DPCs

Supported Platforms MXSeries

You can configure and apply a simple filter to performmultifield classification on the

ingress interfaces of an MX Series router with Enhanced Queuing DPCs. These simple

filters can be used to override default CoS classification parameters such as forwarding

class or loss priority. Simple filters, in contrast to other firewall filters, only support a

subset of the full firewall filter syntax.

To configure a simple filter, include the simple-filter statement at the [edit firewall family
inet] hierarchy level:

[edit firewall family inet]
simple-filter filter-name {
term term-name {
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from {
...match-conditions...

}
then {
forwarding-class class-name;
loss-priority priority;

}
}

}

The following example configures a simple filter to detect ingress packets from various

source addresses (10.1.1.1/32, 10.10.10.10/32, and 10.4.0.0/8), destination addresses

(10.6.6.6/32), protocols (tcp), and source ports (400-500, http). The filter then assigns

various forwarding classes and loss priorities to the filtered traffic. Finally, the filter is

applied to the input side of an Enhanced Queuing DPC interface (ge-2/3/3).

[edit]
firewall {
family inet {
simple-filter sf-for-eq-dpc {
term 1 {
from {
source-address 10.1.1.1/32;
protocol tcp;

}
then loss-priority low;

}
term 2 {
from {
source-address 10.4.0.0/8;
source-port http;

}
then loss-priority high;

}
term 3 {
from {
destination-address 10.6.6.6/32;
source-port 400-500;

}
then {
loss-priority low;
forwarding-class best-effort;

}
}
term 4 {
from {
forwarding-class expedited-forwarding;
source-address 10.10.10.10/32;

}
then loss-priority low;

}
term 5 {
from {
source-address 10.10.10.10/32;

}
then loss-priority low;
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}
}

}
}
interfaces { # Apply the simple filter above to the input side of the interface.
ge-2/3/3 {
unit 0 {
family inet {
simple-filter {
input sf-for-eq-dpc;

}
}

}
}

Related
Documentation

Simple Filter Overview•

• How Simple Filters Evaluate Packets

• Guidelines for Configuring Simple Filters

• Guidelines for Applying Simple Filters

Configuring a Simple Filter

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

This simple filter sets the loss priority to low for TCP traffic with source address 10.1.1.1,

sets the loss priority to high for HTTP (web) traffic with source addresses in the

203.0.113.0/24 range, and sets the loss priority to low for all traffic with destination

address 10.6.6.6. The simple filter is appliedasan input filter (arrivingpacketsare checking

for destination address 10.6.6.6, not queued output packets) on interface ge-0/0/1.0.

[edit]
firewall {
family inet {
simple-filter filter1 {
term 1 {
from {
source-address {
10.1.1.1/32;

}
protocol {
tcp;

}
}
then loss-priority low;

}
term 2 {
from {
source-address {
203.0.113.0/24;

}
source-port {
http;

Copyright © 2017, Juniper Networks, Inc.850

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ex-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


}
}
then loss-priority high;

}
term 3 {
from {
destination-address {
10.6.6.6/32;

}
}
then {
loss-priority low;
forwarding-class best-effort;

}
}

}
}

}
interfaces {
ge-0/0/1 {
unit 0 {
family inet {
simple-filter {
input filter1;

}
address 10.1.2.3/30;

}
}

}
}

Related
Documentation

• Simple Filters Overview on page 760
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CHAPTER 27

Configuring Class of Service on MICs,
MPCs, and MLCs

• CoS Features and Limitations on MIC and MPC Interfaces on page 854

• Dedicated Queue Scaling for CoS Configurations on MIC and MPC Interfaces

Overview on page 855

• Verifying the Number of Dedicated Queues Configured on MIC and MPC

Interfaces on page 857

• Scaling of Per-VLAN Queuing on Non-Queuing MPCs on page 858

• Increasing Available Bandwidth on Rich-Queuing MPCs by Bypassing the Queuing

Chip on page 863

• Multifield Classifier for Ingress Queuing on MX Series Routers with MPC on page 864

• Example: Configuring a Filter for Use as an Ingress Queuing Filter on page 865

• Ingress Rate Limiting on MX Series Routers with MPCs on page 868

• Rate Shaping on MIC and MPC Interfaces on page 869

• Per-Priority Shaping on MIC and MPC Interfaces Overview on page 870

• Example: Configuring Per-Priority Shaping on MIC and MPC Interfaces on page 875

• ConfiguringStaticShapingParameters toAccount forOverhead inDownstreamTraffic

Rates on page 881

• Example: Configuring Static Shaping Parameters to Account for Overhead in

Downstream Traffic Rates on page 882

• Traffic Burst Management on MIC and MPC Interfaces Overview on page 884

• Understanding Hierarchical Scheduling for MIC and MPC Interfaces on page 887

• Configuring Ingress Hierarchical CoS on MIC and MPC Interfaces on page 889

• Configuring a CoS Scheduling Policy on Logical Tunnel Interfaces on page 891

• Per-Unit Queuing and Hierarchical Queuing for MIC and MPC Interfaces on page 892

• Managing Dedicated andRemainingQueues for Static CoSConfigurations onMIC and

MPC Interfaces on page 896

• Excess Bandwidth Distribution on MIC and MPC Interfaces Overview on page 897

• BandwidthManagementforDownstreamTraffic inEdgeNetworksOverviewonpage898

• Scheduler Delay Buffering on MIC and MPC Interfaces on page 900

853Copyright © 2017, Juniper Networks, Inc.



• Managing Excess Bandwidth Distribution on Static Interfaces on MICs and

MPCs on page 900

• Drop Profiles on MIC and MPC Interfaces on page 903

• Intelligent Oversubscription on MIC and MPC Interfaces Overview on page 903

• Jitter Reduction in Hierarchical CoS Queues on page 905

• Example: Reducing Jitter in Hierarchical CoS Queues on page 907

• CoS on Ethernet Pseudowires in Universal Edge Networks Overview on page 913

• CoS Scheduling Policy on Logical Tunnel Interfaces Overview on page 914

• ConfiguringCoSonanEthernetPseudowire forMultiserviceEdgeNetworksonpage914

• CoS for L2TP LNS Inline Services Overview on page 915

• Configuring Static CoS for an L2TP LNS Inline Service on page 916

• CoS on Circuit Emulation ATMMICs Overview on page 918

• Configuring CoS on Circuit Emulation ATMMICs on page 919

• Understanding IEEE 802.1p Inheritance push and swap from a Transparent

Tag on page 921

• Configuring IEEE 802.1p Inheritance push and swap from the Transparent

Tag on page 922

• CoS on Application Services Modular Line Card Overview on page 924

CoS Features and Limitations onMIC andMPC Interfaces

Supported Platforms MXSeries

MICandMPC interfacesonMXSeries3DUniversalEdge routersuse theTriochipset-based

queuingmodel, which supports CoS characteristics that are optimized compared toCoS

characteristics supported by the standard queuing model. However, some CoS features

are not supported or are supported with limitations on MIC and MPC interfaces.

When configuring CoS features on MIC and MPC interfaces on MX Series routers, keep

the following limitations in mind.

Table 136: CoS Limitations onMIC andMPC Interfaces

Limitation onMIC or MPC InterfacesCoS Feature

Interfaces on MPCs support up to 32 classifiers of each type per module.Classifiers

Whenyouconfigureabehavior aggregate (BA)classifier thatdoesnot includeaspecific rewrite
rule for MPLS packets, we highly recommend that you enable the default MPLS EXP classifier.
Doing soensures thatMPLSexpvalue is rewrittenaccording to theBAclassifier rules configured
for forwarding or packet loss priority. For more information, see “Default MPLS EXP Classifier”
on page 40.

To enable the default MPLS EXP classifier, include the default statement at the [edit
class-of-service interfaces interface-name unit logical-unit-number rewrite-rules exp] hierarchy
level.

BA classifier forMPLSpackets
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Table 136: CoS Limitations onMIC andMPC Interfaces (continued)

Limitation onMIC or MPC InterfacesCoS Feature

For interfaces on MPCs or on MICs installed in MPCs, you can figure up to 32 rewrite rules:

• DCSP rewrite rules

• Internet rewrite rules

• EXP rewrite rules

• IEEE rewrite rules

However, if you configure all 32 allowed rewrite rules, the class-of-service process can
intermittently fail and generate syslog entries.

Rewrite rules

On interfaces other thanMIC andMPC interfaces, the default EXP rewrite rule is automatically
applied to MPLS-enabled interfaces, even if not configured. On MIC and MPC interfaces, you
must explicitly configure EXP rewrite rules to MPLS-enabled interfaces.

Default rewrite rules for
MPLS-enabled interfaces

For MIC andMPC interfaces for VPLS or bridge domains, rewrite service VLAN tag CoS bits by
configuring the rewrite rules on the core-facing interface.

Rewrite rules for
service VLAN tag CoS bits

Interfaces on MICs and MPCs do not support the excess-bandwidth-share configuration
statement,which specifieshowexcessbandwidthatan interface set inahierarchical scheduler
environment is to be shared: proportionally or equally.

Instead, you can include the excess-rate statement at one of the following hierarchy levels:

• [edit class-of-service schedulers scheduler-name]

• [edit class-of-service traffic-control-profiles traffic-control-profile-name]

Excess bandwidth sharing

MIC and MPC interfaces take all Layer 1 and Layer 2 overhead bytes into account for all levels
of the hierarchy, including preamble, interpacket gaps, frame check sequence, and cyclical
redundancy check.

Queue statistics also take these overheads into account when displaying byte statistics.

Layer 1 and Layer 2 overhead

When load balancing EQMIC interfaces installed in Type 1 MPCs, you should configure odd-
and even-numbered interfaces in the form interface-fpc/odd | even/ports. For example, if one
link is xe-1/0/0, the other should be xe-1/1/0. If you do not configure odd and even load
balancing, the system RED-drops packets when sending at line rate. This limitation does not
apply to interfaces on EQMICs installed in Type 2 MPCs.

Pairing of load-balancing links

Related
Documentation

Rate Shaping on MIC and MPC Interfaces on page 869•

• Understanding Hierarchical Scheduling for MIC and MPC Interfaces on page 887

• Scheduler Delay Buffering on MIC and MPC Interfaces on page 900

• Drop Profiles on MIC and MPC Interfaces on page 903

DedicatedQueueScaling forCoSConfigurationsonMICandMPC InterfacesOverview

Supported Platforms MXSeries
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QueuingEthernetModular Port Concentrators (MPCs)provide a set of dedicatedqueues

for subscriber interfaces configured with hierarchical scheduling or per-unit scheduling.

The dedicated queues offered on these MPCs enable service providers to reduce costs

through different scaling configurations. These queuing MPCs enable service providers

to reduce the cost per subscriber by allowing many subscriber interfaces to be created

with four or eight queues.

This topic describes the overall queue, scheduler node, and logical interface scaling for

subscriber interfaces created on these MIC and MPC combinations.

Queue Scaling for MPCs

Beginning with Junos OS Release 15.1, MPC2E-3D-NG-Q, MPC3E-3D-NG-Q,

MPC5EQ-40G10G, andMPC5EQ-100G10GMPCs support up to five levels of heirarchical

queuing.Table 137onpage856 lists thenumberofdedicatedqueuesandnodessupported

per MPC.

Table 137: Dedicated Queues for MPCs

Level 1 Nodes
(Ports)Level 2 NodesLevel 3 NodesLevel 4 Nodes

Dedicated
QueuesMPC

384400016,00064,000512,000MPC2E-3D-NG-Q

MPC3E-3D-NG-Q

384400032,000128,0001 millionMPC5EQ-40G10G

MPC5EQ-100G10G

CAUTION: Themaximum scaling targets provided in Table 137 on page 856
are based on system level design specifications. Actual realized subscriber
or session scale is highly dependent upon the configuration and can be
influenced by configuration variables including: the number of routes, the
numberof enabledservices, thenumberofpolicyand firewall filters, policers,
counters, statistics and accessmodel type. Once you define a configuration,
your Juniper account team can help characterize the expected system level
scale or scale range for your live deployment.

MPCs vary in the number of Packet Forwarding Engines on board. MPC2E-3D-NG-Q and

MPC3E-3D-NG-QMPCs each have one Packet Forwarding Engine, allowing all 64,000

level 4 (subscriber) nodes to be allocated to a single MIC. MPC5EQMPCs have two

Packet Forwarding Engines, one for each possible MIC, each supporting 64,000 level 4

(subscriber) nodes.
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NOTE: The nonqueuing MPCsMPC2E-3D-NG, MPC3E-3D-NG,
MPC5E-40G10G, andMPC5E-100G10G provide up to eight queues per port
in standard configuration. However, each of these MPCs can be configured
toprovide limited-scalehierarchical classof service (HCoS)andup to32,000
queues.

Managing Remaining Queues

When the number of available dedicated queues on the MPC drops below 10 percent,

an SNMP trap is generated to notify you.

When themaximum number of dedicated queues on the MPCs is reached, a system log

message,COSD_OUT_OF_DEDICATED_QUEUES, is generated.Thesystemdoesnotprovide

subsequent subscriber interfaceswith adedicated set of queues. For per-unit scheduling

configurations, there are no configurable queues remaining on the MPC.

For hierarchical scheduling configurations, remaining queues are available when the

maximumnumber of dedicated queues is reached on theMPC. Traffic from these logical

interfaces is considered unclassified and attached to a common set of queues that are

shared by all subsequent logical interfaces. These common queues are the default port

queues that are created for every port. You can configure a traffic-control profile and

attach that to the interface to provide CoS parameters for the remaining queues.

These subscriber interfaces remain with this traffic-control profile, even if dedicated

queues become available.

Release History Table DescriptionRelease

Beginning with Junos OS Release 15.1, MPC2E-3D-NG-Q, MPC3E-3D-NG-Q,
MPC5EQ-40G10G, and MPC5EQ-100G10GMPCs support up to five levels of
heirarchical queuing.

15.1

Related
Documentation

Hierarchical Class of Service Feature Guide•

• Understanding Hierarchical Scheduling on page 315

• Managing Dedicated andRemainingQueues for Static CoSConfigurations onMIC and

MPC Interfaces on page 896

• ManagingDedicatedandRemainingQueues forDynamicCoSConfigurations onMICand

MPC Interfaces

• Understanding Hierarchical Scheduling for MIC and MPC Interfaces on page 887

Verifying the Number of Dedicated Queues Configured onMIC andMPC Interfaces

Supported Platforms MXSeries
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Purpose Display the number of dedicated queue resources that are configured for the logical

interfaces on a port.

Action user@host#show class-of-service interface ge-1/1/0
Physical interface: ge-1/1/0, Index: 166
Queues supported: 4, Queues in use: 4
Total non-default queues created: 4
  Scheduler map: <default>, Index: 2
  Chassis scheduler map: <default-chassis>, Index: 4

  Logical interface: ge-1/1/0.100, Index: 72, Dedicated Queues: no
    Shaping rate: 32000
    Object              Name                   Type                  Index
    Scheduler-map       <remaining>                                  0
    Classifier          ipprec-compatibility   ip                    13

  Logical interface: ge-1/1/0.101, Index: 73, Dedicated Queues: no
    Shaping rate: 32000
    Object              Name                   Type                  Index
    Scheduler-map       <remaining>                                  0
    Classifier          ipprec-compatibility   ip                    13

  Logical interface: ge-1/1/0.102, Index: 74, Dedicated Queues: yes
    Shaping rate: 32000
    Object                   Name               Type                 Index
    Traffic-control-profile  <control_tc_prof>  Output               45866

Related
Documentation

Managing Dedicated andRemainingQueues for Static CoSConfigurations onMIC and

MPC Interfaces on page 896

•

• ManagingDedicatedandRemainingQueues forDynamicCoSConfigurations onMICand

MPC Interfaces

Scaling of Per-VLANQueuing on Non-QueuingMPCs

Supported Platforms MX2010, MX2020, MX240, MX480, MX960

Per-VLAN (logical interface) queueing has been introduced onmost MPCs supported

on the MX platform. Table 138 on page 858 shows the details along with the supported

JUNOS release.

Table 138: MPC andMIC support for per-VLAN (logical interface) queuing

JUNOS ReleaseMICs SupportedMPC

13.2N/A16x10GEMPC

13.22x10GE XFPMPC3E

13.210x10GE SFPP

13.22x40G QSFPP
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Table 138: MPC andMIC support for per-VLAN (logical interface) queuing (continued)

JUNOS ReleaseMICs SupportedMPC

13.21x100GE CXP

13.21x100G CFP

13.3N/AMPC4E-32x10GE SFPP

13.3N/AMPC4E-2x100GE+8x10GE SFPP

15.124x10GE SFPPMPC6E

15.124x10GE SFFP OTN

15.12x100GE CFP2 OTN

15.14x100GE CXP

13.3R3N/AMPC5E-10G100G

13.3R3N/AMPC5E-10G40G

15.120x1GE SFPMPC2E-3D-NG/MPC3E-3D-NG

15.12xGE-XFP

15.140x1GE

15.14xGE-XFP

15.18OC3OC12-4OC48

15.14OC3OC12-1OC48

15.18CHOC3-4CHOC12

15.14CHOC3-1CHOC12

15.18DS3-E3

15.11xOC192-XFP

15.116xCHE1-T1-CE

15.18OC3-2OC12-ATM-CC-CE

15.14COC3-1COC12-CE

15.120xGE-SFP-E
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Table 138: MPC andMIC support for per-VLAN (logical interface) queuing (continued)

JUNOS ReleaseMICs SupportedMPC

15.12x10GE XFPMPC3E-3D-NG

15.110x10GE SFPP

15.12x40G QSFPP

15.11x100GE CXP

To enable logical interface scheduling, you include the per-unit-scheduler statement at

the [edit interfaces interfacename]hierarchy level.Whenper-unit schedulersareenabled,

youcandefinededicatedschedulers for logical interfacesby including the scheduler-map

statement at the [edit class-of-service interfaces interface name unit logical unit number]

hierarchy level. Alternatively, you can include the scheduler-map statement at the [edit

class-of-service traffic-control-profiles traffic control profile name] hierarchy level and

then include the output-traffic-control-profile statement at the [edit class-of-service

interfaces interface name unit logical unit number] hierarchy level.

Table 139 on page 860 shows the number of VLANs per port available in both 8-queue

and 4-queuemode for 16x10GE, MPC3E, MPC4E and MPC6E.

Table 139: Number of VLANs on 16x10G, MPC3E, MPC4E andMPC6E

VLANs/Port – 4-Queue
Mode

VLANs/Port – 8-Queue
ModeMICMPC

4421No16X10GE

42202x10GE with XFPMPC3E

34 per group of 5 ports*12 per group of 5 ports*10X10GE with SFP+

42202X40GE with QSFP+

42201X100GE with CXP

48 per group of 4 ports*20 per group of 4 ports*No32x10GEMPC4E

5426No2x100GE + 8x10GE
MPC4E

*The 10X10GEMIC for the MPC3E, the 32X10GEMPC4E, and the 24X10GEMICs for the MPC6E share VLANs across a port
group. You can assign all of the available VLANs to one port within the port group or spread them across the ports in any
combination.
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Table 139: Number of VLANs on 16x10G, MPC3E, MPC4E andMPC6E (continued)

VLANs/Port – 4-Queue
Mode

VLANs/Port – 8-Queue
ModeMICMPC

42 per group of 3 ports*20 per group of 3 ports*24X10GEMPC6E

54262X100GE with CFP2 OTN

44214X100GEMIC with CXP

*The 10X10GEMIC for the MPC3E, the 32X10GEMPC4E, and the 24X10GEMICs for the MPC6E share VLANs across a port
group. You can assign all of the available VLANs to one port within the port group or spread them across the ports in any
combination.

Enabling and configuring per-unit schedulers on these interfaces adds additional output

to the show interfaces interfacename [detail | extensive]command.This additional output

lists the maximum resources available and the number of configured resources for

schedulers. Following is sample output showing the CoS scheduler resource information

on a non-queuing line card:

root@R1# run show interfaces et-2/2/0 detail

Physical interface: et-2/2/0, Enabled, Physical link is Down
  Interface index: 165, SNMP ifIndex: 550, Generation: 168
  Link-level type: Ethernet, MTU: 1522, Speed: 100Gbps, BPDU Error: None, Loopback:
 Disabled, Source filtering: Disabled,
  Flow control: Enabled
  Device flags   : Present Running Down
  Interface flags: Hardware-Down SNMP-Traps Internal: 0x4000
  Link flags     : Scheduler
  CoS queues     : 8 supported, 8 maximum usable queues
  Schedulers     : 0
  Hold-times     : Up 0 ms, Down 0 ms
  Current address: 80:71:1f:10:e6:b4, Hardware address: 80:71:1f:10:e6:b4
  Last flapped   : 2013-05-07 16:17:01 PDT (03:16:41 ago)
  Statistics last cleared: Never
  Traffic statistics:
   Input  bytes  :                    0                    0 bps
   Output bytes  :                    0                    0 bps
   Input  packets:                    0                    0 pps
   Output packets:                    0                    0 pps
   IPv6 transit statistics:
    Input  bytes  :                   0
    Output bytes  :                   0
    Input  packets:                   0
    Output packets:                   0
  Egress queues: 8 supported, 4 in use
CoS scheduler resource information:

    Maximum units supported per MIC/PIC: 20
    Configured units per MIC/PIC: 1
    Maximum units allowed per port: 20
    Configured units on this port: 1
  Queue counters:       Queued packets  Transmitted packets      Dropped packets

    0 best-effort                    0                    0                    0
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    1 expedited-fo                   0                    0                    0

    2 assured-forw                   0                    0                    0

    3 network-cont                   0                    0                    0

  Queue number:         Mapped forwarding classes
    0                   best-effort

If youenablemoreVLANsthan thepreviouslymentionedMPC/MICcombinationssupport,

VLANsup to thesupportednumbers receivededicatedqueuing resources.Theadditional

VLANs share port queues. Scheduling for port queues cannot be controlled. However,

port queues are guaranteed 1 percent of the physical interface bandwidth to avoid queue

starving and buffer holdup.

In the case of MPC2E-NG/3E-NG, MPC5E and MPC7E/8E/9E SKUs, the following

commandneeds to be configured to enable “flexible queuing” on theMPC. Configuration

of this knob results in a rebootof theMPC.Theper-unit-scheduler, hierarchical scheduling

and 2 level hierarchical scheduling are supported. There are 32K queues enabled and

they can be used for either ingress queueing or egress queueing. The 32K queues are

available when all 8 queues are used per IFL.

chassis {
fpc 0 {
flexible-queuing-mode; }
}

Table 140 on page 862 shows the number of VLANs per port available in both 8-queue

and 4-queuemode for MPC3E-NG/MPC2E-NG, and MPC5E.

Table 140: Number of VLANs onMPC3E-NG/MPC2E-NG, MPC5E

VLANs/Port – 4-Queue
Mode

VLANs/Port – 8-Queue
ModeMICMPC

32K32KSupported MICsMPC3E-NG/MPC2E-NG

32K32KSupported MICsMPC5E

NOTE: The persistency of queuing resources for a set of VLANs cannot be
maintained through the following events:

• System reboot

• MPC or MIC restart

• ARoutingEngineswitchwithoutgracefulRoutingEngineswitchover(GRES)

• Disabling then re-enabling per-unit scheduler

• Deactivating then reactivating interfaces

• Deactivating then reactivating class-of-service (CoS) interfaces
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Related
Documentation

per-unit-scheduler on page 1122•

• Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277

IncreasingAvailableBandwidthonRich-QueuingMPCsbyBypassing theQueuingChip

Supported Platforms MX2010, MX2020, MX240, MX480, MX960

Queuing MPCs contain a queuing chip that enables rich-queuing features such as

hierarchical and per-vlan queuing. By default, all traffic passing through an interface on

one of these MPCs also passes through the queuing chip, which decreases the available

bandwidth of the interface. If you do not require hierarchical or per-vlan queuing on a

particular interface of a queuing MPC, you can bypass the queuing chip to increase the

available bandwidth.

To bypass the queuing chip on a queuing MPC, youmust be running Junos OS Release

14.2 or later. You can bypass the queuing chip on the following line cards:

• MPC1 Q

• MPC1E Q

• MPC2 Q

• MPC2 EQ

• MPC2E Q

• MPC2E EQ

• MPC5E Q (2x100GE + 4x10GE MPC5EQ or 6x40GE + 24x10GE MPC5EQ)

To bypass the queuing chip on an interface on a queuing MPC:

1. Ensure that neither per-unit-scheduler nor hierarchical-scheduler is configured on the

interface.

NOTE: It is not possible to bypass the queuing chip on an interface if
per-unit or hierarchical scheduling is configured on that interface.

2. Enable bypass-queuing-chip on the interface.

For example:

[edit interfaces]
user@router# set interface- name bypass-queuing-chip

3. Commit your changes.

[edit interfaces]
user@router# show
interface-name {
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    bypass-queueing-chip;
}

4. Verify your changes.

user@router> show interfaces interface-name
Physical interface: interface-name, Enabled, Physical link is Up
  Interface index: 147, SNMP ifIndex: 524
  Link-level type: Ethernet, MTU: 1514, MRU: 1522, LAN-PHY mode, Speed: 
1000mbps,
  BPDU Error: None, MAC-REWRITE Error: None, Loopback: Disabled, Source 
filtering: Disabled,
  Flow control: Enabled, Auto-negotiation: Enabled, Remote fault: Online
  Pad to minimum frame size: Disabled
  Device flags   : Present Running
  Interface flags: SNMP-Traps Internal: 0x4000
  Link flags     : None
  CoS queues     : 8 supported, 4 maximum usable queues
  Schedulers     : 0, Queuing Chip Bypassed
  Current address: 00:21:59:0f:35:31, Hardware address: 00:21:59:0f:35:31
  Last flapped   : 2014-04-29 14:10:18 PDT (02:27:46 ago)
  Input rate     : 0 bps (0 pps)
  Output rate    : 0 bps (0 pps)
  Active alarms  : None
  Active defects : None
  Interface transmit statistics: Disabled

Release History Table DescriptionRelease

Tobypass thequeuingchiponaqueuingMPC, youmustbe running Junos
OS Release 14.2 or later.

14.2

Related
Documentation

bypass-queuing-chip on page 968•

Multifield Classifier for Ingress Queuing onMX Series Routers with MPC

Supported Platforms MXSeries

Beginning with Junos OS Release 16.1, the multifield classifier for ingress queuing is an

implementation point for firewall filters configured with specific traffic shaping actions.

These filters allow you to set the forwarding class and packet loss priority for packets,

or drop the packets prior to ingress queue selection. The filters are applied as ingress

queue filters. Class-of-service (CoS)commandscan thenbeused toselect ingressqueue,

set rate limiting and so forth.

Firewall filters configuredat theprotocol family level are able todistinguish specific types

of traffic from other types by matching onmultiple fields within the packet header. The

number and types of matches available depend on which protocol family is used in the

filter. Before the introduction of the ingress queuing filter, these firewall filters could only

be applied to traffic after the ingress queue had been selected based solely on the

behavior aggregate (BA).With the introductionof the ingressqueuing filter, firewall filters
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can be used to set forwarding classification and packet loss priority based onmultiple

fieldswithin thepacketheaderprior to forwardingqueueselection.CoS functionsprovide

traffic classification options and the ability to assign that classified traffic to specific

forwarding queues.

NOTE: Ingress queuing filters are only available when the traffic manager
mode is set to ingress-and-egress at the [edit chassis fpc fpc-id pic pic-id

traffic-managermode] hierarchy level.

The ingress-queuing-filter configuration statement is used at the [edit interfaces

interface-name unit unit-number family family-name] hierarchy level to designate a

previously configured firewall filter to be used as an ingress queuing filter. The following

list shows which protocol families are compatible with the ingress-queuing-filter

statement:

• bridge

• ccc

• inet

• inet6

• mpls

• vpls

The named firewall filter is a normal firewall filter that must be configured with at least

one of the following actions: accept, discard, forwarding-class, and loss-priority.

Release History Table DescriptionRelease

Beginning with Junos OS Release 16.1, the multifield classifier for ingress
queuing is an implementation point for firewall filters configuredwith specific
traffic shaping actions.

16.1

Related
Documentation

UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33•

• ingress-queuing-filter on page 1070

• Example: Configuring a Filter for Use as an Ingress Queuing Filter on page 865

Example: Configuring a Filter for Use as an Ingress Queuing Filter

This example shows how to configure a firewall filter for use as an ingress queuing filter.

The ingress queuing filter assists in traffic shaping operations by allowing you to set the

forwarding class and packet loss priority, or drop the packet prior to ingress queue

selection. The firewall filter must be configured within one of the following protocol

families:bridge, cc, inet, inet6,mpls, or vplsandhaveoneormoreof the followingactions:

accept, discard, forwarding-class, and loss-priority.
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The ingress queuing filter can only be used on MX Series routers with MPCs. An error is

generated at commit if the ingress queuing filter is applied to an interface on any other

type of port concentrator.

• Requirements on page 866

• Overview on page 866

• Configuration on page 866

Requirements

This example uses the following hardware and software components:

• AnMX Series router with MPC

In order for ingress queuing filters to function, ingress-and-egressmust be configured as

the traffic-managermode at the [edit chassis fpc slot pic slot traffic-managermode]

hierarchy level.

Overview

In this example, you create a firewall filter named iqfilter1 in the inet protocol family that

sets the loss priority and forwarding class of packets coming from the 192.168.2.0/24

network. You thenapply the iqfilter1 filter to the ge-0/0/0.0 logical interfaceas an ingress

queuing filter.

To configure a firewall filter and apply it for use as an ingress queuing filter involves:

• Creating a firewall filter named iqfilter1 in the inet protocol family with the following

two actions: forwarding class and loss priority.

• Applying the firewall filter to the ge-0/0/0.0 interface as an ingress queuing filter.

Configuration

• Configuring the Firewall Filter and Applying It to an Interface as an Input Queuing

Filter on page 867

• Results on page 867

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text
file, remove any line breaks, change any details necessary to match your network
configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy
level.

set firewall family inet filter iqfilter1 term t1 from address 192.168.2.0/24
set firewall family inet filter iqfilter1 term t1 then loss-priority low
set firewall family inet filter iqfilter1 term t1 then forwarding-class expedited-forwarding
set interfaces ge-0/0/0 unit 0 family inet ingress-queuing-filter iqfilter1
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Configuring the Firewall Filter andApplying It to an Interface as an InputQueuing
Filter

Step-by-Step
Procedure

The following example requires you to navigate various levels in the configuration

hierarchy. For informationaboutnavigating theCLI, seeUsing theCLI Editor inConfiguration

Mode in the CLI User Guide.

To configure the firewall filter, iqfilter1, and apply it to logical interface ge-0/0/0 unit 0:

1. Create a firewall filter named iqfilter1.

[edit firewall family inet]
user@router# set filter iqfilter1 term t1 from address 192.168.2.0/24
user@router# set filter iqfilter1 term t1 then loss-priority low
user@router# set filter iqfilter1 term t1 then forwarding-class expedited-forwarding

2. Apply the firewall filter to the logical interface.

[edit]
user@router# set interfaces ge-0/0/0 unit 0 family inet ingress-queuing-filter
iqfilter1

Results

From configuration mode, confirm your configuration by entering the show firewall and

the show interfaces ge-0/0/0.0 commands. If the output does not display the intended

configuration, repeat the instructions in this example to correct the configuration.

user@router# show firewall
family inet {
filter iqfilter1 {
term t1 {
from {
address {
192.168.0.0/24;

}
}
then {
loss-priority low;
forwarding-class expedited-forwarding;

}
}

}
}
user@router# show interfaces ge-0/0/0.0
family inet {
ingress-queuing-filter iqfilter1;

}

If you are done configuring the device, enter commit from configuration mode.

user@router# commit
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Related
Documentation

Multifield Classifier for Ingress Queuing on MX Series Routers with MPC on page 864•

• ingress-queuing-filter on page 1070

Ingress Rate Limiting onMX Series Routers with MPCs

Supported Platforms MXSeries

Beginning with Junos OS Release 16.2R1, on MPCs that support ingress queueing, you

can perform rate limiting on incoming packets based on the forwarding class and packet

losspriority (PLP)defined for eachpacketat ingress.Youcandefine the ingress forwarding

class either through behavior aggregate (BA) classification or throughmultifield (MF)

ingress-queuing-filter classification.

Apackedentering an interface that has ingress queuing and ingress rate-limiting enabled

has the following path through the device:

Packet in -> BA classification -> MF classification -> Ingress rate-limiting -> 
Ingress queuing -> Loopback through the interface -> BA classification -> MF 
classification -> Firewall filters -> Routing -> Egress pipeline

As the packet enters the interface, BA and MF classification are used to determine the

forwarding class and PLP for the packet. Ingress rate-limiting is applied to the packet

based on the forwarding class and PLP just determined. If no BA classifier is defined for

the packet, the default BA classifier is used. Use of MF classification is optional and

overrides any BA classification, including default BA classification.

Ingress rate limiting can be applied to physical and logical interfaces as well as interface

sets.

To configure ingress rate-limiting:

1. Configure the traffic-manager statement with ingress-and-egressmode:

[edit chassis fpc slot-number pic pic-number]
user@router# set traffic-managermode ingress-and-egress;

2. Configure a rate-limited scheduler. For example:

[edit class-of-service]
user@router# set schedulers sched_RL transmit-rate percent 70;
user@router# set schedulers sched_RL transmit-rate rate-limit;

3. Apply the scheduler to a scheduler map. For example:

[edit class-of-service]
user@router# set scheduler-maps SMap_RL forwarding-class expedited-forwarding
scheduler sched_RL;
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4. Apply the scheduler map as an input-scheduler-map to a physical or logical interface
or interface set. For example:

[edit class-of-service]
user@router# set interfaces interface-setmy-set input-scheduler-map SMap_RL;
user@router# set interfaces ge-8/0/2 input-scheduler-map SMap_RL;
user@router# set interfaces ge-8/0/3 unit 0 input-scheduler-map SMap_RL;

NOTE: Alternatively, apply the scheduler map to a traffic control profile
apply the traffic control profile as an input-traffic-control-profile to a

physical or logical interface or interface set.

Related
Documentation

Multifield Classifier for Ingress Queuing on MX Series Routers with MPC on page 864•

• Configuring Ingress Hierarchical CoS on Enhanced Queuing DPCs on page 844

Rate Shaping onMIC andMPC Interfaces

Supported Platforms MXSeries

This topic covers the following information:

• Granularity of Rate Shaping on MIC and MPC Interfaces on page 869

• Accounting for Layer 1 and Layer 2 Overhead in Egress Rate-Shaping

Statistics on page 870

Granularity of Rate Shaping onMIC andMPC Interfaces

Interfaces hosted onMIC andMPC line cards have a certain granularity in the application

of configured shaping rates. In other words, the observed hardware value might not

exactly match the user-configured value. Nevertheless, the derived values are as close

to the configured values as allowed.

Table 141 on page 869 lists the shaping granularity for each MPC port type. The derived

shaping rate granularity ranges from 250 Kbps for coarse-grained queuing on the basic

hardware up to 1.5 Kbps for fine-grained queuing on the enhanced queuing hardware.

Table 141: Shaping Rate Granularity for MPC Ports

Shaping Rate GranularityMIC or MPC Port in an MX Series Router

Logical InterfaceLevel,
Interface Set Level

Port Level,
Queue LevelPort SpeedLine Card Type

n/a250 Kbps1 Gbps / 10 GbpsNon-Queuing MPC

9.6 Kbps2.4 Kbps1 GbpsQueuing MIC or MPC

38.4 Kbps9.6 Kbps10 Gbps
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Table 141: Shaping Rate Granularity for MPC Ports (continued)

Shaping Rate GranularityMIC or MPC Port in an MX Series Router

Logical InterfaceLevel,
Interface Set Level

Port Level,
Queue LevelPort SpeedLine Card Type

6 Kbps1.5 Kbps1 GbpsEnhanced Queuing MPCs

24 Kbps6 Kbps10 Gbps

NOTE: The shaping rate granularity for MX Series routers with the MPC3E
andMPC4E is approximately 293-300 Kbps. For routers with other MPCs
(Trio-based FPCs), the shaping rate granularity is 250 Kbps. The predefined
shaping rates for these MPCs are the next multiple of these shaping rate
granularity values. Theexpecteddeviation fromthepredefinedshaping rates
is 5 to 10 percent.

Accounting for Layer 1 and Layer 2 Overhead in Egress Rate-Shaping Statistics

In calculating egress rate-shaping statistics for shaped-session packets on the egress

side of MIC and MPC interfaces, the system adds 20 bytes per packet by default.

To configure an explicit overhead value to use for calculating egress rate-shaping

statistics, include the egress-shaping-overhead statement at the [edit chassis fpc

slot-number pic pic-number traffic-manager] hierarchy level. You can specify an offset

value from –63 bytes through 192 bytes per egress packet.

Related
Documentation

CoS Features and Limitations on MIC and MPC Interfaces on page 854•

• Understanding Hierarchical Scheduling for MIC and MPC Interfaces on page 887

• Scheduler Delay Buffering on MIC and MPC Interfaces on page 900

• Drop Profiles on MIC and MPC Interfaces on page 903

Per-Priority Shaping onMIC andMPC Interfaces Overview

Supported Platforms MXSeries

Per-priority shaping enables you to configure a separate shaping rate for each of the five

priority levels supported byMIC andMPC interfaces. Themain use of per-priority shaping

rates is to ensure that higher priority services such as voice and video do not starve lower

priority services such as data.

There are five scheduler priorities:

• Guaranteed high (GH)

• Guaranteedmedium (GM)
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• Guaranteed low (GL)

• Excess high (EH)

• Excess low (EL)

The five scheduler priorities support a shaping rate for each priority:

• Shaping rate priority high (GH)

• Shaping rate priority medium (GM)

• Shaping rate priority low (GL)

• Shaping rate excess high (EH)

• Shaping rate excess low (EL)

If each service is represented by a forwarding class queued at a separate priority, then

assigning a per-priority shaping rate to higher priority services accomplishes the goal of

preventing the starvation of lower priority services.

To configure per-priority shaping rates, include the shaping-rate-excess-high rate

<burst-size burst>, shaping-rate-excess-low rate <burst-size burst>,

shaping-rate-priority-high rate<burst-sizeburst>, shaping-rate-priority-low rate<burst-size

burst>, or shaping-rate-priority-medium rate<burst-sizeburst>at the [edit class-of-service

traffic-control-profiles tcp-name] hierarchy level and apply the traffic control profile at

the [edit interfaces] hierarchy level. You can specify the rate in absolute values, or by

using k (kilo-),m (mega-) or g (giga-) units.

You can include one or more of the per-priority shaping statements in a traffic control
profile:

[edit class-of-service]
traffic-control-profiles {
tcp-ge-port {
shaping-rate-excess-high rate <burst-size bytes>;
shaping-rate-excess-low rate <burst-size bytes>;
shaping-rate-priority-high rate <burst-size bytes>;
shaping-rate-priority-low rate <burst-size bytes>;
shaping-rate-priority-medium rate <burst-size bytes>;

}
}

NOTE: To use per-priority shaping on a physical interface on the MX104
router, youmust enable hierarchical scheduling on the interface with the set
hierarchical-scheduler statement at the [edit interface interface-name]

hierarchy level.

BESTPRACTICE: Whenplanningyour implementation, consider the following
behavior. You can configure independent burst-size values for each rate, but
thesystemusesthemaximumburst-sizevalueconfigured ineach rate family.
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Forexample, thesystemuses thehighest configuredvalue for theguaranteed
rates (GH and GM) or the highest value of the excess rates (EH and EM).

There are several important points about per-priority shaping rates:

• Per-priority shaping rates are only supported on MIC and MPC interfaces (with the

exception of the 10-Gigabit Ethernet MPCwith SFP+).

• Per-priority shaping is only available for level 1 and level 2 scheduler nodes. (For more

information on hierarchical schedulers, see “Configuring Hierarchical Schedulers for

CoS” on page 320.)

• Per-priority shaping rates are supported when level 1 or level 2 scheduler nodes have

static or dynamic interfaces above them.

• Per-priority shaping rates are supported on aggregated Ethernet (AE) interfaces.

• Per-priority shaping rates are only supported in traffic control profiles.

Per-priority shaping rates can be helpful when the MX Series 3D Universal Edge Router

is in a position between subscriber traffic on an access network and the carrier network,

playing the role of abroadband services router. In that case, theMXSeries router provides

quality-of-service parameters on the subscriber access network so that each subscriber

receives a minimum bandwidth (determined by the guaranteed rate) and amaximum

bandwidth (determined by the shaping rate). This allows the devices closer to the carrier

network to operate more efficiently andmore simply and reduces operational network

expenses because it allowsmore centralized network management.

One architecture for using per-priority shaping on the MX Series router is shown in

Figure 63 on page 872. In the figure, subscribers use residential gateways with various

traffic classes to support voice, video, and data services. TheMX Series router sends this

traffic from the carrier network to the digital subscriber line accessmultiplexer (DSLAM)

and from the DSLAM on to the residential gateway devices.

Figure 63: Architecture for MIC andMPC Interface Per-Priority Shaping
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One way that the MX Series router can provide service classes for this physical network

topology is shown in Figure 64onpage873. In the figure, services such as voice and video

are placed in separate forwarding classes and the services at different priority levels. For

example:

• All expedited-forwarding queues are voice services at a priority level of guaranteed

high.

• All assured-forwarding queues are video services at a priority level of guaranteed

medium.

• All better-than-best-effort queues are services at a priority level of excess high.

• All best-effort queues are services at a priority level of excess low.

NOTE: This list covers only one possible configuration. Others are possible
and reasonable, depending on the service provider’s goals. For example,
best-effort and better-than-best-effort traffic can have the same priority
level, with the better-than-best-effort forwarding class having a higher
schedulerweight than thebest-effort forwardingclass. Formore information
on forwarding classes, see “Configuring a CustomForwarding Class for Each
Queue” on page 191.

Figure 64: Scheduling Hierarchy for Per-Priority Shaping
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Aggregated voice traffic in this topology is shaped by applying a high-priority shaper to

theport. Aggregatedvideo traffic is shaped in thesamewaybyapplyingamedium-priority

shaper to the port. As long as the sum of the high- andmedium-priority shapers is less

than the port speed, some bandwidth is reserved for best-effort and

better-than-best-effort traffic. So assured-forwarding and expedited-forwarding voice

and video cannot starve best-effort and better-than-best-effort data services. One

possible setof values forhigh-priority (guaranteedhigh)andmedium-priority (guaranteed

medium) traffic is shown in Figure 64 on page 873.
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BEST PRACTICE: We recommend that you do not shape delay-sensitive
traffic such as voice traffic because it adds delay (latency). Service providers
oftenuseconnectionadmissioncontrol (CAC) techniques to limitaggregated
voice traffic. However, establishing a shaping rate for other traffic guards
against CAC failures and can be useful in pacing extreme traffic bursts.

Per-priority shaping statements:

[edit class-of-service]
traffic-control-profile {
tcp-for-ge-port {
shaping-rate-priority-high 500k;
shaping-rate-priority-medium 100m;

}
}

Apply (attach) the traffic control profile to the physical interface (port) at the [edit
class-of-services interfaces] hierarchy level:

[edit class-of-service]
interfaces {
ge-1/0/0 {
output-traffic-control-profile tcp-for-ge-port;

}
}

Traffic control profiles with per-priority shaping rates can only be attached to interfaces

that support per-priority shaping.

You canapply per-priority shaping to levels other than the level 1 physical interface (port)

of the scheduler hierarchy. Per-priority shaping canalsobeappliedat level 2, the interface

set level, which would typically represent the digital subscriber link access multiplexer

(DSLAM). At this level you could use per-priority shaping to limit to total amount of video

traffic reaching a DSLAM, for example.

You apply (attach) the traffic control profile to an interface set at the [edit
class-of-services interfaces] hierarchy level:

[edit class-of-service]
interfaces {
interface-set svlan-1 {
output-traffic-control-profile tcp-for-ge-port;

}
}

NOTE: Although you can configure both input and output traffic control
profiles, only output traffic control profiles are supported for per-priority
shaping.
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You can configure per-priority shaping for the traffic remaining with the

output-traffic-control-profile-remaining statement on a physical port (a level 2 node)

but not for an interface set (a level 3 node).

Related
Documentation

Excess Bandwidth Distribution on MIC and MPC Interfaces Overview on page 897•

Example: Configuring Per-Priority Shaping onMIC andMPC Interfaces

Supported Platforms MXSeries

In practice, per-priority shaping is usedwith other traffic control profiles to control traffic

as a whole. Consider the traffic control profile applied to the physical interface (port),

as shown in Figure 65 on page 876.
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Figure 65: Example of MIC andMPC Interface Scheduling Hierarchy
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This example ismore complex than those usedbefore. In addition to a pair of subscribers

in an interface set (DSLAM), the figure now adds the following:

• A dummy level 3 scheduler node (interface-set-remaining-traffic) that provides

scheduling for interface set members that do not have explicit class-of-service

parameters configured.

• A subscriber (Subscriber 3) that is not a member of an interface set. A dummy level 2

node connects Subscriber 3’s level 3 node to level 1, making it appear to be at level 2.
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• A dummy level 3 scheduler node (port-remaining-traffic) in order to provide queues

for traffic that does not have explicit class-of-service parameters configured.

• A dummy level 2 scheduler node to connect level 1 and level 3 scheduler nodes. This

dummy level 2 scheduler node is internal only.

This example uses a gigabit Ethernet interface with five logical interface units, each one

representing one of the level 3 nodes in Figure 65 on page 876.

From the top of the figure to the bottom, the level 3 nodes are:

• Unit 3 is scheduledasa “dummy” level 3nodebecauseunit 3 isamemberofan interface

set (ifset-1) but there is no explicit CoS configuration.

• Unit 1 is scheduledasa logical interfacenode for subscriber 1 becauseunit 1 is amember

of an interface set (ifset-1) and has an explicit CoS configuration under the [edit

class-of-service interfaces] hierarchy.

• Unit 2 is scheduled as a logical interface node for subscriber 2 because unit 2 is a

member of an interface set (ifset-1) and has an explicit CoS configuration under the

[edit class-of-service interfaces] hierarchy.

• Unit 4 is scheduled as a logical interface node for subscriber 3 because unit 4 is not a

member of an interface set but has an explicit CoS configuration under the [edit

class-of-service interfaces] hierarchy level.

• Unit 5 is scheduled by another “dummy” level 3 node, this one for remaining traffic at

the port level, because unit 5 is not a member of an interface set and has no explicit

CoS configuration.

In this example, per-priority shaping is applied at the physical port level. The example

uses threepriorities, butotherparametersarepossible. Theexampledoesnotuseshaping

rates, transmit rates, excess priorities, or other options for reasons of simplicity. The

example uses five forwarding classes and leaves out a network control forwarding class

that would typically be included in real configurations.

The example configuration is presented in several parts:

• Interfaces configuration

• Class-of-service forwarding classes and traffic control profiles configuration

• Class-of-service interfaces configuration

• Class-of-service schedulers and scheduler map configuration

Interfaces configuration:

[edit]
interfaces {
# A threemember interface-set.
interface-set ifset-1 {
interface ge-1/1/0 {
unit 1;
unit 2;
unit 3;
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}
}
# A ge port configured for "hierarchical-scheduling" and
# vlans. 5 vlans are configured for the 5 level-3 scheduler
# nodes
#
ge-1/1/0 {
hierarchical-scheduler;
vlan-tagging;
unit 1 {
vlan-id 1;

}
unit 2 {
vlan-id 2;

}
unit 3 {
vlan-id 3;

}
unit 4 {
vlan-id 4;

}
unit 5 {
vlan-id 5;

}
}

}

Class-of-service forwarding classes and traffic control profiles configuration:

[edit class-of-service]
forwarding-classes {
queue 0 BE priority low;
queue 1 BBE priority low;
queue 2 AF priority low;
queue 3 EF priority high;

}
traffic-control-profiles {
tcp-if-portd {
shaping-rate-priority-high 500k;
shaping-rate-priority-medium 100m;

}
tcp-if-port-rem {
scheduler-map smap-1;

}
tcp-ifset-rem {
scheduler-map smap-1;

}
tcp-if-unit {
scheduler-map smap-1;
shaping-rate 10m;

}
}

Class-of-service interfaces configuration:

[edit class-of-service]
interfaces {
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interface-set ifset-1 {
output-traffic-control-profile-remaining tcp-ifset-rem;

}
ge-1/1/0 {
output-traffic-control-profile tcp-if-port;
output-traffic-control-profile-remaining tcp-if-port-rem;
unit 1 {
output-traffic-control-profile tcp-if-unit;

}
unit 2 {
output-traffic-control-profile tcp-if-unit;

}
# Unit 3 present in the interface config and interface-set
# config, but is absent in this CoS config so that we can
# show traffic that uses the interface-set
# remaining-traffic path.
unit 4 {
output-traffic-control-profile tcp-if-unit;

}
# Unit 5 is present in the interface config, but is absent
# in this CoS config so that we can show traffic that
# uses the if-port remaining-traffic path.

}
}

Class-of-service schedulers and scheduler map configuration:

[edit class-of-service]
scheduler-maps {
smap-1 {
forwarding-class BE scheduler sched-be;
forwarding-class BBE scheduler sched-bbe;
forwarding-class AF scheduler sched-af;

forwarding-class EF scheduler sched-ef;
}
schedulers {
sched-be {
priority low;

}
sched-bbe {
priority low;

}
sched-af {
priority medium-high;

}
sched-ef {
priority high;

}
}

You can configure both a shaping rate and a per-priority shaping rate. In this case, the

legacy shaping-rate statement specifies the maximum rate for all traffic scheduled

through the scheduler. Therefore, the per-priority shaping rates must be less than or

equal to theoverall shaping rate. So if there is a shaping-rate400m statement configured

in a traffic control profile, you cannot configure a higher value for a per-priority shaping

rate (such as shaping-rate-priority-high 500m). However, the sum of the per-priority
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shaping ratescanexceed theoverall shaping rate: for shaping-rate400myoucanconfigure

both shaping-rate-priority-high 300m and shaping-rate-priority-low 200m statements.

Generally, you cannot configure a shaping rate that is smaller than the guaranteed rate

(which is why it is guaranteed). However, no such restriction is placed on per-priority

shaping rates unless all shaping rates are for priority high or low or medium traffic.

This configuration is allowed (per-priority rates smaller than guaranteed rate):

[edit class-of-service]
traffic-control-profile {
tcp-for-ge-port {
guaranteed-rate 500m;
shaping-rate-priority-high 400m;
shaping-rate-priority-medium 300m;
shaping-rate-excess-high 100m;

}
}

However, this configuration generates an error (no excess per-priority rate, so the node
can never achieve its guaranteed rate):

[edit class-of-service]
traffic-control-profile {
tcp-for-ge-port {
guaranteed-rate 301m;
shaping-rate-priority-high 100m;
shaping-rate-priority-medium 100m;
shaping-rate-priority-low 100m;

}
}

You verify configuration of per-priority shaping with the show class-of-service

traffic-control-profile command. This example shows shaping rates established for the

high andmedium priorities for a traffic control profile named tcp-ge-port.

user@host# show class-of-service traffic-control-profile
Traffic control profile: tcp-ae, Index: 22093
   Shaping rate: 3000000000
   Scheduler map: <default>

Traffic control profile: tcp-ge-port, Index: 22093
   Shaping rate priority high: 1000000000
   Shaping rate priority medium: 9000000000
   Scheduler map: <default>

There are no restrictions on or interactions between per-priority shaping rates and the

excess rate. An excess rate (aweight) is specified as apercentageor proportion of excess

bandwidth.

Table 142onpage881 showswhere traffic control profiles containingper-priority shaping

rates can be attached for both per-unit schedulers and hierarchical schedulers.

Copyright © 2017, Juniper Networks, Inc.880

Class of Service Feature Guide for Routing Devices



Table 142: Applying Traffic Control Profiles

Hierarchical
Allowed?

Per-unit
Allowed?Type of Traffic Control Profile

YesYesPort level output-traffic-control-profilewith per-priority shaping

YesNoPort level output-traffic-control-profile-remainingwith per-priority shaping

YesNoPort level output-traffic-control-profile and output-traffic-control-profile-remainingwith
per-priority shaping

NoNoPort level input-traffic-control-profilewith per-priority shaping

NoNoPort level input-traffic-control-profile-remainingwith per-priority shaping

YesNoInterface set output-traffic-control-profilewith per-priority shaping

NoNoInterface set output-traffic-control-profile-remainingwith per-priority shaping

NoNoInterface set input-traffic-control-profilewith per-priority shaping

NoNoInterface set input-traffic-control-profile-remainingwith per-priority shaping

NoNoLogical interface level output-traffic-control-profilewith per-priority shaping

NoNoLogical interface level input-traffic-control-profilewith per-priority shaping

Related
Documentation

Per-Priority Shaping on MIC and MPC Interfaces Overview on page 870•

ConfiguringStaticShapingParameters toAccount forOverhead inDownstreamTraffic
Rates

Supported Platforms MXSeries

The overhead accounting feature enables you to account for downstream traffic that

has different encapsulations or downstream traffic from cell-based equipment, such as

ATM switches.

You can configure the overhead accounting feature to shape downstream traffic based

on frames or cell shaping mode.

You can also account for the different byte sizes per encapsulation by configuring a byte

adjustment value for the shaping mode.

To configure the shapingmode and byte adjustment value for static CoS configurations:

1. Specify the shaping mode.

Frame shaping mode is enabled by default.
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[edit class-of-service traffic-control-profiles profile-name]
user@host# set overhead-accounting (frame-mode | cell-mode)

2. (Optional) Specify a byte adjustment value.

[edit class-of-service traffic-control-profiles profile-name
user@host# set overhead-accounting bytes byte-value]

BEST PRACTICE: We recommend that you specify a byte adjustment
value that represents the difference between the customer premise
equipment (CPE) protocol overhead and the B-RAS protocol overhead.

The available range is –120 through 124 bytes. The system rounds up the
byte adjustment value to the nearest multiple of 4. For example, a value
of 6 is rounded to 8, and a value of –10 is rounded to –8.

Related
Documentation

BandwidthManagementforDownstreamTraffic inEdgeNetworksOverviewonpage898•

Example: Configuring Static Shaping Parameters to Account for Overhead in
Downstream Traffic Rates

Supported Platforms MXSeries

This topic describes twoscenarios forwhich youcanconfigure static shapingparameters

to account for packet overhead in a downstream network.

Figure 66 on page 882 shows the sample network that the examples reference.

Figure 66: Sample Network Topology for Downstream Traffic
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Managing Traffic with Different Encapsulations

In this example, theMXSeries router shown inFigure66onpage882sends stackedVLAN

frames to theDSLAM,and theDSLAMsendssingle-taggedVLANframes to the residential

gateway.

To accurately shape traffic at the residential gateway, theMXSeries routermust account

for thedifferent framesizes. Thedifferencebetween thestackedVLAN(S-VLAN) frames
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sentby the router and the single-taggedVLANframes receivedat the residential gateway

is a 4-byte VLAN tag. The residential gateway receives frames that are 4 bytes less.

To account for the different frame sizes, the network administrator configures the frame

shaping mode with –4 byte adjustment:

1. The network administrator configure the traffic shaping parameters and attaches

them to the interface.

Enabling the overhead accounting feature affects the resulting shaping rate,

guaranteed rate, and excess rate parameters, if they are configured.

[edit]
class-of-service {
traffic-control-profiles {
tcp-example-overhead-accounting-frame-mode {
shaping-rate 10m;
shaping-rate-priority-high 4m;
guaranteed-rate 2m;
excess-rate percent 50;
overhead-accounting frame-mode bytes -4;
}

}
interfaces {
ge-1/0/0 {
output-traffic-control-profile tcp-example-overhead-accounting-frame-mode;

}
}

}
}

2. The network administrator verifies the adjusted rates.

user@host#show class-of-service traffic-control-profile
Traffic control profile: tcp-example-overhead-accounting-frame-mode, Index: 
61785
Shaping rate: 10000000
Shaping rate priority high: 4000000
Excess rate 50
Guaranteed rate: 2000000
Overhead accounting mode: Frame Mode
Overhead bytes: —4

Managing DownstreamCell-Based Traffic

In this example, the DSLAMand residential gateway shown in Figure 66 on page 882 are

connected through an ATM cell-based network. The MX Series router sends Ethernet

frames to the DSLAM, and the DSLAM sends ATM cells to the residential gateway.

To accurately shape traffic at the residential gateway, theMXSeries routermust account

for the different physical network characteristics.
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To account for the different frame sizes, the network administrator configures the cell

shaping mode with –4 byte adjustment:

1. Configure the traffic shaping parameters and attach them to the interface.

Enabling the overhead accounting feature affects the resulting shaping rate,

guaranteed rate, and excess rate parameters, if they are configured.

[edit]
class-of-service {
traffic-control-profiles {
tcp-example-overhead-accounting-cell-mode {
shaping-rate 10m;
shaping-rate-priority-high 4m;
guaranteed-rate 2m;
excess-rate percent 50;
overhead-accounting cell-mode;
}

}
interfaces {
ge-1/0/0 {
output-traffic-control-profile tcp-example-overhead-accounting-cell-mode;

}
}

}
}

2. Verify the adjusted rates.

user@host#show class-of-service traffic-control-profile
Traffic control profile: tcp-example-overhead-accounting-cell-mode, Index: 
61785
Shaping rate: 10000000
Shaping rate priority high: 4000000
Excess rate 50
Guaranteed rate: 2000000
Overhead accounting mode: Cell Mode
Overhead bytes: 0

To account for ATM segmentation, the MX Series router adjusts all of the rates by

48/53 to account for ATM AAL5 encapsulation. In addition, the router accounts for

cell padding, and internally adjusts each frame by 8 bytes to account for the ATM

trailer.

Related
Documentation

ConfiguringStaticShapingParameters toAccount forOverhead inDownstreamTraffic

Rates on page 881

•

Traffic Burst Management onMIC andMPC Interfaces Overview

Supported Platforms MXSeries
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Youcanmanage the impactofbursts of traffic on your networkbyconfiguringaburst-size

value with the shaping rate or the guaranteed rate. The value is the maximum bytes of

rate credit that can accrue for an idle queue or scheduler node. When a queue or node

becomes active, the accrued rate credits enable the queue or node to catch up to the

configured rate.

Figure 67: Sample Burst Shaping Rates
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In Figure67onpage885, thenetworkadministrator configuresa largeburst-size value for

the shaping rate, then configures a small burst-size value. The larger burst size is subject

to amaximum value. The smaller burst size is subject to aminimum value that enables

the system to achieve the configured rates.

In both configurations, the scheduler node can burst beyond its shaping rate for a brief

interval. The burst of traffic beyond the shaping rate is more noticeable with the larger

burst size than the smaller burst size.

• Guidelines for Configuring the Burst Size on page 885

• How the System Calculates the Burst Size on page 886

Guidelines for Configuring the Burst Size

Typically, the default burst-size (100ms) for both scheduler nodes and queues on MIC

and MPC interfaces is adequate for most networks. However, if you have intermediate

equipment in your network that has very limited buffering and is intolerant of bursts of

traffic, you might want to configure a lower value for the burst size.

Use cautionwhen selecting a different burst size for your network. A burst size that is too

high can overwhelm downstream networking equipment, causing dropped packets and

inefficient networkoperation. Similarly, aburst size that is too lowcanprevent thenetwork

from achieving your configured rate.
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When configuring a burst size, keep the following considerations in mind:

• The system uses an algorithm to determine the actual burst size that is implemented

for a node or queue. For example, to reach a shaping rate of 8Mbps, youmust allocate

1Mbof rate credits every second. A shaping rate of 8Mbpswith a burst size of 500,000

bytes of rate-credit per seconds enables the system to transmit at most 500,000

bytes, or 4 Mbps. The system cannot implement a burst size that prevents the rate

from being achieved.

For more information, see “How the System Calculates the Burst Size” on page 886.

• There are minimum andmaximum burst sizes for each platform, and different nodes

and queue types have different scaling factors. For example, the system ensures the

burst cannot be set lower than 1Mbps for a shaping rate of 8Mbps. To smoothly shape

traffic, rate credits are sent much faster than once per second. The interval at which

rate credits are sent varies depending on the platform, the type of rate, and the

scheduler level.

• When you have configured adjustments for the shaping rate (either by percentage or

through an application such as ANCP or Multicast OIF), the system bases the default

andminimum burst-size calculations on the adjusted shaping rate.

• When you have configured cell shaping mode to account for ATM cell tax, the system

bases the default andminimum burst-size calculations on the post-tax shaping rate.

• The guaranteed rate and shaping rate share the value specified for the burst size. If

the guaranteed rate has a burst size specified, that burst size is used for the shaping

rate; if the shaping rate has a burst size specified, that bursts size is used for the

guaranteed rate. If you have specified a burst size for both rates, the system uses the

lesser of the two values.

• The burst size configured for the guaranteed rate cannot exceed the burst-size

configured for the shaping rate. Starting in Junos OS Release 15.1, the CLI no longer

generates a commit error when the guaranteed-rate burst size is statically configured

to bemore than the shaping-rate burst size. This behavior changedwith the advent of

enhancedsubscribermanagement.Thesystemlogsanerrorwhentheguaranteed-burst

rate is higher, whether the it is configured statically, dynamically with predefined

variables, or by means of a change of authorization request.

• If you have not configured a guaranteed rate, logical interfaces and interface sets

receive a default guaranteed rate from the port speed. Queues receive a default

guaranteed rate from the parent logical interface or interface set.

How the SystemCalculates the Burst Size

When calculating the burst size, the system uses an exponent of a power of two. For

example:

Shaping-rate in bps * 100ms / (8 bits/byte * 1000ms/s) = 1,875,000 bytes

The system then rounds this value up. For example, the system uses the following

calculation to determine the burst size for a scheduler node with a shaping rate of 150

Mbps:
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Max (Shaping rate, Guaranteed rate) bps * 100ms / (8bits/byte * 1000ms/s) = 1,875,000

bytes

Rounded up to the next higher power of two = 2,097,150 (which is 2**21, or 0x200000)

The system assigns a single burst size to each of the following rate pairs:

• Shaping rate and guaranteed rate

• Guaranteed high (GH) and guaranteedmedium (GM)

• Excess high (EH) and excess low (EL)

• Guaranteed low (GL)

To calculate the burst size for each pair, the system:

• Uses the configured burst-size if only one of the pair is configured.

• Uses the lesser of the two burst sizes if both values are configured.

• Uses the next lower power of two.

• To calculate the minimum burst size, the system uses the greater of the two rates.

Release History Table DescriptionRelease

Starting in Junos OS Release 15.1, the CLI no longer generates a commit error
when the guaranteed-rate burst size is statically configured to bemore than
the shaping-rate burst size.

15.1

Related
Documentation

Per-Priority Shaping on MIC and MPC Interfaces Overview on page 870•

• Managing Excess Bandwidth Distribution on Static Interfaces on MICs and MPCs on

page 900

Understanding Hierarchical Scheduling for MIC andMPC Interfaces

Supported Platforms MXSeries

This topic covers the following information:

• Scheduler Node Scaling for MIC and MPC Interfaces on page 888

• Hierarchical Scheduling Priority Levels for MIC and MPC Interfaces on page 888

• Guaranteed Bandwidth andWeight of an Interface Node on MIC and MPC

Interfaces on page 888

• Hierarchical Scheduling for MIC and MPC Interfaces in Oversubscribed PIR

Mode on page 889
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Scheduler Node Scaling for MIC andMPC Interfaces

In per-unit scheduling, the logical interfaces share a common level 2 node (one per port).

In hierarchical-scheduling, each logical interface has its own level 2 node. Thus, scaling

is limited by the number of level 2 nodes.

To better control system resources in hierarchical-scheduling mode, you can limit the

number of scheduler node levels to two. In this case, all logical interfaces and interface

sets with CoS scheduling policy share a single level 2 node. Consequently, themaximum

number of logical interfaceswith CoS scheduling policies is increased (the interface sets

must be at level 3).

To configure scheduler node scaling, include the hierarchical-scheduler statement and
set themaximum-hierarchy-levels option to 2 at the [edit interfaces xe-fpc/pic/port]
hierarchy level.

[edit interfaces]
xe-2/0/0 {
hierarchical-scheduler {
maximum-hierarchy-levels 2;

}
}

NOTE: Themaximum-hierarchy-levels option supports level 3 interface sets

but not level 2 interface sets. If you configure level 2 interface sets with the
maximum-hierarchy-levels option, you generate Packet Forwarding Engine

errors.

Hierarchical Scheduling Priority Levels for MIC andMPC Interfaces

The queuing model used by MIC and MPC interfaces supports three priority levels for

guaranteed scheduling priority and two lower priority levels for excess scheduling priority.

You can configure a queue with one guaranteed priority and one excess priority. For

example, you can configure a queue for guaranteed low (GL) as the guaranteed priority

and configure excess high (EH) as the excess priority.

You can associate a guaranteed level with only one excess level. You can associate an

excess level with any number of guaranteed priority levels, including none.

Interface nodes maintain their guaranteed priority level (for example, guaranteed high,

GH) as long as they do not exceed their guaranteed bandwidth. If the queue bandwidth

exceeds the guaranteed rate, then the priority drops to the excess priority (for example,

excess high, EH). Because excess level priorities are lower than their guaranteed

counterparts, the bandwidth guarantees for each of the other levels can bemaintained.

Guaranteed Bandwidth andWeight of an Interface Node onMIC andMPC Interfaces

ThequeuingmodelusedbyMICandMPC interfacesseparates theconceptsofguaranteed

bandwidth andweight of an interface node, although the two terms are often used

interchangeably. The guaranteed bandwidth for an interface node is the bandwidth the
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node can use, independent of what is happening at the other nodes of the scheduling

hierarchy. The weight of an interface node, on the other hand, is a value that determines

how excess bandwidth is used. The weight of a node comes into play when other nodes

at the same hierarchical scheduling level use less than the sum of their guaranteed

bandwidths

For some application traffic types (such as constant bit rate voice, where there is little

concern about excess bandwidth), the guaranteed bandwidth dominates the node. For

other types of application traffic (such as bursty data, where a well-defined bandwidth

is not always possible), the concept of weight dominates the node.

Hierarchical Scheduling for MIC andMPC Interfaces in Oversubscribed PIRMode

In contrast to the IntelligentQueuingEnhanced (IQE)and IntelligentQueuing2Enhanced

(IQ2E) PICs, the interfaces on MICs and MPCs set the guaranteed rate to zero in

oversubscribed peak information rate (PIR) mode for the per-unit scheduler. Also, the

configured rate is scaled down to fit the oversubscribed value. For example, if there are

two logical interface units with a shaping rate of 1 Gbps each on a 1-Gbps port (which is,

therefore, oversubscribed 2 to 1), then the guaranteed rate on each unit is scaled down

to 500Mbps (scaled down by 2).

With hierarchical schedulers in oversubscribed PIRmode, the guaranteed rate for every

logical interface unit is set to zero. This means that the queue transmit rates are always

oversubscribed.

Because inoversubscribedPIRmode thequeue transmit ratesarealwaysoversubscribed,

the following are true:

• If the queue transmit rate is set as a percentage, then the guaranteed rate of the queue

is set to zero; but the excess rate (weight) of the queue is set correctly.

• If the queue transmit rate is set as an absolute value and if the queue has guaranteed

high or medium priority, then traffic up to the queue’s transmit rate is sent at that

priority level. However, for guaranteed low traffic, that traffic is demoted to the excess

low region. This means that best-effort traffic well within the queue’s transmit rate

gets a lower priority than out-of-profile excess high traffic. This differs from the IQE

and IQ2E PICs.

Related
Documentation

Per-Unit Queuing and Hierarchical Queuing for MIC and MPC Interfaces on page 892•

• CoS Features and Limitations on MIC and MPC Interfaces on page 854

• Jitter Reduction in Hierarchical CoS Queues on page 905

• Scheduling and Shaping in Hierarchical CoSQueues for Traffic Routed to GRE Tunnels

on page 514

• CoS Three-Level Hierarchical Scheduling on MPLS Pseudowire Subscriber Interfaces

Configuring Ingress Hierarchical CoS onMIC andMPC Interfaces

Supported Platforms MXSeries
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You can configure ingress CoS parameters, including hierarchical schedulers, onMIC and

MPC interfaces onMXSeries routers. In general, the supported configuration statements

apply to per-unit schedulers or to hierarchical schedulers.

NOTE: Ingress CoS is not supported on AE interfaces onMPCs.

To configure ingress CoS for per-unit schedulers, include the following statements at
the [edit class-of-service interfaces interface-name] hierarchy level:

[edit class-of-service interfaces interface-name]
input-excess-bandwidth-share (proportional value | equal);
input-scheduler-mapmap-name;
input-shaping-rate rate;
input-traffic-control-profile profile-name;
unit logical-unit-number;
input-scheduler-mapmap-name;
input-shaping-rate (percent percentage | rate);
input-traffic-control-profile profile-name;

To configure ingress CoS for hierarchical schedulers, include the interface-set
interface-set-name statement at the [edit class-of-service interfaces] hierarchy level:

[edit class-of-service interfaces]
interface-set interface-set-name {
input-traffic-control-profile profile-name;
input-traffic-control-profile-remaining profile-name;
interface interface-name {
input-excess-bandwidth-share (proportional value | equal);
input-traffic-control-profile profile-name;
input-traffic-control-profile-remaining profile-name;
unit logical-unit-number;

}
}

By default, ingress CoS features are disabled on MIC and MPC interfaces. To enable
ingress CoS on a MIC or MPC interface, configure the traffic-manager statement with
ingress-and-egressmode as shown in the following example:

chassis {
fpc 7 {
pic 0 {
traffic-manager {
mode ingress-and-egress;

}
}

}
}

Configured CoS features on the ingress are independent of CoS features on the egress.

NOTE: Prior to Junos OS 16.1R1, for MIC-basedMX80 andMX104 routers,
only ten queues on oneMIC can be configured for ingress CoS. Starting with
Junos OS 16.1R1, MX80 andMX104 routers support up to 12 ingress queues
on any combination of both MIC and built-in ports.
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The following behavior aggregate (BA) classification tables are supported on the ingress

side of MIC and MPC interfaces:

• DSCP

• DSCP for IPv6

• exp (MPLS)

• IEEE 802.1p

• inet-precedence

Configuring a CoS Scheduling Policy on Logical Tunnel Interfaces

Supported Platforms MXSeries

You can configure a CoS scheduling policy on a logical tunnel interface (LT ifl). Logical

tunnel interfaces can be used to terminate a pseudowire into a virtual routing and

forwarding (VRF) instance. If an lt device is used to terminate a pseudowire, CoS

scheduling policies can be applied on the lt interface to manage traffic entering the

pseudowire. You accomplish this by configuring the hierarchical-scheduler attribute on

the physical interface.

NOTE: It is important to first commit thehierarchical-scheduler configuration
under the logical tunnel physical interface (LT ifd), and subsequently add
and commit the class-of-service configuration.

NOTE: The output-traffic-control statement applies only to the LT ifl that is

part of an L3 VRF instance.

The followingexample shows twopseudowires (pw1andpw2)over lt-1/0/10. pw1 carries
data, voice, and video traffic, and pw2 carries only data and voice traffic. All pseudowire
traffic is restricted to 800m bps. The shaping rate for traffic over pw1 is 400m bps and
the shaping rate for traffic over pw2 is 400m bps.

[edit interfaces]
lt-1/0/10 {
hierarchical-scheduler;

}
[edit class-of-service schedulers]
data_sch {
buffer-size remainder;
priority low;

}
voice_sch {
transmit-rate 6k;
priority strict-high;

}
video_sch {
shaping-rate 1m;
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priority medium-low;
}
[edit class-of-service scheduler-maps]
pw1-smap {
forwarding-class be scheduler data_sch;
forwarding-class ef scheduler voice_sch;
forwarding-class af scheduler video_sch;

}
pw2-smap {
forwarding-class be scheduler data_sch;
forwarding-class ef scheduler voice_sch;

}
[edit class-of-service traffic-control-profiles]
pw1-tcp {
scheduler-map pw1-smap;
shaping-rate 400m;

}
pw2-tcp {
scheduler-map pw2-smap;
shaping-rate 400m;

}
all-pw-tcp {
shaping-rate 800m;

}
lt-ifd-remain {
shaping-rate 10m;

}
[edit class-of-service interfaces]
lt-1/0/10 {
output-traffic-control-profile all-pw-tcp;
output-traffic-control-profile-remaining lt-ifd-remain;

unit 1 {
output-traffic-control-profile pw1-tcp;

}
unit 3 {
output-traffic-control-profile pw2-tcp;

}

Related
Documentation

CoS Scheduling Policy on Logical Tunnel Interfaces Overview on page 914•

• Configuring Hierarchical Schedulers for CoS on page 320

• Configuring Logical Tunnel Interfaces

• CoS on Ethernet Pseudowires in Universal Edge Networks Overview on page 913

• ConfiguringCoSonanEthernetPseudowire forMultiserviceEdgeNetworksonpage914

Per-Unit Queuing and Hierarchical Queuing for MIC andMPC Interfaces

Supported Platforms MXSeries
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This topic covers the following information:

• Queuing Models Supported for MIC and MPC Interfaces on page 893

• Scheduler Node Levels for MIC and MPC Interfaces on page 894

QueuingModels Supported for MIC andMPC Interfaces

InterfaceshostedonModular InterfaceCard (MIC)andModularPortConcentrator (MPC)

line cards in MX Series 3D Universal Edge Routers support the following models of

class-of-service (CoS) queuing, depending on MIC or MPC type:

• Limited Scale Per-Unit Queuing MPCs on page 893

• Hierarchical Queuing MICs and MPCs on page 893

Limited Scale Per-Unit QueuingMPCs

Per-unit CoS queuing features on a limited scale are supported for interfaces hosted on

someMPCs that do not have a dedicated queuing chip, specifically the MPC3E, MPC4E,

and MPC6E line cards and on the fixed-configuration 16-port 10-Gigabit Ethernet MPC

in MX240, MX480, MX960, MX2010, and MX2020 routers.

NOTE: The nonqueuing MPC1, MPC2, andMPC5E line cards do not support
per-unit queuing.

OnMPCs that support per-unit queuing, the following queuing capabilities are available:

• Four or eight egress queues per unit.

• Delay buffer capacities of 100ms by default, and up to 200msmaximum delay.

• Rate shaping of the ports and their queues.

• Guaranteed rate enforced at the queues.

The per-unit CoS queuing features also support pre-classification of incoming packets

to protect high priority packets in the event of congestion. Such features include ingress

DSCP rewrite and per-VLAN classification, ingress and egress policing, and rewrites.

Hierarchical QueuingMICs andMPCs

Hierarchical CoSqueuing features are supportedon interfaces hostedonMICs inMPC1Q,

MPC2 Q, MPC2 EQ, MPC5EQ, MPC7E, MPC8E, andMPC9E line cards in MX240, MX480,

MX960, MX2010, and MX2020 routers and for interfaces hosted on 1-Gigabit and

10-Gigabit EthernetMICs inMX5,MX10,MX40,MX80, orMX104modular chassis routers.

These MICs and MPCs provide a dedicated queuing chip that supports hierarchical

queuing.
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Hierarchical queuing MICs and MPCs support all per-unit queuing functionality plus

fine-grained queuing abilities over four or five levels of hierarchical scheduling:

• Hierarchical scheduling with ports, interface sets, and logical interfaces.

• Shaping—Committed Information Rate (CIR) and a peak information rate (PIR)—at

all scheduling levels, including queues.

• Three normal- priority levels and two excess- priority levels configurable at all

scheduling levels, including queues.

• Per-priority shaping of traffic at Level 1 or Level 2.

• Shaping for unconfigured customer VLANs (C-VLANs) and for service VLANs

(S-VLANs).

Scheduler Node Levels for MIC andMPC Interfaces

Interfaces hosted onMICs andMPCs support different scheduler node levels, depending

on MIC or MPC type:

• Scheduler Node Levels for Per-Unit Queuing MPCs on page 894

• Scheduler Node Levels for Hierarchical Queuing MICs and MPCs on page 895

Scheduler Node Levels for Per-Unit QueuingMPCs

For an interface hosted on a per-unit queuing MPC, each logical interface has its own

dedicated level 3 node, and all logical interfaces share a common level 2 node (one per

port).

Figure68onpage894 illustratesschedulernode levels foran interfacehostedonaper-unit

queuing MPC.

Figure 68: Scheduler Node Levels for Per-Unit QueuingMPCs
g0
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44

5
Logical interface (unit) Physical interface

Level 3

Level 3

Level 3

Dummy Level 2 node Level 1 node

For interfaces hosted on per-unit queuing MPCs, the level 2 node is always a dummy

node.

Copyright © 2017, Juniper Networks, Inc.894

Class of Service Feature Guide for Routing Devices



Scheduler Node Levels for Hierarchical QueuingMICs andMPCs

With the exception of the 10-Gigabit Ethernet MPCwith SFP+, the queuing model used

by interfaces hosted on hierarchical queuing MICs and MPCs supports up to five levels

of scheduler nodes: the queue itself (level 5), session logical interface (ppp or dhcp)

(level 4), customerVLAN(C-VLAN) (level 3), the interface set or serviceVLAN(S-VLAN)

collection (level 2), and the physical interface or port (level 1).

Figure 69 on page 895 illustrates the scheduler node levels for an interface hosted on a

hierarchical queuing MIC or MPC.

Figure 69: Scheduler Node Levels for Interfaces on Hierarchical Queuing
and SchedulingMICs andMPCs

g0
17

44
6

Logical interface (unit) Interface set Physical interface

Level 3

Level 3

Level 3

Level 2 node

Level 2 node
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The figure depicts scheduler nodes for an interface that does not include interface sets

and for which traffic control profiles are applied to the logical interfaces only.

NOTE: If an interface set has a CoS scheduling policy but none of its child
logical interfaces has a CoS scheduling policy, then the interface set is
considered to be a leaf node and has one level 2 and one level 3 node.

Related
Documentation

Understanding Hierarchical Scheduling for MIC and MPC Interfaces on page 887•

• CoS Three-Level Hierarchical Scheduling on MPLS Pseudowire Subscriber Interfaces

• MX Series MPC Overview

• MPCs Supported by MX Series Routers

• MX Series MIC Overview

• MICs Supported by MX Series Routers

• MX5, MX10, MX40, and MX80Modular Interface Card Description
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ManagingDedicatedandRemainingQueues for Static CoSConfigurations onMICand
MPC Interfaces

Supported Platforms MXSeries

This topicdescribeshowtomanagededicatedand remainingqueues for static subscriber

interfaces configured at the [edit class-of-service] hierarchy.

• Configuring theMaximumNumber ofQueues forMICandMPC Interfaces onpage896

• Configuring Remaining Common Queues on MIC and MPC Interfaces on page 896

Configuring theMaximumNumber of Queues for MIC andMPC Interfaces

Supported Platforms MXSeries

30-Gigabit Ethernet Queuing MPCs and 60-Gigabit Ethernet Queuing and Enhanced

Queuing MPCs support a dedicated number of queues when configured for hierarchical

scheduling and per-unit scheduling configurations.

To scale the number of subscriber interfaces per queue, you canmodify the number of

queues supported on the MIC.

To configure the number of queues:

1. Specify that you want to configure the MIC.

user@host# edit chassis fpc slot-number pic pic-number

2. Configure the number of queues.

[edit chassis fpc slot-number pic pic-number]
user@host# setmax-queues-per-interface (8 | 4)

Configuring Remaining CommonQueues onMIC andMPC Interfaces

Supported Platforms MXSeries

30-Gigabit Ethernet Queuing MPCs and 60-Gigabit Ethernet Queuing and Enhanced

Queuing MPCs support a dedicated set of queues when configured with hierarchical

scheduling.

When the number of dedicated queues is reached on themodule, there can be queues

remaining. Traffic from these logical interfaces are considered unclassified and attached

to a common set of queues that are shared by all subsequent logical interfaces.

You can configure traffic shaping and scheduling resources for the remaining queues by

attaching a special traffic-control profile to the interface. This feature enables you to

provide the same shaping and scheduling to remaining queues as the dedicated queues.

To configure the remaining queues on a MIC or MPC interface:

1. Configure CoS parameters in a traffic-control profile.
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[edit class-of-service]
user@host# edit traffic-control-profiles profile-name

2. Enable hierarchical scheduling for the interface.

[edit interfaces interface-name]
user@host# set hierarchical-scheduler

3. Attach the traffic control profiles for the dedicated and remaining queues to the port

on which you enabled hierarchical scheduling.

To provide the same shaping and scheduling parameters to dedicated and remaining

queues, reference the same traffic-control profile.

a. Attach the traffic-control profile for the dedicated queues on the interface.

[edit class-of-service interfaces interface-name]
user@host# set output-traffic-control-profile profile-name

b. Attach the traffic-control profile for the remaining queues on the interface.

[edit class-of-service interfaces interface-name]
user@host# set output-traffic-control-profile-remaining profile-name

Related
Documentation

DedicatedQueue Scaling for CoSConfigurations onMIC andMPC InterfacesOverview

on page 855

•

• Verifying the Number of Dedicated Queues Configured on MIC and MPC Interfaces on

page 857

• Configuring Hierarchical Schedulers for CoS on page 320

• Configuring Interface Sets on page 242

Excess Bandwidth Distribution onMIC andMPC Interfaces Overview

Supported Platforms MXSeries

Service providers often used tiered services to provide bandwidth for excess traffic as

traffic patterns vary. By default, excess bandwidth between a configured guaranteed

rate and shaping rate is shared equally among all queues on MIC and MPC interfaces,

which might not be optimal for all subscribers to a service.

You can adjust this distribution by configuring the rates and priorities for the excess

bandwidth.

By default, when traffic exceeds the shaping or guaranteed rates, the system demotes

trafficwith guaranteed high (GH) priority and guaranteedmedium (GM) priority. You can

disable this priority demotion for the MIC and MPC interfaces in your router.
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Related
Documentation

Managing Excess Bandwidth Distribution on Static Interfaces on MICs and MPCs on

page 900

•

• Managing Excess Bandwidth Distribution for Dynamic CoS on MIC and MPC Interfaces

• Per-Priority Shaping on MIC and MPC Interfaces Overview on page 870

• Traffic Burst Management on MIC and MPC Interfaces Overview on page 884

BandwidthManagement for Downstream Traffic in Edge Networks Overview

Supported Platforms MXSeries

In a subscriber access network, traffic with different encapsulations can be passed

downstream to other customer premise equipment (CPE) through theMX Series router.

Managing the bandwidth of downstream ATM traffic to Ethernet interfaces can be

especially difficult because of the different Layer 2 encapsulations.

The downstream network is not necessarily the directly attached network. In typical

broadband network gateway (BNG) configurations, the directly attached network is an

Ethernet access network, which provides access to either another frame-based network,

or a cell-based network.

The overhead accounting feature enables you to shape traffic based on whether the

downstream network is a frame-based network, like Ethernet, or a cell-based network,

like ATM. It assigns a byte adjustment value to account for different encapsulations.

This feature is available on MIC and MPC interfaces.

Effective Shaping Rate

The shaping-rate, also known as peak information rate (PIR), is the maximum rate for a

scheduler node or queue.

The true rate of a subscriber at the access-loop/CPE is a function of:

• The shaping-rate in effect for the subscriber’s household, in bits per second.

• Whether the subscriber is connected to a frame-based or cell-based network.

• Number of bytes in each frame that are accounted for by the shaper.

NOTE: Chassisegress-shaping-overhead is not included in theeffective rate.
Egress-shaping-overhead accounts for the physical interface overhead (ISO

OSI Layer 1). Effective shaping-rate is a Layer 2 (ISOOSI) rate.

ShapingModes

There are twomodes used for adjusting downstream traffic:

• Frame shaping mode is useful for adjusting downstream traffic with different

encapsulations. Shaping is based on the number of bytes in the frame, without regard

Copyright © 2017, Juniper Networks, Inc.898

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html


to cell encapsulation or padding overhead. Frame is the default shaping mode on the

router.

• Cell shapingmode is useful for adjusting downstreamcell-based traffic. In cell shaping

mode, shaping is based on the number of bytes in cells, and accounts for the cell

encapsulation and padding overhead.

When you specify cell mode, the resulting traffic stream conforms to the policing rates

configured in downstream ATM switches, reducing the number of packet drops in the

Ethernet network.

To account for ATM segmentation, the router adjusts all of the rates by 48/53 to

account for 5-byte ATM AAL5 encapsulation. In addition, the router accounts for cell

padding, and internally adjusts each frame by 8 bytes to account for the ATM trailer.

Byte Adjustments

When the downstream traffic has different byte sizes per encapsulation, it is useful to

configureabyteadjustment value toadjust thenumberofbytesperpacket tobe included

in or excluded from the shaping mechanism. This value represents the number of bytes

that are encapsulated and decapsulated by the downstream equipment. For example,

to properly account for a 4-byte header stripped by the downstream network, set the

overhead-accounting bytes to -4. To properly account for a 12-byte header added by the

downstream network, set the overhead-accounting bytes to 12.

We recommend that you specify a byte adjustment value that represents the difference

between the CPE protocol overhead and B-RAS protocol overhead.

Thesystemroundsup thebyteadjustment value to thenearestmultipleof4. For example,

a value of 6 is rounded to 8, and a value of –10 is rounded to –8.

You do not need to configure a byte adjustment value to account for the downstream

ATM network. However, you can specify the byte value to account for additional

encapsulations or decapsulations in the downstream network.

Relationship with Other CoS Features

Enabling theoverheadaccounting featureaffects the resulting shaping rates, guaranteed

rate, and excess rate parameters, if they are configured.

The overhead accounting feature also affects the egress shaping overhead feature that

you can configure at the chassis level. We recommend that you use the egress

shaping-overhead feature to account for the Layer 2 overhead of the outgoing interface,

anduse theoverhead-accounting feature toaccount fordownstreamtrafficwithdifferent

encapsulations and cell-based networks.

When both features are configured, the total byte adjustment value is equal to the

adjusted value of the overhead-accounting feature plus the value of the

egress-shaping-overhead feature. For example, if the configured byte adjustment value

is 40, and the router internally adjusts the size of each frame by 8, the adjusted overhead

accounting value is 48. That value is added to the egress shaping overhead of 24 for a

total byte adjustment value of 72.
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Related
Documentation

To configure overhead accounting for static Ethernet interfaces, see Configuring Static

ShapingParameters toAccount forOverhead inDownstreamTrafficRatesonpage881

•

• To configure overhead accounting for dynamic subscriber access, see Configuring

Dynamic Shaping Parameters to Account for Overhead in Downstream Traffic Rates

• Setting Shaping Rate and Overhead Accounting Based on PPPoE Vendor-Specific Tags

Scheduler Delay Buffering onMIC andMPC Interfaces

Supported Platforms MXSeries

Tocontrol congestion at theoutput stage, you can configure thedelay-buffer bandwidth.

Scheduler delay-buffer bandwidth provides packet buffer space to absorb burst traffic

up to the specifieddurationofdelay.After the specifieddelaybuffer becomes full, packets

with 100 percent drop probability are dropped from the head of the buffer.

MIC and MPC interfaces support the following default scheduler delay buffer sizes:

• For delay buffer rates below 1 Gbps, the interfaces support delay buffer capacity for

500ms of buffering.

• For delay buffer rates of 1 Gbps and faster, the interfaces support delay buffer capacity

for 100ms of buffering.

• All tunnel interfaces configured on MIC and MPC interfaces support delay buffer

capacity for 100ms of buffering.

You can configure an explicit buffer size ranging from 4 KB to 256MB, depending on the

MIC or MPCmodel. However, MIC and MPC interfaces do not support the large delay

buffer size configuration statement q-pic-large-buffer

Interfaces hosted onMIC andMPC line cards have a certain granularity in the application

of configured delay buffer parameters. In other words, the observed hardware value

might not exactly match the user-configured value. Nevertheless, the derived values are

as close to the configured values as allowed.

When you configure an explicit buffer size, there are 256 points available and the closest

point is chosen. High-priority andmedium-priority queues use 64 points, and the

low-priority queues uses 128.

Related
Documentation

CoS Features and Limitations on MIC and MPC Interfaces on page 854•

• Rate Shaping on MIC and MPC Interfaces on page 869

• Understanding Hierarchical Scheduling for MIC and MPC Interfaces on page 887

• Drop Profiles on MIC and MPC Interfaces on page 903

Managing Excess Bandwidth Distribution on Static Interfaces onMICs andMPCs

Supported Platforms MXSeries
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Service providers often used tiered services that must provide bandwidth for excess

traffic as traffic patterns vary. By default, excess bandwidth between a configured

guaranteed rate and shaping rate is shared equally among all queues, which might not

be optimal for all subscribers to a service.

Tomanage excess bandwidth:

1. Configure the parameters for the interface.

a. Configure the shaping rate.

[edit class-of-service traffic-control-profiles profile-name]
user@host# set shaping-rate (percent percentage | rate) <burst-size bytes>

TIP: OnMIC andMPC interfaces, the guaranteed rate and the shaping
rate share the value specified for the burst size. If the guaranteed rate
has a burst size specified, it is used for the shaping rate; if the shaping
rate has a burst size specified, it is used for the guaranteed rate. If you
have specified a burst for both rates, the system uses the lesser of the
two values.

b. Configure the excess rate.

You can configure an excess rate for all priorities of traffic.

[edit class-of-service traffic-control-profiles profile-name]
user@host# set excess-rate (percent percentage | proportion value)

Optionally, you can configure an excess rate specifically for high- and low-priority

traffic. When you configure the excess-rate statement for an interface, you cannot

also configure the excess-rate-low and excess-rate-high statements.

[edit class-of-service traffic-control-profiles profile-name]
user@host# set excess-rate-high (percent percentage | proportion value)
user@host# set excess-rate-low (percent percentage | proportion value)

BEST PRACTICE: We recommend that you configure either a
percentage or a proportion of the excess bandwidth for all schedulers
with the same parent in the hierarchy. For example, if you configure
interface 1.1 with twenty percent of the excess bandwidth, configure
interface 1.2 with eighty percent of the excess bandwidth.

2. (Optional) Configure parameters for the queue.

a. Configure the shaping rate.

[edit class-of-service scheduler scheduler-name]
user@host#setshaping-rate(rate |$junos-cos-scheduler-shaping-rate)<burst-size
bytes>
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b. Configure the excess rate.

[edit class-of-service scheduler scheduler-name]
user@host#set excess-rate (percent percentage | proportion value)

c. (Optional) Configure the priority of excess bandwidth for the queue.

[edit class-of-service scheduler scheduler-name]
user@host#set excess-priority (low |medium-low |medium-high | high | none)

TIP:

For queues, you cannot configure the excess rate in these cases:

• When the transmit-rate exact statement is configured. In this case,

the shaping rate is equal to the transmit rate and the queuedoes not
operate in the excess region.

• When the scheduling priority is configured as strict-high. In this case,

the queue gets all available bandwidth and never operates in the
excess region.

By default, when traffic exceeds the shaping or guaranteed rates, the
system demotes traffic configured with guaranteed high (GH) priority
and guaranteedmedium (GM) priority. To disable priority demotion,
specify the none option. You cannot configure this option for queues

configured with transmit-rate expressed as a percent and when the

parent’s guaranteed rate is set to zero.

For example, the following statements establish a traffic control profile with a shaping
rate of 80Mbps and an excess rate of 100 percent.

[edit class-of-service traffic-control-profiles]
tcp-example-excess {
shaping-rate 80m;
excess-rate percent 100;

}

The following statements establish a scheduler with an excess rate of 5 percent and a
low priority for excess traffic.

[edit class-of-service scheduler]
example-scheduler {
excess-priority low;
excess-rate percent 5;

}

Related
Documentation

Excess Bandwidth Distribution on MIC and MPC Interfaces Overview on page 897•

• Formore informationonhierarchical schedulingandoperationalmodes, seeConfiguring

Hierarchical Schedulers for CoS on page 320.
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Drop Profiles onMIC andMPC Interfaces

Supported Platforms MXSeries

This topic covers the following Information

• Drop Profiles on Enhanced Queuing MIC and MPC Interfaces on page 903

• Implicit Scaling of WRED Profiles on page 903

Drop Profiles on Enhanced QueuingMIC andMPC Interfaces

Enhanced queuing (EQ) interfaces on MICs and MPCs support drop profiles as follows:

• Up to 255 drop profiles

• Up to 128 tail-drop priorities for guaranteed low (GL) priorities

• Up to 64 tail-drop priorities for guaranteed high andmedium priorities

Implicit Scaling ofWRED Profiles

Youcanoversubscribe scheduler delay buffers by configuringmoredelay-buffermemory

than the system can support. If you oversubscribe the scheduler delay buffers for MIC

and MPC interfaces, the system implicitly scales down the configured weighted random

early detection (WRED) profiles so that packets are droppedmore aggressively from the

relatively full queues. This automatic adjustment creates buffer space for packets in the

relatively empty queues and provides a sense of fairness among the delay buffers.

Related
Documentation

CoS Features and Limitations on MIC and MPC Interfaces on page 854•

• Rate Shaping on MIC and MPC Interfaces on page 869

• Understanding Hierarchical Scheduling for MIC and MPC Interfaces on page 887

• Scheduler Delay Buffering on MIC and MPC Interfaces on page 900

• Defining Packet Drop Behavior by Configuring RED Drop Profiles on page 332

• Managing Transient Traffic Bursts by ConfiguringWeighted RED Buffer Occupancy on

page 356

Intelligent Oversubscription onMIC andMPC Interfaces Overview

Supported Platforms MXSeries
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On the MIC and MPC interfaces on MX Series routers, as on other types of interface

hardware, arriving packets are assigned to one of two preconfigured traffic classes

(network control and best effort) based on their header types and destination media

accesscontrol (MAC)address.Oversubscription, thesituationwhen the incomingpacket

rate ismuchhigher than thePacket ForwardingEngineandsystemcanhandle, cancause

key packets to be dropped and result in a flurry of resends, making the problemworse.

However, MIC and MPC interfaces handle oversubscription more intelligently and drops

lower priority packetswhen oversubscription occurs. Protocols such as routing protocols

are classified as network control. Protocols such as telnet, FTP, and SSH are classified

as best effort. No configuration is necessary.

The following frames and packets are assigned to the network control traffic class:

• ARPs: Ethertype 0x0806 for ARP and 0x8035 for dynamic RARP

• IEEE 802.3ad Link Aggregation Control Protocol (LACP): Ethertype 0x8809 and 0x01

or 0x02 (subtype) in first data byte

• IEEE 802.1ah: Ethertype 0x8809 and subtype 0x03

• IEEE 802.1g: Destination MAC address 0x01–80–C2–00–00–02with Logical Link

Control (LLC) 0xAAAA03 and Ethertype 0x08902

• PVST: Destination MAC address 0x01–00–0C–CC–CC–CDwith LLC 0xAAAA03 and

Ethertype 0x010B

• xSTP: Destination MAC address 0x01–80–C2–00–00–00with LLC 0x424203

• GVRP: Destination MAC address 0x01–80–C2–00–00–21with LLC 0x424203

• GMRP: Destination MAC address 0x01–80–C2–00–00–20with LLC 0x424203

• IEEE 802.1x: Destination MAC address 0x01–80–C2–00–00–03with LLC 0x424203

• Any per-portmy-mac destination MAC address

• Any configured global Integrated Bridging and Routing (IRB)my-mac destinationMAC

address

In addition, the following Layer 3 control protocols are assigned to the network control

traffic class:

• IGMP query and report: Ethertype 0x0800 and carrying an IPv4 protocol or IPv6 next

header field set to 2 (IGMP)

• IGMP DVMRP: IGMP field version = 1 and type = 3

• IPv4 ICMP: Ethertype 0x0800 and IPv4 protocols = 1 (ICMP)

• IPv6 ICMP: Ethertype 0x86DD and IPv6 next header field = 0x3A (ICMP)

• IPv4 or IPv6OSPF: Ethertype0x0800 and IPv4 protocol field or IPv6 next header field

= 89 (OSPF)

• IPv4or IPv6VRRP: IPv4Ethertype0x0800or IPv6Ethertype0x86DDand IPv4protocol

field or IPv6 next header field = 112 (VRRP)
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• IPv4or IPv6RSVP: IPv4Ethertype0x0800or IPv6Ethertype0x86DDand IPv4protocol

field or IPv6 next header field = 46 or 134

• IPv4 or IPv6 PIM: IPv4 Ethertype0x0800 or IPv6 Ethertype0x86DD and IPv4 protocol

field or IPv6 next header field = 103

• IPv4or IPv6 IS-IS: IPv4Ethertype0x0800or IPv6Ethertype0x86DDand IPv4protocol

field or IPv6 next header field = 124

• IPv4 router alert: IPv4 Ethertype 0x0800 and IPv4 option field = 0x94 (router alert)

Also, the following Layer 4 control protocols are assigned to the network control traffic

class:

• IPv4 and IPv6BGP: IPv4 Ethertype0x0800 or IPv6 Ethertype0x86DD, TCP port = 179,

and carrying an IPv4 protocol or IPv6 next header field set to 6 (TCP)

• IPv4 and IPv6 LDP: IPv4 Ethertype 0x0800 or IPv6 Ethertype 0x86DD, TCP or UDP

port = 646, and carrying an IPv4 protocol or IPv6 next header field set to 6 (TCP) or 17

(UDP)

• IPv4 UDP/L2TP control frames: IPv4 Ethertype 0x0800, UDP port = 1701, and carrying

an IPv4 protocol field set to 17 (UDP)

• DHCP: Ethertype 0x0800, IPv4 protocol field set to 17 (UDP), and UDP destination

port = 0x43 (DHCP service) or 0x44 (DHCP host)

• IPv4 or IPv6 UDP/BFD: Ethertype 0x0800, UDP port = 3784, and IPv4 protocol field

or IPv6 next header field set to 17 (UDP)

Finally, anyPPPencapsulation (Ethertype0x8863 (PPPoEDiscovery)or0x8864 (PPP0E

Session Control)) is assigned to the network control traffic class (queue 3).

NOTE: These classifications are preconfigured.

Jitter Reduction in Hierarchical CoSQueues

Supported Platforms MXSeries

• Queue Jitter as a Function of the MaximumNumber of Queues on page 905

• Default MaximumQueues for Hierarchical Queuing MICs and MPCs on page 906

• Shaping Rate Granularity as a Function of the RateWheel Update Period on page 907

Queue Jitter as a Function of theMaximumNumber of Queues

Each queuing chip on a Modular Interface Card (MIC) or Modular Port Concentrator

(MPC) internally hosts a ratewheel thread that updates the shaper credits into the shapers

available at each level of scheduling hierarchy. At each hierarchy level, the length of this

update period determines two key characteristics of scheduling:

• Theminimum buffer needed for the queue to pass packets without dropping.
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• The degree of jitter encountered in the queue.

At each hierarchy level, the length of the rate wheel update period is dependent upon

the number of entities enabled for that node level. Because traffic is queued at Level 5

(queues) and scheduled upwards to Level 1 (the port), the number of entities (queues)

enabled at Level 5 determines the number of entities (logical interfaces, interface-sets,

or ports) enabledat theother levels of the schedulinghierarchy. Byextension, thenumber

of queues enabled for a given scheduler node hierarchy determines the length of the

update period at all hierarchy levels. Consequently, limiting the maximum number of

queues supported by a hierarchical queuing MIC or MPC can reduce jitter in the queues.

To configure the maximum number of queues allowed per hierarchical queuing MIC or

MPC, include themax-queues statement at the [edit chassis fpc slot-number] hierarchy

level.

Default MaximumQueues for Hierarchical QueuingMICs andMPCs

TheQXchip on aMICorMPCconsists of two symmetrical halves, and each half supports

amaximumof64Kqueues (128KqueuesperQXchip). The2-port and4-port 10-Gigabit

Ethernet MICs with XFP and the MPC1_Q line cards have one chipset and can support a

maximum of 128 K queues, distributed across the two partitions of the single QX chip.

TheMPC2 Q andMPC2 EQ line cards have two chipsets and can support amaximum of

256 K queues, distributed across the four partitions of the two QX chips.

Table 143 on page 906 lists the maximum number of queues supported by default and

the corresponding rate wheel update period for each hierarchical queuing MIC or MPC.

Table 143: Default MaximumQueues and Corresponding RateWheel Update Periods

RateWheel
Update Period

Maximum
QueuesHierarchical Queuing MIC or MPCRouter Model

1.6 ms128 K2-port 10-Gigabit Ethernet MICwith XFP

The chassis base board hosts one chipset-based Packet Forwarding
Engine process that operates in standalonemode. The single QX chip is
composed of two partitions that each support 64 K queues for egress
ports.

MX5,
MX10,
MX40, and
MX80modular

1.6 ms128 KMPC1 Q

TheMPC1Q line card hosts one chipset-basedPacket Forwarding Engine
process that operates in fabric mode. The single QX chip is composed of
two partitions that each support 64 K queues for egress ports.

MX240,
MX480,
MX960,
MX2010, and
MX2020

1.6 ms256 KMPC2Q

TheMPC2Q linecardhosts twochipset-basedPacketForwardingEngine
processes that operate in fabric mode. The two QX chips are composed
of four partitions that each support 64 K queues for egress ports.

2.6 ms256 KMPC2 EQ

TheMPC2EQlinecardhosts twochipset-basedPacketForwardingEngine
processes that operate in fabric mode. The two QX chips are composed
of four partitions that each support 64 K queues for egress ports.
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You can configure hierarchical queuing MICs and MPCs to support a reducedmaximum

number of queues. Doing so reduces the rate wheel update period used by the QX chip,

which in turn reduces jitter in the queues for the egress interfaces hosted on the line card.

Shaping Rate Granularity as a Function of the RateWheel Update Period

Reducing the length of theQX chip ratewheel update period, in addition to reducing jitter

in the hierarchical scheduling queues, also indirectly increases the shaping granularity.

For a given port line rate and scheduling hierarchy level, the shaping granularity is a
function of the minimum shaper credit size and the rate wheel update period in effect
as a result of the number of queues supported by the line card.

shaping granularity = minimum shaper credit size / rate wheel update period

Table 144 on page 907 shows how shaping granularity is calculated for non-enhanced

hierarchical queuing MIC and MPC line cards with default values for minimum shaper

credit size and for rate wheel update period.

Table 144: Default Shaping Granularities on Non-Enhanced QueuingMICs andMPCs

Calculation of Shaping Granularity

Non-EnhancedQueuingMICorMPCDefaults

Hierarchy LevelPort Type Update PeriodMinimumCredit

32 bits / 0.01333 sec = 2.4 Kbps13.33ms = 0.01333 sec4 bytes = 32 bitsLevel 1 (port),
Level 4 (queues)

1 Gbps
Queuing

128 bits / 0.01333 sec = 9.6 Kbps1.66ms = 0.00166 sec16 bytes = 128 bitsLevel 2, Level 3

128 bits / 0.01333 sec = 9.6 Kbps13.33ms = 0.01333 sec16 bytes = 128 bitsLevel 1 (port),
Level 4 (queues)

10 Gbps
Queuing

512 bits / 0.01333 sec = 38.4 Kbps1.66ms = 0.00166 sec64 bytes = 512 bitsLevel 2, Level 3

Related
Documentation

Example: Reducing Jitter in Hierarchical CoS Queues on page 907•

• Per-Unit Queuing and Hierarchical Queuing for MIC and MPC Interfaces on page 892

• Understanding Hierarchical Scheduling for MIC and MPC Interfaces on page 887

Example: Reducing Jitter in Hierarchical CoSQueues

Supported Platforms MXSeries

This example shows how to reduce jitter in the output queues for VLAN ports hosted on

a hierarchical queuing MPC.

• Requirements on page 908

• Overview on page 908

• Configuration on page 908
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Requirements

This example uses the following Juniper Networks hardware and Junos OS software:

• MX960 router in an IPv4 network and running Junos OS Release 13.2 or later.

• Available Gigabit Ethernet port hosted on FPC slot 2, PIC slot 0, port 0.

• AvailableGigabit Ethernetport hostedonport0ofaGigabit EthernetModular Interface

Card (MIC) in PIC slot 0 of anMPC2QModular Port Concentrator (MPC) in FPC slot 5.

Before you begin configuring this example, make sure that the maximum number of

queues allowed for the hierarchical queuing MPC in slot 5 has not yet been configured.

When you enter the show chassis fpc 5 command from configuration mode, the

max-queues statement should not display.

Overview

In this example you configure hierarchical scheduling on a VLAN port hosted on a

hierarchical queuing MPC. To reduce jitter in the queues for all egress ports hosted on

the MPC, reduce themaximum number of queues allowed for MPC.

Configuration

CLI Quick
Configuration

To quickly configure this example, copy the following commands, paste them into a text

file, remove any line breaks, change any details necessary to match your network

configuration, and then copy andpaste the commands into theCLI at the [edit]hierarchy

level.

set interfaces xe-2/0/0 per-unit-scheduler
set interfaces xe-2/0/0 flexible-vlan-tagging
set interfaces xe-2/0/0 unit 0 vlan-id 1
set interfaces xe-2/0/0 unit 0 family inet address 10.1.1.1/24
set interfaces xe-2/0/0 unit * classifiers ieee-802.1 ieee_jitter
set interfaces xe-5/0/0 per-unit-scheduler
set interfaces xe-5/0/0 flexible-vlan-tagging
set interfaces xe-5/0/0 unit 0 vlan-id 1
set interfaces xe-5/0/0 unit 0 family inet address 10.2.1.1/24
set class-of-service-interfaces xe-5/0/0 unit * output-traffic-control-profile tcp
set class-of-service forwarding-classes queue 0 be
set class-of-service forwarding-classes queue 1 ef
set class-of-service forwarding-classes queue 2 af
set class-of-service forwarding-classes queue 3 nc
set class-of-service schedulers be_sch priority low
set class-of-service schedulers ef_sch priority low
set class-of-service schedulers af_sch priority strict-high
set class-of-service schedulers nc_sch priority low
set class-of-service classifiers ieee_jitter forwarding-class be loss-priority lowcode-points
000

set class-of-service classifiers ieee_jitter forwarding-class ef loss-priority low code-points
001

set class-of-service classifiers ieee_jitter forwarding-class af loss-priority low code-points
010
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set class-of-service classifiers ieee_jitter forwarding-class nc loss-priority low code-points
011

set class-of-service scheduler-maps smap_jitter forwarding-class be scheduler be_sch
set class-of-service scheduler-maps smap_jitter forwarding-class ef scheduler ef_sch
set class-of-service scheduler-maps smap_jitter forwarding-class af scheduler af_sch
set class-of-service scheduler-maps smap_jitter forwarding-class nc scheduler nc_sch
set class-of-service traffic-control-profiles tcp scheduler-map smap_jitter
set class-of-service traffic-control-profiles tcp shaping-rate 6g

Baseline Configuration

Step-by-Step
Procedure

Configure hierarchical scheduling at xe-5.0.0.

To configure the VLAN 1 input and output at xe-2/0/0.0 and xe-5/0/0.0:

[edit]

1.

user@host# set interfaces xe-2/0/0 per-unit-scheduler
user@host# set interfaces xe-2/0/0 flexible-vlan-tagging
user@host# set interfaces xe-2/0/0 unit 0 vlan-id 1
user@host# set interfaces xe-2/0/0 unit 0 family inet address 10.1.1.1/24

user@host# set interfaces xe-5/0/0 per-unit-scheduler
user@host# set interfaces xe-5/0/0 flexible-vlan-tagging
user@host# set interfaces xe-5/0/0 unit 0 vlan-id 1
user@host# set interfaces xe-5/0/0 unit 0 family inet address 10.2.1.1/24

2. Map each of four queues to a forwarding class.

[edit]
user@host# set class-of-service forwarding-classes queue 0 be
user@host# set class-of-service forwarding-classes queue 1 ef
user@host# set class-of-service forwarding-classes queue 2 af
user@host# set class-of-service forwarding-classes queue 3 nc

3. Assign a packet-scheduling priority value to each forwarding class.

[edit]
user@host# set class-of-service schedulers be_sch priority low
user@host# set class-of-service schedulers ef_sch priority low
user@host# set class-of-service schedulers af_sch priority strict-high
user@host# set class-of-service schedulers ef_sch priority low

4. Customize the default IEEE802.1p classifier (BA classifier based on Layer 2 header)
by defining different values for iEEE 802.1p code points.

[edit]
user@host# set class-of-service classifiers ieee_jitter forwarding-class be
loss-priority low code-points 000

user@host#setclass-of-serviceclassifiers ieee_jitter forwarding-classef loss-priority
low code-points 001

user@host#setclass-of-serviceclassifiers ieee_jitter forwarding-classaf loss-priority
low code-points 010

user@host# set class-of-service classifiers ieee_jitter forwarding-class nc
loss-priority low code-points 011
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5. Apply the BA classifier to the input of the logical units on xe-2/0/0.

[edit]
user@host# set interfaces xe-2/0/0 unit * classifiers ieee-802.1 ieee_jitter

6. Configure the scheduler map smap_jitter to map the forwarding classes to the
schedulers.

[edit]
user@host# set class-of-service scheduler-maps smap_jitter forwarding-class be
scheduler be_sch

user@host# set class-of-service scheduler-maps smap_jitter forwarding-class ef
scheduler ef_sch

user@host# set class-of-service scheduler-maps smap_jitter forwarding-class af
scheduler af_sch

user@host# set class-of-service scheduler-maps smap_jitter forwarding-class nc
scheduler nc_sch

7. Configure the traffic control profile tcp to combine the scheduler map smap_jitter
(that maps the forwarding classes to the schedulers for port-based scheduling)
with a shaping rate (for hierarchical scheduling).

[edit]
user@host# set class-of-service traffic-control-profiles tcp scheduler-map
smap_jitter

user@host# set class-of-service traffic-control-profiles tcp shaping-rate 6g

8. Apply the traffic control profile to the router output at xe-5/0/0.

[edit]
user@host# set class-of-service-interfaces xe-5/0/0 unit *
output-traffic-control-profile tcp

9. If you are done configuring the device, commit the configuration.

[edit]
user@host# commit

Results Confirm your configuration by entering show interfaces and show cloass-of-service
commands from configuration mode. If the output does not display the intended
configuration, repeat the instructions in this example to correct the configuration.

[edit]
user@host# show interfaces
xe-2/0/0 {
per-unit-scheduler;
flexible-vlan-tagging;
unit 0 {
vlan-id 1;
family inet {
address 10.1.1.1/24;

}
}
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}
xe-5/0/0 {
per-unit-scheduler;
flexible-vlan-tagging;
unit 0 {
vlan-id 1;
family inet {
address 10.2.1.1/24;

}
}

}

[edit]
user@host# show class-of-service
classifiers {
ieee-802.1 ieee_jitter {
forwarding-class be {
loss-priority low code-points 000;

}
forwarding-class ef {
loss-priority low code-points 001;

}
forwarding-class af {
loss-priority low code-points 010;

}
forwarding-class nc {
loss-priority low code-points 011;

}
}

}
forwarding-classes {
queue 0 be;
queue 1 ef;
queue 2 af;
queue 3 nc;

}
traffic-control-profiles {
tcp {
scheduler-map smap_jitter;
shaping-rate 6g;

}
}
interfaces {
xe-2/0/0 {
unit * {
classifiers {
ieee-802.1 ieee_jitter;

}
}

}
xe-5/0/0 {
unit * {
output-traffic-control-profile tcp;

}
}

}
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scheduler-maps {
smap_jitter {
forwarding-class be scheduler be_sch;
forwarding-class ef scheduler ef_sch;
forwarding-class af scheduler af_sch;
forwarding-class nc scheduler nc_sch;

}
}
schedulers {
be_sch {
priority low;

}
ef_sch {
priority low;

}
af_sch {
priority strict-high;

}
nc_sch {
priority low;

}
}

Verification

Confirm that the configuration is working properly

• Measuring End-to-End Jitter to Establish the Baseline on page 912

• Configuring Jitter Reduction on page 912

• Measuring End-to-End Jitter to Verify Jitter Reduction on page 913

Measuring End-to-End Jitter to Establish the Baseline

Purpose Establish a baseline measurement by noting the amount of jitter that occurs when the

hierarchical queuing line card hosting the egress port is configured with the default

maximum number of queues.

Action Tomeasure jitter:

1. Pass traffic through the VLAN.

2. Measure the variation in packet delay for selected packets in the data flow.

Configuring Jitter Reduction

Purpose Reduce jitter in the VLAN port output queues.

Action Configure a reducedmaximum number of queues for egress ports on the hierarchical
queuing MPC in slot 5, thereby reducing the jitter in the port queues.

[edit]

1.
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user@host# set chassis fpc 5max-queue 64k

2. If you are done configuring the device, commit the configuration.

[edit]
user@host# commit

Measuring End-to-End Jitter to Verify Jitter Reduction

Purpose Measure the amount of jitter that occurs when the hierarchical queuing line card hosting

the egress port is configured with a reducedmaximum number of queues.

Action Tomeasure jitter:

1. Pass traffic through the VLAN.

2. Measure the variation in packet delay for selected packets in the data flow.

Related
Documentation

Jitter Reduction in Hierarchical CoS Queues on page 905•

• max-queues on page 1104

CoS on Ethernet Pseudowires in Universal Edge Networks Overview

Supported Platforms MXSeries

You can apply rewrite rules and classifiers to an Ethernet pseudowire on MIC and MPC

interfaces on MX Series routers. In an edge network, the pseudowire can represent a

single customer.

To create thepseudowires, you use logical tunnel (LT) interfaces that connect two virtual

routing forwarding (VRF) instances. To provide CoS to the LT interface, you can apply

classifiers and rewrite rules. Rewrite rules enable you to rewritepacket header information

byspecifyingvariousCoSvalues, includingDiffServ codepoint (DSCP)and IPprecedence.

NOTE: Scheduling is not supported on LT interfaces in the current release.

For example, a VPLS instance is connected to a Layer 3 routing instance. The logical

tunnel labeled lt-9/0/0.0 is configuredwithvplsas the family, and lt-9/0/0.1 is configured

with inet as the family. You can apply a rewrite rule and classifier for DSCP to lt-9/0/0.1,

which can represent a business subscriber.

Related
Documentation

ConfiguringCoSonanEthernetPseudowire forMultiserviceEdgeNetworksonpage914•
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CoS Scheduling Policy on Logical Tunnel Interfaces Overview

Supported Platforms MXSeries

You can configure a CoS scheduling policy on a logical tunnel interface (LT ifl). Logical

tunnel interfaces can be used to terminate a pseudowire into a virtual routing and

forwarding (VRF) instance. If an LT device is used to terminate a pseudowire, CoS

scheduling policies can be applied on the LT interface to manage traffic entering the

pseudowire. You accomplish this by configuring the hierarchical-scheduler attribute on

the physical interface.

This feature is supported on MIC and MPC interfaces.

Related
Documentation

Configuring a CoS Scheduling Policy on Logical Tunnel Interfaces on page 891•

• Configuring Hierarchical Schedulers for CoS on page 320

• CoS on Ethernet Pseudowires in Universal Edge Networks Overview on page 913

• ConfiguringCoSonanEthernetPseudowire forMultiserviceEdgeNetworksonpage914

Configuring CoS on an Ethernet Pseudowire for Multiservice Edge Networks

Supported Platforms MXSeries

You can configure rewrite rules and classifiers to logical tunnel (LT) interfaces that are

configured to represent Ethernet pseudowires.

This feature is supported on MIC and MPC interfaces.

To configure CoS on an LT interface configured for an Ethernet pseudowire:

1. Configure a pair of LT interfaces to represent a pseudowire.

To apply rewrite rules and classifiers to the pseudowire, youmust assign one of the

LT interfaces to the inet family.

[edit]
user@host#edit interfaces lt-fpc/pic/port
user@host#edit unit logical-unit-number
user@host#set encapsulation encapsulation
user@host#set family (inet | inet6 | iso | mpls)
user@host#set peer-unit unit-number

2. Configure the rewrite rule.

The available rewrite rule types for an LT interface are dscp and inet-precedence.

[edit class-of-service]
user@host#edit rewrite-rules (dscp | inet-precedence) rewrite-name
user@host#edit forwarding-class class-name
user@host#set loss-priority class-name code-point (alias | bits)
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3. Configure the classifier.

The available classifier types for an LT interface are dscp and inet-precedence.

[edit class-of-service]
user@host#edit classifiers (dscp | inet-precedence) classifier-name
user@host#edit forwarding-class class-name
user@host#set loss-priority class-name code-points [aliases] [bit-patterns]

4. Apply the rewrite rule and classifier to the LT interface that you assigned to the inet

family.

[edit class-of-service interfaces interface-name unit logical-unit-number]
user@host#set rewrite-rule (dscp | inet-precedence)(rewrite-name | default)protocol
protocol-types

user@host# set classifiers (dscp | inet-precedence) (classifier-name | default)

Related
Documentation

CoS on Ethernet Pseudowires in Universal Edge Networks Overview on page 913•

• Rewriting Packet Headers to Ensure Forwarding Behavior on page 361.

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33.

CoS for L2TP LNS Inline Services Overview

Supported Platforms MX240, MX480, MX960

Youcanapplyhierarchical schedulingandper-sessionshaping toLayer 2TunnelProtocol

(L2TP) network server (LNS) inline services using a static or dynamic CoS configuration.

This feature is supported on MIC and MPC interfaces on MX240, MX480, and MX960

routers.

• Guidelines for Applying CoS to the LNS on page 915

• Hardware Requirements for Inline Services on the LNS on page 916

Guidelines for Applying CoS to the LNS

In L2TP configurations, IP, UDP, and L2TP headers are added to packets arriving at a PPP

subscriber interface on the L2TP access concentrator (LAC) before being tunneled to

the LNS.

When a service interface is configured for an L2TP LNS session, it has an inner IP header

and an outer IP header. You can configure CoS for an LNS session that corresponds to

the inner IP header only. The outer IP header is used for L2TP tunnel processing only.

However, we recommend that you configure classifiers and rewrite-rules to transfer the

ToS (type of service) value from the inner IP header to the outer IP header of the L2TP

packet.

Figure 70 on page 916 shows the classifier and rewrite rules that you can configure on an

LNS inline service.
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Figure 70: Processing of CoS Parameters in an L2TP LNS Inline Service
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By default, the shaping calculation on the service interface includes the L2TP

encapsulation. If necessary, you can configure additional adjustments for downstream

ATM traffic from the LAC or differences in Layer 2 protocols.

Hardware Requirements for Inline Services on the LNS

Hierarchical scheduling for L2TP LNS inline services is supported on MIC and MPC

interfacesonly. The services that youcanconfiguredependon thehardwarecombination.

Table 145 on page 916 lists the supported inline services and peer interfaces for eachMIC

and MPC combination.

Table 145: Hardware Requirements for L2TP LNS Inline Services

Inline Service Support–Without
Per-Session Shaping

Inline Service Support–With
Per-Session ShapingMPCModule

YesNoMPC2E-3D-NG

YesYesMPC2E-3D-NG-Q

MX80

NoNoMPC-3D-16XGE-SFPP

Related
Documentation

Configuring Static CoS for an L2TP LNS Inline Service on page 916•

• Configuring Dynamic CoS for an L2TP LNS Inline Service

Configuring Static CoS for an L2TP LNS Inline Service

Supported Platforms MXSeries

You can configure hierarchical scheduling for an L2TP LNS inline service andmanage

the IP header values using rewrite rules and classifiers.

Before youbegin, configure theL2TPLNS inline service interface.SeeConfiguringanL2TP

LNS with Inline Service Interfaces.
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To configure static CoS for an L2TP LNS inline service:

1. Configure the hierarchical scheduler for the service interface (si) interface.

[edit interfaces si-fpc/port/pic ]
user@host# set hierarchical-scheduler maximum-hierarchy-levels 2

BEST PRACTICE: To enable Level 3 nodes in the LNS scheduler hierarchy
and to provide better scaling, we recommend that you also specify a
maximum of two hierarchy levels.

2. Configure the LNS to reflect the IP ToS value in the inner IP header to the outer IP

header.

[edit services l2tp tunnel-group name]
user@host# set tos-reflect

3. Configure the classifier for egress traffic from the LAC:

a. Define the fixed or behavior aggregate (BA) classifier.

• To configure a fixed classifier:

[edit class-of-service interfaces si-fpc/port/pic unit logical-unit-number]
user@host# set forwarding-class class-name

• To configure a BA classifier:

[edit class-of-service]
user@host# set classifiers (dscp | dscp-ipv6 | inet-precedence) classifier-name
forwarding-class class-name loss-priority level code-points [ aliases ] [
bit-patterns]

b. Apply the classifier to the service interface.

• To apply the classifier for the DSCP or DSCP IPv6 value:

[edit class-of-service interfacessi-fpc/port/pic unit logical-unit-numberclassifiers]
user@host# set dscp (classifier-name | default)
user@host# set dscp-ipv6 (classifier-name | default)

• To apply the classifier for the ToS value:

[edit class-of-service interfacessi-fpc/port/pic unit logical-unit-numberclassifiers]
user@host# set inet-precedence (classifier-name | default)

4. Configure and apply a rewrite-rule to ingress traffic to the LAC:

a. Configure the rewrite rule with the forwarding class and the loss priority value.

[edit class-of-service]
user@host# set rewrite-rules (dscp | dscp-ipv6 | inet-precedence) rewrite-name
forwarding-class class-name loss-priority level code-point (alias | bits)

b. Apply the rewrite rule to the service interface.

• To apply the rewrite rule for the DSCP or DSCP IPv6 value:

917Copyright © 2017, Juniper Networks, Inc.

Chapter 27: Configuring Class of Service on MICs, MPCs, and MLCs



[edit class-of-service interfaces si-fpc/port/pic unit logical-unit-number
rewrite-rules]

user@host# set dscp(rewrite-name | <default>) protocol protocol-types
user@host# set dscp-ipv6 (rewrite-name | <default>)

• To apply the rewrite rule for the ToS value:

[edit class-of-service interfaces si-fpc/port/pic unit logical-unit-number
rewrite-rules]

user@host# set inet-precedence (rewrite-name | <default>) protocol
protocol-types

5. (Optional) Configure additional adjustments for downstream ATM traffic.

By default, the shaping calculation on the service interface includes the L2TP

encapsulation. If necessary, youcanconfigureadditional adjustments for downstream

ATM traffic from the LAC or differences in Layer 2 protocols.

[edit class-of-service traffic-control-profiles profile-name]
user@host# set overhead-accounting (frame-mode | cell-mode) <bytes byte-value

6. Apply the traffic-control profile.

[edit class-of-service interfaces si-fpc/port/pic unit logical-unit-number]
user@host# set output-traffic-control-profile profile-name

BEST PRACTICE: To limit bandwidth for tunneled sessions with default
CoS configurations, we recommend that you also configure CoS for the
remaining traffic on the static service interface.

[edit class-of-service interfaces si-fpc/port/pic ]
user@host# set output-traffic-control-profile-remaining profile-name

Related
Documentation

CoS for L2TP LNS Inline Services Overview on page 915•

• ConfiguringStaticShapingParameters toAccount forOverhead inDownstreamTraffic

Rates on page 881

CoS on Circuit Emulation ATMMICs Overview

Supported Platforms MXSeries

The following class-of-service features are supported on Circuit Emulation ATMMICs:

• Traffic shaping and scheduling—Traffic shaping determines the maximum amount of

traffic that can be transmitted on an interface.

You can configure three different categories of ATM service: constant bit rate (cbr),

non-real-timevariablebit rate (nrvbr), and real-timevariablebit rate (rtvbr). Theservice

categoryworks in conjunctionwith ATMcell parameters peak-rate, sustained-rate, and

maxburst-size to impose traffic shaping, transmit rate, shaping rate, anddefault excess

rate for an ATM queue.
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Beginning with Junos OS Release 14.2, for an ATMMIC with SFP

(MIC-3D-8OC3-2OC12-ATM), youcanconfigureCBRbandwidthspeedsupto622Mbps

(OC12 speed) per virtual circuit (VC). To enable each VC on an ATMMIC with SFP to

support up to line rate traffic in OC12 mode, define both of the following parameters

in the traffic shaping and scheduling profile:

• Configure cbr as the ATM service category (atm-service) .

• Configure up to amaximumof 1,412,829 cells per second (cps) as the ATMpeak cell

rate (peak-rate) .

To set the OC12 per-VC port speed for an ATMMIC with SFP, configure the oc12-stm4

port speed option for the desired port.

NOTE: When you configure up to OC12 CBR bandwidth speed per VC on
an ATMMICwith SFP, the actual Layer 3 payload throughput you obtain
depends on the ATM encapsulation type and IP packet size that you use.
The Layer 3 payload rate is themaximum Layer 3 (IP) payload throughput
achieved for a given Layer 2 traffic rate.

• Policing—Policing, or rate limiting, enables you to limit theamountof traffic that passes

into or out of the interface. It works with firewall filters to thwart denial-of-service

(DoS) attacks.

Networks police traffic by limiting the input or output transmission rate of a class of

traffic on the basis of user-defined criteria. The ATM policer controls the maximum

rate of traffic sent from or received on the interface on which it is applied.

To apply limits to the traffic flow, configure the cdvt and peak-rate parameters within

the policer. Define the policing-action parameter as discard, discard-tag, and count to

setaconsequence for thepackets that exceed these limits. Theconsequence is usually

a higher loss priority so that if the packets encounter downstreamcongestion, they are

discarded first.

Release History Table DescriptionRelease

Beginning with Junos OS Release 14.2, for an ATMMIC with SFP
(MIC-3D-8OC3-2OC12-ATM), you can configure CBR bandwidth speeds up
to 622 Mbps (OC12 speed) per virtual circuit (VC).

14.2

Related
Documentation

Configuring CoS on Circuit Emulation ATMMICs on page 919•

• Configuring Port Speed on Multi-Rate MICs

Configuring CoS on Circuit Emulation ATMMICs

Supported Platforms MXSeries
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OnMXSeries routers, you can configure the following class-of-service features onCircuit

Emulation ATMMICs:

• Traffic shaping and scheduling—Traffic shaping determines the maximum amount of

traffic that can be transmitted on an interface.

• Policing—Policing, or rate limiting, enables you to limit theamountof traffic that passes

into or out of the interface. It works with firewall filters to thwart denial-of-service

(DoS) attacks.

To configure a traffic shaping and scheduling profile on a Circuit Emulation ATMMIC:

1. Configure the traffic shaping and scheduling profile and specify the service category

that determines the traffic shaping parameter for the ATM queue at the ATMMIC.

[edit class-of-service traffic-control-profile traffic-control-profile-name]
user@host# set atm-service (cbr | nrtvbr| rtvbr)

NOTE: Beginning with Junos OS Release 14.2, to configure up to OC12
constant bit rate (CBR) bandwidth speed per virtual circuit (VC) on an
ATMMICwith SFP (MIC-3D-8OC3-2OC12-ATM), specify cbr as the ATM

service category.

2. Configure the transmit rate, shaping rate, and default excess rate for the ATM queue.

[edit class-of-service traffic-control-profile traffic-control-profile-name]
user@host# set peak-rate peak-rate
user@host# set sustained-rate rate
user@host# set max-burst-size cells

NOTE: Beginningwith JunosOSRelease 14.2, to configureup toOC12CBR
bandwidth speed per VC on an ATMMICwith SFP, specify up to 1,412,829
cells per second (cps) as the ATM peak cell rate.

To configure an ATM policer for a Circuit Emulation ATMMIC:

1. Create a policer for each cell in the ATMpacket. A policer defines themaximum traffic

that can flow through an interface and further determines the actions to be taken

when the traffic exceeds the defined limits.

[edit firewall]
user@host# set atm-policer atm-policer-name

2. Define the policer parameters. Configure the atm-service option. Apply limits to the

traffic flow by configuring the cdvt and peak-rate parameters within the policer and

define thepolicing-actionparameter to setaconsequence for thepackets that exceed

the traffic limits.

[edit firewall atm-policer atm-policer-name]
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user@host# set logical-interface-policer
user@host# set atm-service (cbr | rtvbr | nrtvbr | ubr)
user@host# set cdvt rate
user@host# set peak-rate rate
user@host# set policing-action (discard | discard-tag | count)

3. Apply the traffic-shaping profile at the class-of-service interface level.

[edit class-of-service interfaces at-fpc/pic/port unit unit-number]
user@host# set output-traffic-control-profile traffic-control-profile-name

4. Apply the policer at the interface level.

[edit interfaces at-fpc/pic/port unit unit-number]
user@host# set atm-policer input-atm-policer atm-policer-name

You can verify the configuration by using the show class-of-service traffic-control-profile

traffic-control-profile-name command.

Release History Table DescriptionRelease

Beginning with Junos OS Release 14.2, to configure up to OC12 constant bit rate
(CBR) bandwidth speed per virtual circuit (VC) on an ATMMIC with SFP
(MIC-3D-8OC3-2OC12-ATM), specify cbr as the ATM service category.

14.2

Beginning with Junos OS Release 14.2, to configure up to OC12 CBR bandwidth
speed per VC on an ATMMIC with SFP, specify up to 1,412,829 cells per second
(cps) as the ATM peak cell rate.

14.2

Related
Documentation

ATM Support on Circuit Emulation PICs Overview•

• CoS on Circuit Emulation ATMMICs Overview on page 918

Understanding IEEE 802.1p Inheritance push and swap from a Transparent Tag

Supported Platforms EX Series,M320,MXSeries

M320 router interfaces andMXSeries router interfaces onModular InterfaceCards (MIC)

or Modular Port Concentrators (MPCs) support configurable IEEE 802.1p inheritance of

push and swap bits from the transparent tag of each incoming packet which allows you

to classify incoming packets based on the IEEE 802.1p bits from the transparent tag.

Duringa taggingoperation, JunosOSbydefault inherits the IEEE802.1pbits from incoming

tags in swap and push operations from the known tags configured on the interface.

It can be useful to override the default behavior by configuring Junos OS to inherit the

IEEE 802.1p bits from a transparent tag, and to classify incoming packets based on the

IEEE 802.1p bits of the incoming transparent tag. The configuration statements

swap-by-poppush and transparent enable Junos OS to do this.
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By default, during a swap operation, the IEEE 802.1p bits of the VLAN tag remain

unchanged. When the swap-by-poppush operation is enabled on a logical interface, the

swap operation is treated as a pop operation followed by push operation. The pop

operation removes the existing tag and the associated IEEE 802.1p bits and the push

operation copies the inner VLAN IEEE 802.1p bits to the IEEE bits of the VLAN or VLANs

beingpushed.Asa result, the IEEE802.1pbits are inherited fromthe incoming transparent

tag.

To classify incoming packets based on the IEEE 802.1p bits from the transparent tag,

include the transparent statement at the [edit class-of-service interfaces interface-name

unit logical-unit-number classifiers ieee-802.1 vlan-tag] hierarchy level.

To configure Junos OS to inherit the IEEE 802.1p bits from the transparent tag, include

the swap-by-poppush statement at the [edit interfaces interface-name unit

logical-unit-number] hierarchy level.

NOTE: IEEE802.1p Inheritancepushandswap isonlysupportedonuntagged
and single-tagged logical interfaces, and is not supported on dual-tagged
logical interfaces.

Related
Documentation

swap-by-poppush•

• transparent on page 1198

• Understanding swap-by-poppush

• Configuring IEEE 802.1p Inheritance push and swap from the Transparent Tag on

page 922

• Understanding Transparent Tag Operations and IEEE 802.1p Inheritance

Configuring IEEE 802.1p Inheritance push and swap from the Transparent Tag

Supported Platforms EX Series,M320,MXSeries

To classify incoming packets based on the IEEE 802.1p bits from the transparent tag,

include the transparent statement at the [edit class-of-service interfaces interface-name

unit logical-unit-number classifiers ieee-802.1 vlan-tag] hierarchy level.

Tagged Interface
Example

The followingexample configuration specifies theclassificationbasedon the transparent
VLAN tag.

edit
class-of-service {
interfaces {
ge-3/0/1 {
unit 0 {
classifiers {
ieee-802.1 default vlan-tag transparent;

}
}
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}
}

}

To configure Junos OS to inherit the IEEE 802.1p bits from the transparent tag, include

the swap-by-poppush statement at the [edit interfaces interface-name unit

logical-unit-number] hierarchy level.

The following is a configuration to swap and push VLAN tags and allow inheritance of
the IEEE 802.1p value from the transparent VLAN tag in incoming packets.

edit
ge-3/0/0 {
vlan-tagging;
encapsulation vlan-ccc;
unit 0 {
encapsulation vlan-ccc;
vlan-id 100;
swap-by-poppush;
input-vlan-map {
swap-push;
tag-protocol-id 0x9100;
inner-tag-protocol-id 0x9100;
vlan-id 500;
inner-vlan-id 400;

}
output-vlan-map {
pop-swap;
inner-vlan-id 100;
inner-tag-protocol-id 0x88a8;

}
}

}

The swap-by-poppush statement causes a swap operation to be done as a pop followed

by a push operation. So for the outer tag, the incoming S-Tag is popped and a new tag

is pushed. As a result, the S-Tag inherits the IEEE 802.1p bits from the transparent tag.

The inner tag is then pushed, which results in the inner tag inheriting the IEEE 802.1p bits

from the transparent tag.

Untagged Interface
Example

The following is a configuration to push two VLAN tags and allow inheritance of the IEEE
802.1p value from the transparent VLAN tag in the incoming packet.

[edit]
ge-3/0/1 {
encapsulation ccc;
unit 0 {
input-vlan-map {
push-push;
tag-protocol-id 0x9100;
inner-tag-protocol-id 0x9100;
vlan-id 500;
inner-vlan-id 400;

}
output-vlan-map{
pop-pop;

923Copyright © 2017, Juniper Networks, Inc.

Chapter 27: Configuring Class of Service on MICs, MPCs, and MLCs



}
}

}

No additional configuration is required to inherit the IEEE 802.1p value, as the push

operation inherits the IEEE 802.1p values by default.

The following configuration specifies the classification based on the transparent VLAN
tag.

[edit]
class-of-service {
interfaces {
ge-3/0/1 {
unit 0 {
classifiers {
ieee-802.1 default vlan-tag transparent;

}
}

}
}

}

Related
Documentation

transparent on page 1198•

• swap-by-poppush

• Understanding IEEE 802.1p Inheritance push and swap from a Transparent Tag on

page 921

• Understanding swap-by-poppush

• Understanding Transparent Tag Operations and IEEE 802.1p Inheritance

CoS on Application Services Modular Line Card Overview

Supported Platforms MXSeries

The Application Services Modular Line Card (ASMLC) is designed to run services for

real-time traffic on MX240, MX480, and MX960 routers. It consists of three main

components:

• Application Services Modular Carrier Card (ASMCC)

• Application Services Modular Processing Card (ASMXC)

• Application Services Modular Storage Card (ASMSC)

It supports class-of-service (CoS) features to ensure the quality of service (QoS) for

real-time traffic that is sensitive to latency on a network. The ASMLC supports the

following CoS features:

• Code-point Aliases—Acode-point alias assigns a name to apattern of code-point bits.

On the ASMLC, you can use the code-point alias name for CoS components such as

classifiers and drop-profile maps.
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• Classification—Packet classification refers to the examination of ingress packets. On

the ASMLC, the traffic flowing from the Modular Processing Card (ASMXC) towards

the Modular Carrier Card (ASMCC) supports three types of classification:

• Behavior Aggregate (BA)—BA classifier can be configured on the aggregated logical

interfaces to classify traffic flowing from the ASMXC towards the ASMCC.With BA

classification you can set the forwarding class and loss priority of a packet based

on its code points. The ASMLC only supports IP classification (classification based

on Type of Service (ToS) and Differentiated Services Code Point (DSCP)) and

classification is supported for the IPv4 family only. The Media Flow Controller

application sets appropriate DSCP/ToS code-point in the packet that is evaluated

by the BA classifier on the ASMCC to classify the packet.

• Multifield Classification—With multifield classifiers you can set the class and loss

priority based on one or more of the following packet header fields: destination

address, destinationport, DSCP, IPprotocol, and sourceaddress.Multifield classifiers

are used when a simple BA classifier is insufficient to classify a packet.

• Fixed Classification—Fixed classification can be configured on logical interfaces by

specifying a forwarding class to be applied to all packets received by the logical

interface, regardless of the packet contents.

• Scheduling—Schedulers enable you to define the buffer sizes, delay buffer size, drop

profile map, excess priority, excess rate percentage, output-traffic-control profile,

priority, scheduler-map, shaping rate, transmit rate, and randomearly detection (RED)

drop profiles to be applied to a particular queue for packet transmission.

The ASMLC provides CoS features in the following deployment scenarios:

• HTTP Reverse Proxy— In HTTP reverse proxy configurations, the service provider

provides services to a set of domains (content providers) that buy content caching

capability fromtheserviceprovider. Clients connect to contentproviders throughvirtual

IP (VIP) addresses. Service providers in the reverse proxy scenario generally deploy

the routers with ASMLC hardware to honor service requests (such as caching) from

the domain users.

• HTTPTransparentProxy—InHTTPtransparentproxyconfigurations, theserviceprovider

implements the ASMLC to improve its own caching capability and reduce the load on

itsownnetwork. ImplementingcachingonanMXSeries routerwithanASMLC improves

the retrieval speeds for data and optimizes the back-end network utilization.

• MixedMode—Inmixedmode both reverse proxy and transparent proxy are configured

on the same router.

CoS Implementation in HTTP Reverse Proxy Scenario

In the reverse proxy configuration, the ASMXC provides content to multiple domains.

The Media Flow Controller application on an ASMXC implements the differentiated

services by setting the DSCP or IP precedence value for the IP packets traversing from

theASMXC to anASMCCon theASMLChardware. TheModular Carrier Card uses these

values to classify the packet and provide a suitable level of service.
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TheMedia FlowController application detects the domain it serves andmarks the DSCP

values or the IP precedence bit value based on how important the traffic corresponding

to that particular domain is. The service provider operator also sets a behavior aggregate

(BA) classifier on the aggregated interfaces on the ASMCC. Based on the DSCP/IP

precedence bits, the classifier sets the forwarding class and packet loss priority for the

packet. The forwarding class and the packet loss priority values govern the next-hop

behavior of the packet traversing the Juniper Networks router.

Unlike a firewall, the Media Flow Controller application implemented on the ASMLC

hardwaremarks theDSCP/IPprecedencevaluesbasedon theapplication layerprotocols.

This feature ensures that important traffic flowing from the ASMXCgets a higher priority

and is processed accordingly. For example, if MPEG is implemented on the egress, the

drop precedence for each frame can be different such that the P and B frames (which

require more processing) are dropped before the I frames, resulting in a better quality

video for the end user.

For traffic receivedon the ingress interfaces, end-to-endquality-of-service (QoS)policies

ensure that the traffic arriving at the interface has the right DSCP values and the traffic

is prioritized based on the forwarding class and packet loss priority values.

CoS Implementation in Transparent Proxy Scenario

In the HTTP transparent proxy configuration, the service provider deploys the ASMLC

hardware to reduce its own traffic insteadof serving a particular domain. TheMedia Flow

Controller application marks the DSCP bits based on its own requirements rather than

those of the domains. Besides this, the CoS implementation for the egress interface is

similar to the reverse proxy configuration scenario. The incoming packets follow theQoS

policies applied at theWAN interface.

CoS Implementation in Mixed-Mode Scenario

In mixedmode both reverse proxy and transparent proxy configuration coexist on the

sameASMLC hardware. In such a scenario, reverse proxy is configured on an aggregated

interface and transparent proxy is configured on a regular interface with the Media Flow

Controller applicationmarking the appropriate DSCP values for both the configurations.

The individual CoS implementation in both the scenarios remains similar to the

implementation discussed in “CoS Implementation in HTTP Reverse Proxy Scenario” on

page 925 and “CoS Implementation in Transparent Proxy Scenario” on page 926
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CHAPTER 28

Configuring Class of Service on
Aggregated, Channelized, and Gigabit
Ethernet Interfaces

• Limitations on CoS for Aggregated Interfaces on page 927

• Policer Support for Aggregated Ethernet Interfaces Overview on page 929

• Understanding Schedulers on Aggregated Interfaces on page 931

• Examples: Configuring CoS on Aggregated Interfaces on page 931

• Hierarchical Schedulers on Aggregated Ethernet Interfaces Overview on page 934

• Configuring Hierarchical Schedulers on Aggregated Ethernet Interfaces on page 934

• Example: Configuring Scheduling Modes on Aggregated Interfaces on page 936

• Enabling VLAN Shaping and Scheduling on Aggregated Interfaces on page 941

• Example: Configuring Per-Unit Schedulers for Channelized Interfaces on page 942

• Applying Layer 2 Policers to Gigabit Ethernet Interfaces on page 945

Limitations on CoS for Aggregated Interfaces

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Both Ethernet and SONET/SDH interfaces can be aggregated. The limitations covered

here apply to both.

There are some restrictions when you configure CoS on aggregated Ethernet and

SONET/SDH interfaces:

• Chassis scheduling, described in “Applying Scheduler Maps to Chassis-Level Queues”

on page 700, is not supported on aggregated interfaces, because a chassis scheduler

applies to the entire PIC and not just to one interface.

• Anaggregated interface isapseudo-interface.Therefore,CoSqueuesarenotassociated

with the aggregated interface. Instead, CoS queues are associated with the member

link interfaces of the aggregated interface.

• When you apply CoS parameters to the aggregated interface, they are applied to the

CoS queues of the member link interfaces. You can apply CoS classifiers and rewrite
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rules directly to the member link interfaces, and the software uses the values you

configure.

• You cannot apply a scheduler map to amember link of an aggregate interface.

• Rate-basedCoScomponents suchas scheduler, shaper, andpolicer are not supported

onmixed rate aggregated Ethernet links. However, the default CoS settings are

supported by default on the mixed rate aggregated Ethernet links.

Whentheschedulermapof theaggregate interfacehasschedulersconfigured forabsolute

transmit rate, the scheduler for themember link interfaces is scaled to the speed of each

member link interface. Eachmember link interface has an automatic schedulermap that

is not visible in the CLI. This scheduler map is allocated when themember link is added

to the aggregate interface and is deleted when themember link is removed from the

aggregate interface.

• If you configure the scheduler transmit rate of the aggregate interface as an absolute

rate, thesoftwareuses the following formula toscale the transmit rateofeachmember

link:

transmit rate of member link interface =
(configured transmit rate of aggregate interface /
total speed of aggregate interface) *
(total speed of member link interface / total configured percent) * 100

• If you configure the scheduler transmit rate of the aggregate interface as a percentage,

the software uses the following formula to scale the transmit rate of eachmember

link:

transmit rate percent of member link interface =
(configured transmit rate percent of aggregate interface /
total configured percent) * 100

The total configured percent is the sum of the configured transmit rate of all schedulers

in terms of percentage of the total speed of the aggregate interface.

• All the other parameters for the schedulers, including priority, drop profile, and buffer

size, are copied without change from the scheduler of the aggregated interface to the

member link interfaces.

• The configuration related to the logical interfaces, including classifiers and rewrite

rules, is copied from the aggregated logical interface configuration to themember link

logical interfaces.

• For the scheduler map applied to an aggregated interface, if you configure a

transmission rate in absolute terms, then the traffic of all the member link interfaces

might be affected if any of the member link interfaces go up or down.

When applying CoS configurations to bundles, youmust apply the CoS configuration

directly to the bundle, not to the physical ports that are part of the bundle. The device

may give you a false commit if you apply a CoS configuration directly to a physical port

that is part of a bundle. This limitation applies if you attempt to configure a physical port

that is already amember of a bundle or if you attempt to add a physical port to a bundle

that already has a CoS configuration applied to it.
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If you want to add a physical port to a bundle that already has a CoS configuration, you

must:

1. Remove the CoS configuration from the port.

2. Commit your changes on the device.

3. Add the port to the bundle. The CoS configurations that are present on the bundle

will be applied to the port you are adding to the bundle.

4. Commit you changes on the device.

In addition, if you want to remove a physical port from a bundle and ensure the physical

port has the appropriate CoS configurations, youmust:

1. Remove the port from the bundle.

2. Commit your changes on the device.

3. Apply the applicable CoS configuration to the port.

4. Commit your changes on the device.

Related
Documentation

Examples: Configuring CoS on Aggregated Interfaces on page 931•

Policer Support for Aggregated Ethernet Interfaces Overview

Supported Platforms EX Series,MSeries,MXSeries, T Series
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Aggregated interfaces support single-ratepolicers, three-colormarkingpolicers, two-rate

three-color marking policers, hierarchical policers, and percentage-based policers. By

default, policer bandwidth and burst-size applied on aggregated bundles is notmatched

to the user-configured bandwidth and burst-size.

You can configure interface-specific policers applied on an aggregated Ethernet bundle

or an aggregated SONET bundle to match the effective bandwidth and burst-size to

user-configured values. The shared-bandwidth-policer statement is required to achieve

this match behavior.

This capability applies to all interface-specific policers of the following types: single-rate

policers, single-rate three-color marking policers, two-rate three-color marking policers,

and hierarchical policers. Percentage-based policers match the bandwidth to the

user-configured values by default, and do not require shared-bandwidth-policer

configuration. The shared-bandwidth-policer statement causes a split in burst-size for

percentage-based policers.

NOTE: This feature is supported on the following platforms: T Series routers
(excludingT4000Type5FPCs),M120,M10i,M7i (CFEB-Eonly),M320(SFPC
only), MX240, MX480, andMX960with DPC, MIC, andMPC interfaces, and
EX Series switches.

The following usage scenarios are supported:

• Interface policers used by the following configuration:

[edit] interfaces (aeX | asX) unit unit-num family family policer [input | output | arp]

• Policers and three-color policers (both single-rate three-color marking and two-rate

three-color marking) used inside interface-specific filters; that is, filters that have an

interface-specific keyword and are used by the following configuration:

[edit] interfaces (aeX | asX) unit unit-num family family filter [input | output]

• Common-edge service filters, which are derived from CLI-configured filters and thus

inherit interface-specific properties. All policers and three-color policers used by these

filters are also affected.

The following usage scenarios are not supported:

• Policers and three-color policers used inside filters that are not interface specific; such

a filter is meant to be shared across multiple interfaces.

• Any implicit policers or policers that are part of implicit filters; for example, the default

ARP policer applied to an aggregate Ethernet interface. Such a policer is meant to be

shared across multiple interfaces.

• Prefix-specific action policers.

Toconfigure this feature, include the shared-bandwidth-policerstatementat the following

hierarchy levels: [edit firewall policer policer-name], [edit firewall three-color-policer

policer-name], or [edit firewall hierarchical-policer policer-name].
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Related
Documentation

shared-bandwidth-policer on page 1172•

Understanding Schedulers on Aggregated Interfaces

Supported Platforms MSeries,MXSeries, T Series

You can apply a class-of-service (CoS) configuration to aggregated Ethernet and

aggregated SONET/SDH interfaces. The CoS configuration applies to all member links

included in the aggregated interface. You cannot apply different CoS configurations to

the individual member links.

You can configure shaping for aggregated Ethernet interfaces that use interfaces

originating from Gigabit Ethernet IQ2 PICs. However, you cannot enable shaping on

aggregated Ethernet interfaceswhen there is amixture of ports from Intelligent Queuing

(IQ) and Intelligent Queuing 2 (IQ2) PICs in the same bundle.

You cannot configure a shaping rate and guaranteed rate on an aggregated Ethernet

interfacewithmember interfaceson IQor IQ2PICs.Thecommitwill fail. Thesestatements

areallowedonlywhenthemember interfacesareEnhancedQueuingDPCGigabitEthernet

interfaces.

To view the summation of the queue statistics for the member links of an aggregate

interface, issue the show interfaces queue command. To view the queue statistics for

eachmember link, issue the showinterfacesqueueaggregated-interface-namecommand.

Related
Documentation

Configuring Schedulers on page 235•

• Configuring Scheduler Maps on page 236

• Applying Scheduler Maps Overview on page 236

Examples: Configuring CoS on Aggregated Interfaces

Supported Platforms MSeries,MXSeries, PTX Series, T Series

This example illustrates how CoS scheduler parameters are configured and applied to

aggregated interfaces.

Applying Scaling
Formula to Absolute

Rates

Configure queues as followswhen the total speed ofmember link interfaces is 100Mbps
(the available bandwidth is 100 Mbps):

[edit class-of-service]
schedulers {
be {
transmit-rate 10m;

}
af {
transmit-rate 20m;

}
ef {
transmit-rate 80m;
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}
nc {
transmit-rate 30m;

}
}

The total configured transmit rates of the aggregated interface is 10m + 20m + 80m +

30m = 140Mbps, meaning the transmit rate is overconfigured by 40 percent. Therefore,

the software scales down the configuration to match the 100Mbps of available

bandwidth, as follows:

be = (10/140) * 100 = 7 percent of 100Mbps = 7Mbps
af = (20/140) * 100 = 14 percent of 100Mbps = 14 Mbps
ef = (80/140) * 100 = 57 percent of 100Mbps = 57 Mbps
nc = (30/140) * 100 = 21 percent of 100Mbps = 21 Mbps

Applying Scaling
Formula toMixture of

Configure the following mixture of percent and absolute rates:

[edit class-of-service]
Percent and Absolute

Rates
schedulers {
be {
transmit-rate 20 percent;

}
af {
transmit-rate 40 percent;

}
ef {
transmit-rate 150m;

}
nc {
transmit-rate 10 percent;

}
}

Assuming 300Mbps of available bandwidth, the configured percentages correlate with

the following absolute rates:

schedulers {
be {
transmit-rate 60m;

}
af {
transmit-rate 120m;

}
ef {
transmit-rate 150m;

}
nc {
transmit-rate 30m;

}
}

The software scales the bandwidth allocation as follows:

be = (60/360) * 100 = 17 percent of 300Mbps = 51 Mbps
af = (120/360) * 100 = 33 percent of 300Mbps = 99Mbps
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ef = (150/360) * 100 = 42 percent of 300Mbps = 126Mbps
nc = (30/360) * 100 = 8 percent of 300Mbps = 24Mbps

Configuring an
Aggregated Ethernet

Interface

Configure an aggregated Ethernet interface with the following scheduler map:

[edit class-of-service]
scheduler-maps {
aggregated-sched {
forwarding-class be scheduler be;
forwarding-class af scheduler af;
forwarding-class ef scheduler ef;
forwarding-class nc scheduler nc;

}
}
schedulers {
be {
transmit-rate percent 10;
buffer-size percent 25;

}
af {
transmit-rate percent 20;
buffer-size percent 25;

}
ef {
transmit-rate 80m;
buffer-size percent 25;

}
nc {
transmit-rate percent 30;
buffer-size percent 25;

}
}

In this case, the transmission rate for the member link scheduler map is as follows:

• be—7 percent

• af—14 percent

• ef—57 percent

• nc—21 percent

If you add a Fast Ethernet interface to the aggregate, the aggregate bandwidth is

200Mbps, and the transmission rate for the member link scheduler map is as follows:

• be—10 percent

• af—20 percent

• ef—40 percent

• nc—30 percent

Related
Documentation

Limitations on CoS for Aggregated Interfaces on page 927•
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Hierarchical Schedulers on Aggregated Ethernet Interfaces Overview

Supported Platforms MXSeries

OnMX Series routers, you can apply hierarchical schedulers on aggregated ethernet

bundles using interface sets. This feature enables you to configure agroupof virtual LANs

(VLANs) and control their bandwidth. This feature is supported at egress only.

You can configure interface sets for aggregated Ethernet (AE) interfaces created under

static configurations. You can configure class-of-service parameters on AE interfaces,

in either link-protect or non-link-protect mode. You can configure these parameters at

theAEphysical interface level. TheCoSconfiguration is fully replicated for all AEmember

links in link-protect mode. You can control the way these parameters are applied to

member links in non-link-protect mode by configuring the AE interface to operate in

scaledmode or replicate mode.

The link membership list and scheduler mode of the interface set is inherited from the

underlyingaggregatedEthernet interfaceoverwhich the interfaceset is configured.When

an aggregated Ethernet interface operates in link protection mode, or if scheduler mode

is configured to replicate member links, the scheduling parameters of the interface set

are copied to each of the member links.

If the scheduler mode of the aggregated Ethernet interface is set to scale member links,

the scheduling parameters are scaled based on the number of active member links

(scaling factor is 1/A where A is the number of active links in the bundle) and applied to

each of the AE interface member links.

To configure an interface set, include the interface-set statement at the [edit

class-of-service interfaces] hierarchy level.

To apply scheduling and queuing parameters to the interface set, include the

output-traffic-control-profileprofile-name statementat the [editclass-of-service interfaces

interface-name interface-set interface-set-name] hierarchy level.

To apply an output traffic scheduling and shaping profile for the remaining traffic to the

logical interface or interface set, include the output-traffic-control-profile-remaining

profile-name statement at the [edit class-of-service interfaces interface-name] hierarchy

levelor the [editclass-of-service interfaces interface-name interface-set interface-set-name]

hierarchy level.

Related
Documentation

Configuring Hierarchical Schedulers on Aggregated Ethernet Interfaces on page 934•

• output-traffic-control-profile-remaining on page 1117

• Controlling Remaining Traffic on page 272

Configuring Hierarchical Schedulers on Aggregated Ethernet Interfaces

Supported Platforms MSeries,MXSeries, T Series

Copyright © 2017, Juniper Networks, Inc.934

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


The following example shows the creation of an interface set for aggregated Ethernet

interfaces in a static Ethernet configuration.

To configure interface sets for aggregated Ethernet (AE) interfaces created under static

configurations:

1. Create the AE interfaces.

[edit]
user@host# show chassis | display set
set chassis aggregated-devices ethernet device-count 10

2. Configure the AE physical interfaces andmember links.

user@host# show interfaces | display set

set interfaces ge-5/2/0 gigether-options 802.3ad ae0
set interfaces ge-5/2/1 gigether-options 802.3ad ae0
set interfaces ae0 hierarchical-scheduler maximum-hierarchy-levels 2
set interfaces ae0 flexible-vlan-tagging
set interfaces ae0 unit 0 vlan-id 100
set interfaces ae0 unit 1 vlan-id 101
set interfaces ae0 unit 2 vlan-id 102
set interfaces ae0 unit 3 vlan-id 103
set interfaces ae0 unit 4 vlan-id 104

3. Configure the interface set.

set interfaces interface-set ifset1-ae0 interface ae0 unit 0
set interfaces interface-set ifset1-ae0 interface ae0 unit 1

4. Configure class-of-service parameters for the interface sets.

set class-of-service interfaces interface-set ifset1-ae0 output-traffic-control-profile
tcp

NOTE: You also need to configure the parameters of the traffic control
profile. For more information, see the Related Documentation section on
this page.

5. Configure scheduler mode.

set class-of-service interfaces ae0member-link-scheduler scale

Related
Documentation

Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238•

• Hierarchical Schedulers on Aggregated Ethernet Interfaces Overview on page 934

• Example: Configuring Shared Resources on Ethernet IQ2 Interfaces on page 754

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238
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Example: Configuring SchedulingModes on Aggregated Interfaces

Supported Platforms MSeries,MXSeries, PTX Series, T Series

You can configure class-of-service parameters, such as queuing or shaping parameters

on aggregated interfaces, in either link-protect or non-link-protect mode. You can

configure these parameters for per-unit schedulers, hierarchical schedulers, or shaping

at the physical and logical interface level. You can control the way these parameters are

applied by configuring the aggregated interface to operate in scale or replicatemode.

You can apply these parameters on the following routers:

• MX Series router interfaces on EQ DPCs

• MX Series router interfaces on MICs or MPCs through Junos OS Release 10.2

(non-link-protect mode only)

• M120 or M320 routers

• T Series router interfaces on IQ2 PICs

• PTX Series Packet Transport Routers

You can configure the applied parameters for aggregated interfaces operating in

non-link-protectedmode. In link-protectedmode, only one link in the bundle is active at

a time (the other link is a backup link) so schedulers cannot be scaled or replicated. In

non-link-protectedmode, all the links in the bundle are active and send traffic; however,

there is no backup link. If a link fails or is added to the bundle in non-link-protectedmode,

the links’ traffic is redistributed among the active links.

To set the schedulingmode for aggregated interfaces, include the scaleor replicateoption

of themember-link-scheduler statement at the [edit class-of-service interfaces aen]

hierarchy level, where n is the configured number of the interface:

[edit class-of-service interfaces aen]
member-link-scheduler (replicate | scale);

By default, if you do not include themember-link-scheduler statement, scheduler

parametersareapplied to themember links in the scalemode(alsocalled “equal division

mode”).

The aggregated Ethernet interfaces are otherwise configured as usual. For more

information on configuring aggregated Ethernet interfaces, see the Junos OS Network

Interfaces Library for Routing Devices.

The following examples set scalemode on the ae0 interface and replicatemode on the
ae1 interface.

[edit class-of-service]
interfaces ae0 {
member-link-scheduler scale;

}

[edit class-of-service]
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interfaces ae1 {
member-link-scheduler replicate;

}

NOTE: Themember-link-scheduler statement only appears for aggregated

interfaces. You configure this statement for aggregated interfaces in
non-link-protectedmode.Formore informationabout linkprotectionmodes,
see theNetwork Interfaces Configuration Guide.

Aggregated interfaces support both hierarchical and per-unit schedulers.

NOTE: The traffic-control-profiles statement is not supported for PTX Series

Packet Transport Routers.

When interface parameters are using the scale option of themember-link-scheduler

statement, the followingparametersunder the [editclass-of-servicetraffic-control-profiles

traffic-control-profile-name] configuration are scaled on egress when hierarchical

schedulers are configured:

• shaping-rate (PIR)

• guaranteed-rate (CIR)

• delay–buffer-rate

When interface parameters are using the scale option of themember-link-scheduler

statement, the following parameters under the [edit class-of-service schedulers

scheduler-name] configuration are scaled on egress when per-unit schedulers are

configured:

• transmit-rate

• buffer-size

NOTE: You cannot apply a hierarchical scheduler at the interface set level
foranae interface. (Interfacesetscannotbeconfiguredunderanae interface.)

The following configuration parameters are not supported on ae interfaces in

non-link-protection mode:

• Input scheduler maps

• Input traffic control profiles

• Input shaping rates

The following configuration conventions are also not supported:

• Scaling of the input-traffic-control-profile-remaining statement.
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• The scheduler-map-chassis statement and the derived option for the ae interface.

Chassis scheduler maps should be applied under the physical interfaces.

• Dynamic and demux interfaces are not supported as part of the ae bundle.

Depending on the whether the scale or replicate option is configured, the

member-link-scheduler statement operates in either scaledmode (also called “equal

division mode”) or replicatedmode, respectively.

In scaledmode, a VLAN can havemultiple flows that can be sent over multiple member

links of the ae interface. Likewise, amember link can receive traffic from any VLAN in the

ae bundle. In scaledmode, the physical interface bandwidth is divided equally among

all member links of the ae bundle.

In scaledmode, the following scheduler parameter values are divided equally among

themember links:

• When the parameters are configured using traffic control profiles, then the parameters

scaled are the shaping rate, guaranteed rate, and delay buffer rate.

• Whentheparametersareconfiguredusingschedulermaps, then theparameters scaled

are the transmit rate and buffer size. Shaping rate is also scaled if you configure it in

bits per second (bps). Shaping rate is not scaled if you configure it as a percentage of

the available interface bandwidth.

For example, consider an ae bundle between routers R1 and R2 consisting of three links.

These are ge-0/0/1, ge-0/0/2 and ge-0/0/3 (ae0) on R1; and ge-1/0/0, ge-1/0/1, and

ge-1/0/2 (ae2)onR2.Two logical interfaces (units) arealsoconfiguredon theae0bundle

on R1: ae0.0 and ae0.1.

On ae0, traffic control profiles on R1 are configured as follows:

• ae0 (the physical interface level) has a PIR of 450Mbps.

• ae0.0 (VLAN 100 at the logical interface level) has a PIR of 150 Mbps and a CIR of 90

Mbps.

• ae0.1 (VLAN 200 at the logical interface level) has a PIR of 90Mbps and a CIR of 60

Mbps.

In scaledmode, the ae0 PIR is first divided among themember physical interfaces.

Because there are three members, each receives 450 / 3 = 150 Mbps as a derived value.

So the scaled PIR for the members interfaces is 150 Mbps each.

However, there are also two logical interfaces (ae0.0 and ae0.1) and VLANs (100 and

200)onae0. Traffic can leaveonanyof the threephysical interfaces (ge-0/0/1,ge-0/0/2,

or ge-0/0/3) in the bundle. Therefore, two derived logical interfaces are added to the

member links to represent the two VLANs.

There are now six logical interfaces on the physical interfaces of the links making up the

ae bundle, one set for VLAN 100 and the other for VLAN 200:

• ge-0/0/1.0 and ge-0/0/1.1
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• ge-0/0/2.0 and ge-0/0/2.1

• ge-0/0/3.0 and ge-0/0/3.1

The traffic control profile parameters configured on ae0.0 are divided across all the

underlying logical interfaces (the unit 0s). In the same way, the traffic control profile

parameters configured on ae0.1 are divided across all the underlying logical interfaces

(the unit 1s).

Therefore, the derived values of the scaled parameters on the interfaces are:

• For ge-0/0/1.0 and ge-0/0/2.0 and ge-0/0/3.0, eachCIR=90 / 3=30Mbps, and each

PIR = 150 / 3 = 50Mbps.

• For ge-0/0/1.1 and ge-0/0/2.1 and ge-0/0/3.1, each CIR = 60 / 3 = 20Mbps, and each

PIR = 90 / 3 = 30Mbps.

The scaled values are shown in Figure 71 on page 939.

Figure 71: ScaledMode for Aggregated Ethernet Interfaces
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In scaledmode, when a newmember link is added to the bundle, or an existingmember

link is either removed or fails, then the scaling factor (based on the number of active

links) is recomputed and the new scheduler or traffic control profile parameters are

reassigned.Only thePIR,CIR, andbufferparametersare recomputed: all otherparameters

are simply copied at each level.

NOTE: In show class-of-service scheduler-map commands, values derived in

scaledmode insteadofexplicitly configuredare flaggedwith&**sf**n suffix,

where n indicates the value of the scaling factor.

The following sample shows the output for the schedulermapnamed smap-all-abswith

and without a scaling factor:

user@host> show class-of-service scheduler-map
Scheduler map: smap-all-abs, Index: 65452

Scheduler: q0_sch_abs, Forwarding class: be, Index: 6775
Transmit rate: 40000000 bps, Rate Limit: none, Buffer size: remainder,
Priority: low
    Excess Priority: unspecified
    Drop profiles:

939Copyright © 2017, Juniper Networks, Inc.

Chapter 28: Configuring Class of Service on Aggregated, Channelized, and Gigabit Ethernet Interfaces



      Loss priority   Protocol    Index    Name
      Low             any             1    <default-drop-profile>
      Medium low      any             1    <default-drop-profile>
      Medium high     any             1    <default-drop-profile>
      High            any             1    <default-drop-profile>

user@host> show class-of-service scheduler-map
Scheduler map: smap-all-abs, Index: 65452

Scheduler: q0_sch_abs&**sf**3, Forwarding class: be, Index: 2128
Transmit rate: 13333333 bps, Rate Limit: none, Buffer size: remainder,
Priority: low
    Excess Priority: unspecified
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             any             1    <default-drop-profile>
      Medium low      any             1    <default-drop-profile>
      Medium high     any             1    <default-drop-profile>
      High            any             1    <default—drop—profile>  

NOTE: There can bemultiple scheduler maps created with different scaling
factors, depending on when the child interfaces come up. For example, if
there are only twoactive children onaparent interface, a newschedulermap
with a scaling factor of 2 is created. The scheduler map name is
smap-all-abs&**sf**2.

In replicatedmode, in contrast to scaledmode, the configured scheduler parameters are

simply replicated, not divided, among all member links of the ae bundle.

In replicatedmode, the following scheduler parameter values are replicated among the

member links and logical interfaces:

• When the parameters are configured using traffic control profiles, then the parameters

replicated are the shaping rate, guaranteed rate, and delay buffer rate.

• When the parameters are configured using scheduler maps, then the parameters

replicated are the transmit rate and buffer size.

If the scheduler parameters in the example configuration between routers R1 and R2 are

applied with themember-link-scheduler replicate statement and option, the following

parameters are applied:

• The ae0PIR is copied among themember physical interfaces. Each receives 450Mbps

as a PIR.

• For each logical interface unit .0, the configured PIR and CIR for ae0.0 is replicated

(copied). Each logical interface unit .0 receives a PIR of 150 Mbps and a CIR of 90

Mbps.

• For each logical interface unit .1, the configured PIR and CIR for ae0.1 is replicated

(copied). Each logical interface unit .1 receives a PIR of 90Mbps and aCIR of 60Mbps.

The replicated values are shown in Figure 72 on page 941.
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Figure 72: ReplicatedMode for Aggregated Ethernet Interfaces

g0
17

36
7

ge-0/0/2.1

PIR = 90m
CIR = 60m

ge-0/0/2.0

PIR = 150m
CIR = 90m

ge-0/0/3.0

PIR = 150m
CIR = 90m

ge-0/0/3.1

PIR = 90m
CIR = 60m

ge-0/0/1.1

PIR = 90m
CIR = 60m

ge-0/0/1.0

PIR = 150m
CIR = 90m

ge-0/0/1 PIR = 450m ge-0/0/2 PIR = 450m ge-0/0/3 PIR = 450m

PIR = 450mae0

In replicatedmode,whenanewmember link isaddedto thebundle, oranexistingmember

link is either removed or fails, the values are either copied or deleted from the required

levels.

Related
Documentation

How Schedulers Define Output Queue Properties on page 231•

• Default Schedulers Overview on page 234

• Configuring Schedulers on page 235

Enabling VLAN Shaping and Scheduling on Aggregated Interfaces

Supported Platforms MSeries,MXSeries, T Series

Virtual LAN (VLAN) shaping (per-unit scheduling) is supported on aggregated Ethernet

interfaces when link protection is enabled on the aggregated Ethernet interface. When

VLANshaping is configuredonaggregateEthernet interfaceswith linkprotectionenabled,

the shaping is applied to the active child link.

Toconfigure linkprotectiononaggregatedEthernet interfaces, include the link-protection

statement at the [edit interfaces aex aggregated-ether-options] hierarchy level.

Traffic passes only through the designated primary link. This includes transit traffic and

locally generated traffic on the router.When theprimary link fails, traffic is routed through

the backup link. You also can reverse traffic, from the designated backup link to the

designated primary link. To revert back to sending traffic to the primary designated link

when traffic is passing through the designated backup link, use the revert command. For

example, request interfaces revert ae0.

To configure a primary and a backup link, include the primary and backup statements at

the [edit interfaces ge-fpc/pic/port gigether-options 802.3ad aex] hierarchy level or the

[edit interfaces xe-fpc/pic/port fastether-options 802.3ad aex] hierarchy level.

To disable link protection, delete the link-protection statement at [edit interfaces aex

aggregated-ether-options link-protection] hierarchy level. To display the active, primary,

andbackup link foranaggregatedEthernet interface, use theoperationalmodecommand

show interfaces redundancy aex.

Figure 73onpage942showshowthe flowof traffic changes fromprimary tobackupwhen

the primary link in an aggregate bundle fails.
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Figure 73: Aggregated Ethernet Primary and Backup Links
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This example configures two Gigabit Ethernet interfaces (primary and backup) as an
aggregated Ethernet bundle (ae0) and enables link protection so that a shaping rate can
be applied to VLANs on the aggregated Ethernet interface.

[edit class-of-service]
interface ae0 {
shaping-rate 300m;

}
[edit interfaces]
ge-1/0/0 {
gigether-options {
802.3ad ae0 primary;

}
}
ge-1/0/1 {
gigether-options {
802.3ad ae0 backup;

}
}
ae0 {
aggregated-ether-options {
lacp {
periodic slow;

}
link-protection {
enable;

}
}

}

Related
Documentation

Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277•

• Example: Applying Scheduling and Shaping to VLANs on page 289

Example: Configuring Per-Unit Schedulers for Channelized Interfaces

Supported Platforms EX Series,MSeries,MXSeries, T Series
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You can configure per-unit scheduling on T1 and DS0 physical interfaces configured on

channelized DS3 and STM1 IQ PICs. To enable per-unit scheduling, configure the

per-unit-scheduler statements at the [edit interfaces interface-name] hierarchy level.

When per-unit scheduling is enabled on the channelized PICs, you can associate a

scheduler map with the physical interface. For more information about configuring

scheduler maps, see “Configuring Scheduler Maps” on page 236.

NOTE: If you configure the per-unit-scheduler statement on the physical

interface of a 4-port channelized OC-12 IQ PIC and configure 975 logical
interfaces or data link connection identifiers (DLCIs), some of the logical
interfaces or DLCIs will drop all packets intermittently.

The following example configures per-unit scheduling on a channelized DS3 PIC and an
STM1 IQ PIC.

[edit interfaces]
ct3-5/3/1 {
partition 1 interface-type t1;

}
t1-5/3/1:1 {
per-unit-scheduler; # This enables per-unit scheduling
encapsulation frame-relay;
unit 0 {
dlci 1;
family inet {
address 10.0.0.2/32;

}
}

}
ct3-5/3/0 {
partition 1 interface-type ct1;

}
ct1-5/3/0:1 {
partition 1 timeslots 1 interface-type ds;

}
ds-5/3/0:1:1 {
per-unit-scheduler; # This enables per-unit scheduling
encapsulation frame-relay;
unit 0 {
dlci 1;
family inet {
address 10.0.0.1/32;

}
}

}
cau4-3/0/0 {
partition 1 interface-type ce1;

}
cstm1-3/0/0 {
no-partition 1 interface-type cau4;

}
ce1-3/0/0:1 {
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partition 1 timeslots 1 interface-type ds;
}
ds-3/0/0:1:1 {
per-unit-scheduler; # This enables per-unit scheduling
encapsulation frame-relay;
unit 0 {
dlci 1;
family inet {
address 10.1.1.1/32;

}
}

}

[edit class-of-service]
classifiers {
dscp all-traffic-dscp {
forwarding-class assured-forwarding {
loss-priority low code-points 001010;

}
forwarding-class expedited-forwarding {
loss-priority low code-points 101110;

}
forwarding-class best-effort {
loss-priority low code-points 101010;

}
forwarding-class network-control {
loss-priority low code-points 000110;

}
}

}
forwarding-classes {
queue 0 best-effort;
queue 1 assured-forwarding;
queue 2 expedited-forwarding;
queue 3 network-control;

}
interfaces {
ds-3/0/0:1:1 {
unit 0 {
scheduler-map schedule-mlppp;

}
}
ds-5/3/0:1:1 {
unit 0 {
scheduler-map schedule-mlppp;

}
}
t1-5/3/1:1 {
unit 0 {
scheduler-map schedule-mlppp;

}
}

}
scheduler-maps {
schedule-mlppp {
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forwarding-class expedited-forwarding scheduler expedited-forwarding;
forwarding-class assured-forwarding scheduler assured-forwarding;
forwarding-class best-effort scheduler best-effort;
forwarding-class network-control scheduler network-control;

}
}
schedulers {
best-effort {
transmit-rate percent 2;
buffer-size percent 5;
priority low;

}
assured-forwarding {
transmit-rate percent 7;
buffer-size percent 30;
priority low;

}
expedited-forwarding {
transmit-rate percent 90 exact;
buffer-size percent 60;
priority high;

}
network-control {
transmit-rate percent 1;
buffer-size percent 5;
priority strict-high;

}
}

Related
Documentation

Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277•

• Example: Applying Scheduler Maps and Shaping Rate to DLCIs on page 285

Applying Layer 2 Policers to Gigabit Ethernet Interfaces

Supported Platforms EX Series,MSeries,MXSeries, T Series

To rate-limit traffic by applying a policer to a Gigabit Ethernet interface (or a 10-Gigabit

Ethernet interface [xe-fpc/pic/port]), include the layer2-policer statement with the

direction, type, and name of the policer:

[edit interfaces ge-fpc/pic/port unit 0]
layer2-policer {
input-policer policer-name;
input-three-color policer-name;
output-policer policer-name;
output-three-color policer-name;

}

The direction (input or output) and type (policer or three-color) are combined into one

statement and the policer namedmust be properly configured.

One input or output policer of either type can be configured on the interface.
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Examples: Applying Layer 2 Policers to a Gigabit Ethernet Interface

Apply color-blind and color-aware two-rate TCM policers as input and output policers

to a Gigabit Ethernet interface:

ge-1/0/0 {
unit 0
layer2-policer {
input-three-color trTCM1-cb; # Apply the trTCM1-color-blind policer.
output-three-color trTCM1-ca; # Apply the trTCM1-color-aware policer.

}
}

Apply two-level and color-blind single-rate TCM policers as input and output policers to

a Gigabit Ethernet interface:

ge-1/0/0 {
unit 1
layer2-policer {
input-policer two-color-policer; # Apply a two-color policer.
output-three-color srTCM2-cb; # Apply the srTCM1-color-blind policer.

}
}

Apply a color-aware single-rate TCM policer as output policer on a Gigabit Ethernet

interface:

ge-1/0/0 {
unit 2
layer2-policer {
output-three-color srTCM3-ca { # Apply the srTCM3-color-aware policer.

}
}

Related
Documentation

• Controlling Network Access Using Traffic Policing Overview on page 109

• Overview of Tricolor Marking Architecture on page 162
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PART 5

Configuration Statements and
Operational Commands

• Configuration Statements on page 949

• Operational Commands on page 1211
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CHAPTER 29

Configuration Statements

• action on page 956

• address (CoS on ATM Interfaces) on page 957

• adjust-minimum on page 958

• adjust-percent on page 959

• application-profile on page 960

• application-sets (Services CoS) on page 961

• applications (Services CoS) on page 961

• atm-options on page 962

• atm-policer on page 964

• atm-scheduler-map on page 965

• atm-service on page 966

• buffer-size (Schedulers) on page 967

• bypass-queuing-chip on page 968

• bytes (Dynamic Traffic Shaping) on page 969

• cbr on page 970

• cdvt on page 971

• cell-mode (Dynamic Traffic Shaping) on page 972

• class (CoS-Based Forwarding) on page 973

• class (Forwarding Classes) on page 974

• classification-override on page 975

• classifiers (Definition) on page 976

• classifiers (Logical Interface) on page 977

• classifiers (Physical Interface) on page 978

• classifiers (Routing Instance) on page 979

• class-of-service on page 980

• class-of-service (Protocols MPLS) on page 981

• code-point-aliases on page 982

• code-point on page 983
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• code-points on page 984

• copy-plp-all on page 985

• copy-tos-to-outer on page 985

• copy-tos-to-outer-ip-header on page 986

• copy-tos-to-outer-ip-header-transit on page 987

• data (FTP) on page 987

• default (CoS Host Outbound Traffic) on page 988

• delay-buffer-rate on page 989

• destination-address (Services CoS) on page 990

• destination (Interfaces) on page 991

• discard (Forwarding Class) on page 992

• drop-probability (Interpolated Value) on page 993

• drop-probability (Percentage) on page 994

• drop-profile (Schedulers) on page 995

• drop-profile-map (Schedulers) on page 996

• drop-profiles on page 997

• drop-timeout (Forwarding Class) on page 998

• dscp (Services CoS) on page 999

• dscp (CoS Classifiers) on page 1000

• dscp (CoS Interfaces) on page 1001

• dscp (Multifield Classifier) on page 1002

• dscp (Rewrite Rules) on page 1003

• dscp (Rewrite Rules on Physical Interface) on page 1004

• dscp-code-point (CoS Host Outbound Traffic) on page 1005

• dscp-ipv6 (CoS Rewrite Rules) on page 1006

• egress-policer-overhead on page 1007

• egress-shaping-overhead on page 1008

• enhanced (forwarding-class-accounting) on page 1010

• epd-threshold on page 1012

• excess-bandwidth-share on page 1013

• excess-priority on page 1014

• excess-rate on page 1015

• excess-rate-high on page 1016

• excess-rate-low on page 1017

• exp on page 1018

• exp-push-push-push on page 1019

• exp-swap-push-push on page 1020
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• fabric (Class-of-Service) on page 1021

• family (CoS on ATM Interfaces) on page 1022

• family (Multifield Classifier) on page 1023

• fill-level (Drop Profiles) on page 1024

• fill-level (Interpolated Value) on page 1025

• filter (Applying to an Interface) on page 1026

• filter (Applying to a Logical Interface) on page 1027

• filter (Configuring) on page 1028

• firewall on page 1029

• flexible-vlan-tagging on page 1030

• forwarding-class (Services PIC Classifiers) on page 1031

• forwarding-class (ATM2 IQ Scheduler Maps) on page 1032

• forwarding-class (BA Classifiers) on page 1033

• forwarding-class (CoS Host Outbound Traffic) on page 1034

• forwarding-class (Forwarding Policy) on page 1035

• forwarding-class (Fragmentation) on page 1036

• forwarding-class (Interfaces) on page 1037

• forwarding-class (Multifield Classifiers) on page 1037

• forwarding-class (Restricted Queues) on page 1038

• forwarding-class-accounting on page 1039

• forwarding-class-default (Forwarding Policy) on page 1040

• forwarding-classes-interface-specific on page 1041

• forwarding-classes (Class-of-Service) on page 1042

• forwarding-policy on page 1043

• fragment-threshold (Forwarding Class Maps) on page 1044

• fragmentation-map on page 1045

• fragmentation-maps on page 1046

• frame-mode (Dynamic Traffic Shaping) on page 1047

• frame-relay-de (Defining Loss Priority Maps) on page 1048

• frame-relay-de (Defining Loss Priority Rewrites) on page 1049

• from (Services CoS) on page 1050

• ftp (Services CoS) on page 1051

• guaranteed-rate on page 1052

• hierarchical-scheduler on page 1053

• high-plp-max-threshold on page 1054

• high-plp-threshold on page 1055

• host-outbound-traffic (Class-of-Service) on page 1056
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• hierarchical-scheduler (Subscriber Interfaces on MX Series Routers) on page 1057

• ieee-802.1 (Classifier on Physical Interface) on page 1058

• ieee-802.1 (Host Outbound Traffic) on page 1059

• ieee-802.1 (Rewrite Rules on Logical Interface) on page 1060

• ieee-802.1 (Rewrite Rules on Physical Interface) on page 1061

• ieee-802.1ad on page 1062

• import (Classifiers) on page 1063

• import (Rewrite Rules) on page 1063

• inet-precedence (Classifier on Physical Interface) on page 1064

• inet-precedence (CoS Classifiers) on page 1065

• inet-precedence (CoS Rewrite Rules) on page 1066

• inet-precedence (Rewrite Rules on Physical Interface) on page 1067

• ingress-policer-overhead on page 1068

• ingress-queuing-filter on page 1070

• ingress-shaping-overhead on page 1071

• input-excess-bandwidth-share on page 1072

• input-policer on page 1073

• input-scheduler-map on page 1074

• input-shaping-rate (Logical Interface) on page 1075

• input-shaping-rate (Physical Interface) on page 1076

• input-three-color on page 1077

• input-traffic-control-profile on page 1078

• input-traffic-control-profile-remaining on page 1079

• interface-set (Ethernet Interfaces) on page 1080

• interface-set (Hierarchical Schedulers) on page 1081

• interfaces (CoS) on page 1082

• internal-node on page 1084

• interpolate on page 1085

• irb on page 1086

• layer2-policer on page 1087

• linear-red-profile on page 1088

• linear-red-profiles on page 1089

• logical-bandwidth-policer on page 1090

• logical-interface-policer on page 1091

• loss-priority (BA Classifiers) on page 1092

• loss-priority (Firewall Filter) on page 1092

• loss-priority (Rewrite Rules) on page 1093
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• loss-priority (Scheduler Drop Profiles) on page 1094

• loss-priority (Simple Firewall Filter) on page 1095

• loss-priority-maps on page 1096

• loss-priority-maps (Assigning to an Interface) on page 1097

• loss-priority-rewrites on page 1098

• loss-priority-rewrites (Assigning to an Interface) on page 1099

• low-plp-max-threshold on page 1100

• low-plp-threshold on page 1101

• lsp-next-hop (CoS-Based Forwarding) on page 1102

• match-direction (Services CoS) on page 1102

• max-burst-size on page 1103

• max-queues on page 1104

• max-queues-per-interface on page 1105

• member-link-scheduler on page 1106

• mode (Layer 2 Tunneling Protocol Shaping) on page 1107

• multilink-class on page 1108

• next-hop (Class-Of-Service) on page 1109

• next-hop-map on page 1110

• no-fragmentation on page 1111

• non-lsp-next-hop on page 1112

• output-forwarding-class-map on page 1112

• output-policer on page 1113

• output-three-color on page 1114

• output-traffic-control-profile on page 1115

• output-traffic-control-profile-remaining on page 1117

• overhead-accounting on page 1118

• packet-timestamp on page 1119

• peak-rate on page 1120

• per-session-scheduler on page 1121

• per-unit-scheduler on page 1122

• plp-to-clp on page 1123

• policer (Configuring) on page 1124

• policing-action on page 1126

• policy-map on page 1127

• priority (ATM2 IQ Schedulers) on page 1128

• priority (Fabric Priority) on page 1129

• priority (Fabric Queues, Schedulers) on page 1130
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• priority (Schedulers) on page 1131

• protocol (Host Outbound Traffic) on page 1132

• protocol (Rewrite Rules) on page 1133

• protocol (Schedulers) on page 1134

• queue (Global Queues) on page 1135

• queue (Restricted Queues) on page 1136

• queue-depth on page 1137

• queue-threshold on page 1138

• red-buffer-occupancy on page 1140

• (reflexive | reverse) on page 1141

• restricted-queues on page 1142

• rewrite-rules (CoS Host Outbound Traffic) on page 1143

• rewrite-rules (Definition) on page 1144

• rewrite-rules (Interfaces) on page 1145

• rewrite-rules (Physical Interfaces) on page 1147

• routing-instances (CoS) on page 1148

• rtvbr on page 1149

• rule (Services CoS) on page 1151

• rule-set (Services CoS) on page 1152

• scheduler (Fabric Queues) on page 1152

• scheduler (Scheduler Map) on page 1153

• scheduler-map (Fabric Queues) on page 1153

• scheduler-map (Interfaces and Traffic-Control Profiles) on page 1154

• scheduler-map-chassis on page 1155

• scheduler-maps (For ATM2 IQ Interfaces) on page 1156

• scheduler-maps (For Most Interface Types) on page 1157

• schedulers (CoS) on page 1158

• schedulers (Interfaces) on page 1159

• services (CoS) on page 1159

• shaping on page 1160

• shaping-rate (Applying to an Interface) on page 1161

• shaping-rate (Limiting Excess Bandwidth Usage) on page 1163

• shaping-rate (Oversubscribing an Interface) on page 1165

• shaping-rate-excess-high on page 1167

• shaping-rate-excess-low on page 1168

• shaping-rate-priority-high on page 1169

• shaping-rate-priority-low on page 1170
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• shaping-rate-priority-medium on page 1171

• shared-bandwidth-policer (Configuring) on page 1172

• shared-instance on page 1173

• shared-scheduler on page 1174

• simple-filter (Applying to an Interface) on page 1175

• simple-filter on page 1176

• sip (Application Profile) on page 1177

• source-address (Services CoS) on page 1178

• strict-priority-scheduler on page 1178

• sustained-rate on page 1179

• syslog (Services CoS) on page 1179

• system-defaults on page 1180

• term (Services CoS) on page 1181

• term (Simple Filter) on page 1182

• then (Services CoS) on page 1183

• three-color-policer (Applying) on page 1184

• three-color-policer (Configuring) on page 1185

• traffic-class-map on page 1187

• traffic-class-map (Apply to Interface) on page 1189

• traffic-control-profiles on page 1190

• traffic-manager on page 1191

• translation-table on page 1195

• transmit-rate (Schedulers) on page 1196

• transmit-weight on page 1198

• transparent on page 1198

• tri-color on page 1199

• tunnel-services (Chassis) on page 1200

• unit on page 1202

• vbr on page 1203

• vc-cos-mode on page 1204

• vci on page 1205

• video (Application Profile) on page 1206

• vlan-tag on page 1207

• vlan-tagging on page 1208

• voice (Application Profile) on page 1209
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action

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax action {
loss-priority high then discard;

}

Hierarchy Level [edit dynamic-profiles profile-name firewall three-color-policer name],
[edit firewall three-color-policer name],
[edit logical-systems logical-system-name firewall three-color-policer name]

Release Information Statement introduced in Junos OS Release 8.2.

Logical systems support introduced in Junos OS Release 9.3.

Support at the [edit dynamic-profiles ... three-color-policer] hierarchy level introduced in

Junos OS Release 11.4.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Discard traffic on a logical interface using tricolor marking policing.

NOTE: This statement is supported only on IQ2 interfaces.

The remaining statement is explained separately. See CLI Explorer.

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• Three-Color Policer Configuration Overview

• Basic Single-Rate Three-Color Policers

• Basic Two-Rate Three-Color Policers

• Two-Color and Three-Color Logical Interface Policers

• Two-Color and Three-Color Physical Interface Policers

• Two-Color and Three-Color Policers at Layer 2

• loss-priority high then discard
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address (CoS on ATM Interfaces)

Supported Platforms MSeries,MXSeries, T Series

Syntax address address {
destination address;

}

Hierarchy Level [edit interfaces interface-name unit logical-unit-number family family],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
family family]

Release Information Statement introduced before Junos OS Release 7.4.

Description For CoS on ATM interfaces, configure the interface address.

Options address—Address of the interface.

The remaining statements are explained separately.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS for ATM2 IQ Virtual Circuit Tunnels on page 772
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adjust-minimum

Supported Platforms MXSeries

Syntax adjust-minimum rate;

Hierarchy Level [edit class-of-service schedulers scheduler-name],
[edit class-of-service traffic-control-profiles traffic-control-profile-name]

Release Information Statement introduced in Junos OS Release 11.4.

Description For adjustments performed by the ANCP or multicast applications on EQ DPC, MIC, or

MPC interfaces, specify the minimum shaping rate for an adjusted scheduler node. The

node is associated with a traffic-control profile.

For adjustmentsperformedby themulticastapplicationonMICorMPC interfaces, specify

the minimum shaping rate for an adjusted queue. The queue is associated with a

scheduler.

Options rate—Minimum shaping rate for a node or a queue, in Mbps

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring the Minimum Adjusted Shaping Rate on Scheduler Nodes for Subscribers
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adjust-percent

Supported Platforms MXSeries

Syntax adjust-percent percentage;

Hierarchy Level [edit class-of-service schedulers scheduler-name]

Release Information Statement introduced in Junos OS Release 11.4.

Description For aMIC orMPC interface, determine the percentage of adjustment for the shaping rate

of a queue.

Options percentage—Percentage of the shaping rate to adjust.

Range: 0 through 100 percent

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Shaping-Rate Adjustments on Queues
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application-profile

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax application-profile profile-name {
ftp {
data {
dscp (alias | bits);
forwarding-class class-name;

}
}
sip {
video {
dscp (alias | bits);
forwarding-class class-name;

}
voice {
dscp (alias | bits);
forwarding-class class-name;

}
}

}

Hierarchy Level [edit services cos],
[edit services cos rule rule-name term term-name then],
[edit services cos rule rule-name term term-name then reverse]

Release Information Statement introduced in Junos OS Release 8.1.

Description Define or apply a CoS application profile. When you apply a CoS application profile in a

CoS rule, terminate the profile name with a semicolon (;).

Options profile-name—Identifier for the application profile.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Rules
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application-sets (Services CoS)

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax applications-sets set-name;

Hierarchy Level [edit services cos rule rule-name term term-name from]

Release Information Statement introduced in Junos OS Release 8.1.

Description Define one or more target application sets.

Options set-name—Name of the target application set.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Rules

applications (Services CoS)

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax applications [ application-name ];

Hierarchy Level [edit services cos rule rule-name term term-name from]

Release Information Statement introduced in Junos OS Release 8.1.

Description Define one or more applications to which the CoS services apply.

Options application-name—Name of the target application.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Match Conditions in a CoS Rule on page 627

• Configuring CoS Rules
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atm-options

Supported Platforms ACX Series,MSeries,MXSeries, T Series

Syntax atm-options {
cell-bundle-size cells;
ilmi;
linear-red-profiles profile-name {
high-plp-max-threshold percent;
low-plp-max-threshold percent;
queue-depth cells high-plp-threshold percent low-plp-threshold percent;

}
mpls {
pop-all-labels {
required-depth number;

}
}
pic-type (atm1 | atm2);
plp-to-clp;
promiscuous-mode {
vpi vpi-identifier;

}
scheduler-mapsmap-name {
forwarding-class class-name {
epd-threshold cells plp1 cells;
linear-red-profile profile-name;
priority (high | low);
transmit-weight (cells number | percent number);

}
vc-cos-mode (alternate | strict);

}
use-null-cw;
vpi vpi-identifier {
maximum-vcsmaximum-vcs;
oam-liveness {
up-count cells;
down-count cells;

}
oam-period (disable | seconds);
shaping {
(cbr rate | rtvbrpeak rate sustained rateburst length | vbrpeak rate sustained rateburst
length);

queue-length number;
}

}
}

Hierarchy Level [edit interfaces interface-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 12.2 for the ACX Series Universal Access

Routers.
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Description Configure ATM-specific physical interface properties.

The remaining statements are explained separately. See CLI Explorer.

NOTE: Certain options apply only to specific platforms.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Interface Encapsulations Overview

• multipoint-destination

• shaping on page 1160

• vci on page 1205
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atm-policer

Supported Platforms MXSeries

Syntax atm-policer policer-name {
atm-service (cbr | rtvbr | nrtvbr | ubr) ;
cdvt rate;
logical-interface-policer;
max-burst-sizemax-burst-size;
peak-rate rate;
policing-action (discard | discard-tag | count);
sustained-rate rate;

}

Hierarchy Level [edit firewall],
[edit interface interface-name unit unit-number]

Release Information Statement introduced in Junos OS Release 12.1.

Description (MX Series routers) Create a policer for each cell in the ATM packet. A policer defines

themaximumtraffic that can flowthroughan interfaceand furtherdetermines theactions

to be taken when the traffic exceeds the defined limits.

When included at the [edit firewall] hierarchy level, the atm-policer statement creates

a template, andyoudonothave toconfigureapolicer individually for everyATM interface.

To activate the ATM policer on an ATM interface, youmust include the atm-policer

statement in the [edit interface] hierarchy level.

Options policer-name—ATM policer name. The name can contain letters, numbers, and hyphens

(-), and can be up to 255 characters long. To include spaces in the name, enclose it

in quotation marks (“ ”).

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• Order of Policer and Firewall Filter Operations

• show class-of-service traffic-control-profile

• show class-of-service interface on page 1247
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atm-scheduler-map

Supported Platforms MSeries, T Series

Syntax atm-scheduler-map (map-name | default);

Hierarchy Level [edit interfaces interface-name unit logical-unit-number],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number]

Release Information Statement introduced before Junos OS Release 7.4.

Description Associate a scheduler map with a virtual circuit on a logical interface.

Options map-name—Nameof schedulermap that youdefineat the [edit interfaces interface-name

atm-options scheduler-maps] hierarchy level.

default—The default scheduler mapping.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ATM2 IQ VC Tunnel CoS Components Overview

• scheduler-maps (For ATM2 IQ Interfaces) on page 1156
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atm-service

Supported Platforms MXSeries

Syntax atm-service (cbr | rtvbr| nrtvbr);

Hierarchy Level [edit class-of-service traffic-control-profiles traffic-control-profile-name]
[edit firewall atm-policer atm-policer-name]

Release Information Statement introduced in Junos OS Release 12.1.

Description (MXSeries routers)Configure theATMservice categoryonATMMICs todefinebandwidth

shaping and utilization. Shaping is based on the ATM service category.

Default If the ATM service category is not specified, bandwidth utilization is unlimited.

Options cbr—Use the constant bit rate.

nrtvbr—Use the non real-time variable bit rate.

rtvbr—Use the real-time variable bit rate.

NOTE: (MX Series with MPCs and ATMMICs with SFP) To configure up to
OC12 CBR bandwidth speed per virtual circuit (VC) on an ATMMICwith SFP
(MIC-3D-8OC3-2OC12-ATM), specify cbr as the ATM service category.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• show class-of-service traffic-control-profile
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buffer-size (Schedulers)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax buffer-size (percent percentage | remainder | temporalmicroseconds);

Hierarchy Level [edit class-of-service schedulers scheduler-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 12.1X48 for PTX Series Packet Transport

Routers.

Statement introduced in Junos OS Release 12.2 for ACX Series Routers.

Description Specify buffer size.

NOTE: On PTX Series Packet Transport Routers, buffer-size cannot be
configured on rate-limited queues.

Default If you do not include this statement, the default scheduler transmission rate and buffer

size percentages for queues0 through 7are95, 0, 0, 5, 0, 0, 0, and0percent, respectively.

Options percent percentage—Buffer size as a percentage of the total buffer.

Range: 0 through 100

NOTE: For the routers with channelized OC12/STM4 IQE PIC with SFP
(PB-4CHOC12-STM4-IQE-SFP) and channelized OC48/STM16 IQE PIC
withSFP(PB-1CHOC48-STM16-IQE-SFP), theminimumbufferallocated
to any queue is 18,432bytes. If a queue is configured to have abuffer size
less than 18K, the queue retains a buffer size of 18,432 bytes.

remainder—Remaining buffer available.

temporalmicroseconds—Buffer size as a temporal value. The queuing algorithm starts

dropping packets when it queues more than a computed number of bytes. This

maximum is computed bymultiplying the logical interface speed by the configured

temporal value.

Range: The ranges vary by platform as follows:

• For SRX Series Services Gateways: 1 through 2,000,000microseconds.

• For vSRX instances: 1 through 32,000,000microseconds.
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Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Managing Congestion on the Egress Interface by Configuring the Scheduler Buffer Size

on page 341

• Table 47 on page 342

bypass-queuing-chip

Supported Platforms MX2010, MX2020, MX240, MX480, MX960

Syntax bypass-queuing-chip;

Hierarchy Level [edit interfaces interface-name]

Release Information Statement introduced in Junos OS Release 14.2.

Description OnMPC1 Q,MPC1E Q,MPC2 Q,MPC2 EQ,MPC2E Q,MPC2E EQ, andMPC5E Q line cards,

bypass the queuing chip to increase the available bandwidthwhen rich queuing features

are not required.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• IncreasingAvailableBandwidthonRich-QueuingMPCsbyBypassing theQueuingChip

on page 863
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bytes (Dynamic Traffic Shaping)

Supported Platforms MXSeries

Syntax bytes bytes | $junos-cos-byte-adjust;

Hierarchy Level [edit dynamic-profiles profile-name class-of-service traffic-control-profiles profile-name
overhead-accounting],

[edit class-of-service traffic-control-profiles profile-name overhead-accounting]

Release Information Statement introduced in Junos OS Release 10.2.

Description Configure the number of overhead bytes.

Options bytes—Byte adjustment value for the cell-modeor frame-mode shaping options. This can

be the predefined variable $junos-cos-byte-adjust, which is the variable for byte

adjustment that is replaced with a value obtained from the RADIUS server when a

subscriber authenticates over the interface towhich the dynamic profile is attached.

BEST PRACTICE: We recommend using the cell-mode cell-mode-bytes

cell-mode-bytesoptionor the frame-modeframe-mode-bytes frame-mode-bytes

option rather than the bytes option.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• CoS Adjustment Control Profiles Overview

• ConfiguringDynamicShapingParameters toAccount forOverhead inDownstreamTraffic

Rates

• BandwidthManagementforDownstreamTraffic inEdgeNetworksOverviewonpage898

• egress-shaping-overhead on page 1008
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cbr

Supported Platforms MSeries,MXSeries, T Series

Syntax cbr rate;

Hierarchy Level [edit interfaces at-fpc/pic/port atm-options vpi vpi-identifier shaping],
[edit interfaces at-fpc/pic/port unit logical-unit-number address address family family
multipoint-destination address shaping],
[edit interfaces at-fpc/pic/port unit logical-unit-number shaping],
[edit logical-systems logical-system-name interfacesat-fpc/pic/portunit logical-unit-number
address address family familymultipoint-destination address shaping],

[edit logical-systems logical-system-name interfacesat-fpc/pic/portunit logical-unit-number
shaping]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM encapsulation only, define a constant bit rate bandwidth utilization in the

traffic-shaping profile.

Default Unspecified bit rate (UBR); that is, bandwidth utilization is unlimited.

Options rate—Peak rate, in bits per second (bps) or cells per second (cps). You can specify a
value inbitsper secondeitherasacompletedecimalnumberorasadecimalnumber

followed by the abbreviation k (1000),m (1,000,000), or g (1,000,000,000). You

can also specify a value in cells per second by entering a decimal number followed

by the abbreviation c; values expressed in cells per second are converted to bits per

second bymeans of the formula 1 cps = 384 bps.

For ATM1 and ATM2 OC3 interfaces, the maximum available rate is 100 percent of

line-rate, or 135,600,000 bps. For ATM1 OC12 interfaces, the maximum available

rate is 50 percent of line-rate, or 271,263,396 bps. For ATM2 IQ interfaces, the

maximum available rate is 542,526,792 bps.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Defining the ATM Traffic-Shaping Profile Overview

• rtvbr on page 1149

• shaping on page 1160

• vbr on page 1203
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cdvt

Supported Platforms MXSeries

Syntax cdvt rate;

Hierarchy Level [edit firewall atm-policer atm-policer-name]

Release Information Statement introduced in Junos OS Release 12.1.

Description (MX Series routers) Define the Cell Delay/Variation Tolerance (CDVT) rate on a

clear-channel multirate circuit emulation MIC.

Options rate—CDVT rate in microseconds.

Range: 1 through 1,800,000,000

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• show class-of-service traffic-control-profile
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cell-mode (Dynamic Traffic Shaping)

Supported Platforms MSeries,MXSeries

Syntax cell-mode (bytes bytes | $junos-cos-byte-adjust | cell-mode-bytes cell-mode-bytes
|$junos-cos-byte-adjust-cell);

Hierarchy Level [edit dynamic-profiles profile-name class-of-service traffic-control-profiles profile-name
overhead-accounting],

[edit class-of-service traffic-control-profiles profile-name overhead-accounting],

Release Information Statement introduced in Junos OS Release 10.2.

Variable $junos-cos-byte-adjust-cell introduced in Junos OS Release 13.1.

Description Configure the mode to shape downstream ATM traffic as cells.

Options bytes—Byte adjustment value for the cell-mode or frame-mode shaping options.

$junos-cos-byte-adjust—Predefined variable for byte adjustment that is replaced with a

value obtained from the RADIUS server when a subscriber authenticates over the

interface to which the dynamic profile is attached.

cell-mode-bytes cell-mode-bytes—Shaping is based on the number of bytes in cells, and

accounts for the ATM cell encapsulation and padding overhead. The resulting traffic

stream conforms to the policing rates configured in downstream ATM switches,

reducing the number of packet drops in the Ethernet network.

$junos-cos-byte-adjust-cell—Predefined variable for the cellmode shaping. This variable

can not be used when the overhead-accounting bytes bytes option is configured.

BEST PRACTICE: We recommend using the cell-mode-bytes cell-mode-bytes

option rather than the bytes option.

Range: –120 through 124 bytes

NOTE: If you specify a value for the bytes bytes option, you cannot specify a

value for either the cell-mode-bytes option.

NOTE: Cell mode is supported only on logical interfaces and interface sets;
it is not supported on physical interfaces (ifd or ifd-remaining).

Default: The default is frame-mode.

Copyright © 2017, Juniper Networks, Inc.972

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html


Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• CoS Adjustment Control Profiles Overview

• Configuring CoS Adjustment Control Profiles

• adjustment-control-profiles

• ConfiguringDynamicShapingParameters toAccount forOverhead inDownstreamTraffic

Rates

• BandwidthManagementforDownstreamTraffic inEdgeNetworksOverviewonpage898

• egress-shaping-overhead on page 1008

• bytes on page 969

• frame-mode on page 1047

class (CoS-Based Forwarding)

Supported Platforms EX Series

Syntax class class-name {
classification-override {
forwarding-class class-name;

}
}

Hierarchy Level [edit class-of-service forwarding-policy]

Release Information Statement introduced before Junos OS Release 7.4.

Description Configure CoS-based forwarding class.

Options class-name—Name of the routing policy class.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Overriding the Input Classification on page 228
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class (Forwarding Classes)

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax class class-name queue-num queue-number priority (high | low);

Hierarchy Level [edit class-of-service forwarding-classes]

Release Information Statement introduced in Junos OS Release 8.1.

Description OnM120 , M320, MX Series routers, T Series routers and EX Series switches only, specify

the output transmission queue to which tomap all input from an associated forwarding

class.

This statement enables you to configure up to 16 forwarding classes with multiple

forwarding classes mapped to single queues. If you want to configure up to eight

forwardingclasseswithone-to-onemapping tooutputqueues,use thequeuestatement
instead of the class statement at the [edit class-of-service forwarding-classes] hierarchy

level.

Options class-name—Name of forwarding class.

queue-number—Output queue number.

Range: 0 through 7. Some T Series router PICs are restricted to 0 through 3.

The remaining statement is explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring a Custom Forwarding Class for Each Queue on page 191

• queue (Global Queues) on page 1135
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classification-override

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax classification-override {
forwarding-class class-name;

}

Hierarchy Level [edit class-of-service forwarding-policy class class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For IPv4 packets, override the incoming packet classification, assigning all packets sent

to a destination prefix to the same output transmission queue.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Overriding the Input Classification on page 228

• policy-statement in the Junos OS Routing Protocols Library
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classifiers (Definition)

Supported Platforms ACX Series, EX Series,MXSeries, PTX Series

Syntax classifiers {
type classifier-name {
import (classifier-name | default);
forwarding-class class-name {
loss-priority level code-points [ aliases ] [ bit-patterns ];

}
}

}

Hierarchy Level [edit class-of-service],
[edit class-of-service routing-instances routing-instance-name]

Release Information Statement introduced before Junos OS Release 7.4.

ieee-802.1ad option introduced in Junos OS Release 9.2.

Description DefineaCoSbehavior aggregate (BA)classifier for classifyingpackets. Youcanassociate

theclassifierwitha forwardingclassor code-pointmapping, and importadefault classifier

or one that is previously defined.

NOTE: The [edit class-of-service routing-instances routing-instance-name]

hierarchy level and the dscp-ipv6 and ieee-802.1ad classifier types are not

supported on ACX Series routers.

Options classifier-name—Name of the aggregate behavior classifier.

type—Traffic type: dscp, dscp-ipv6, exp, ieee-802.1, ieee-802.1ad, inet-precedence.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33
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classifiers (Logical Interface)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax classifiers {
type (classifier-name | default) family (mpls | inet);
no-default;

}

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in JunosOSRelease 14.2 for PTX Series Packet Transport Routers.

no-default option added for MX Series devices only in Junos OS Release 16.1.

Description Apply a CoS aggregate behavior classifier to a logical interface. You can apply a default

classifier or one that is previously defined.

On MX Series devices, if you do not explicitly apply a classifier configuration to the

interface, the default classifier is applied to the interface. Apply the no-default option to

disable the application of any default classifier to the routing instance.

Options classifier-name—Name of the aggregate behavior classifier.

type—Traffic type.

Values: dscp, dscp-ipv6, exp, ieee-802.1, inet-precedence

NOTE: You can only specify a family for the dscp and dscp-ipv6 types.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Default DSCP and DSCP IPv6 Classifiers on page 39

• Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51
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classifiers (Physical Interface)

Supported Platforms ACX Series, EX Series

Syntax classifiers {
type (classifier-name | default) ;

}

Hierarchy Level [edit class-of-service interfaces interface-name ]

Release Information Statement introduced in Junos OS Release 12.2 for the ACX Series Universal Access

routers.

Description Apply a CoS aggregate behavior classifier to a physical interface. You can apply a default

classifier or one that is previously defined.

Options classifier-name—Name of the aggregate behavior classifier.

type—Traffic type.

Values: dscp, ieee-802.1, and inet-precedence

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• dscp on page 1001

• inet-precedence on page 1064

• ieee-802.1 on page 1058
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classifiers (Routing Instance)

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax classifiers {
exp (classifier-name | default);
dscp (classifier-name | default);
dscp-ipv6 (classifier-name | default);
no-default;

}

Hierarchy Level [edit class-of-service routing-instances routing-instance-name]

Release Information Statement introduced before Junos OS Release 7.4.

dscp and dscp-ipv6 support introduced in Junos OS Release 9.6.

no-default option added for MX Series devices only in Junos OS Release 16.1.

Description For routing instanceswith VRF table labels enabled, apply a customMPLSEXP classifier

or DSCP classifier to the routing instance. You can apply the default classifier or one that

is previously defined.

If you do not explicitly apply a classifier configuration to the routing instance, the default

classifier is applied to the routing instance. Apply the no-default option to disable the

application of any default classifier to the routing instance.

Options classifier-name—Name of the behavior aggregate MPLS EXP or DSCP classifier.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying MPLS EXP Classifiers to Routing Instances on page 83

• Applying Behavior Aggregate Classifiers to Logical Interfaces on page 51
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class-of-service

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax class-of-service { ... }

Hierarchy Level [edit]

Release Information Statement introduced before Junos OS Release 7.4.

Description Configure Junos CoS features.

Default If you do not configure any CoS features, all packets are transmitted from output

transmission queue 0.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• UnderstandingHowClass of ServiceManages Congestion andControls Service Levels

in the Network on page 3
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class-of-service (Protocols MPLS)

Supported Platforms ACX Series, EX4600,MSeries,MXSeries, PTX Series,QFX Series, SRX Series, T Series

Syntax class-of-serviceclass-of-service cos-value;

Hierarchy Level [edit logical-systems logical-system-name protocols mpls],
[edit logical-systems logical-system-name protocols mpls static-label-switched-path
lsp-name ingress],

[edit logical-systems logical-system-name protocols mpls label-switched-path lsp-name],
[edit logical-systems logical-system-name protocols mpls label-switched-path lsp-name
(primary | secondary) path-name],

[edit protocols mpls],
[edit protocols mpls label-switched-path lsp-name],
[edit protocols mpls label-switched-path lsp-name (primary | secondary) path-name],
[edit logical-systems logical-system-name protocols mpls static-label-switched-path
lsp-name ingress]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 13.2X51-D15 for the QFX Series.

Statement introduced in JunosOSRelease 14.1X53-D30 for theQFXSeriesVirtualChassis

and Virtual Chassis Fabric.

Description Class-of-service (CoS) value given to all packets in the LSP.

The CoS valuemight affect the scheduling or queuing algorithmof traffic traveling along

an LSP.

Options cos-value—CoS value. A higher value typically corresponds to a higher level of service.

Range: 0 through 7

Default: If you do not specify a CoS value, the IP precedence bits from the packet’s IP

header are used as the packet’s CoS value.

Required Privilege
Level

routing—To view this statement in the configuration.

routing-control—To add this statement to the configuration.

Related
Documentation

• Configuring Class of Service for MPLS LSPs on page 75

• Configuring the Ingress Router for Static LSPs

• Configuring Static LSPs
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code-point-aliases

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax code-point-aliases {
type {
alias-name bits;

}
}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

Description Define an alias for a CoSmarker.

Options alias-name—Name of the code-point alias.

bits—6-bit value of the code-point bits, in decimal form.

type—CoSmarker type.

Values: dscp, dscp-ipv6, exp, ieee-802.1, ieee-802.1ad, inet-precedence

Usage Guidelines See “Defining Aliases for CoS Value Bit Patterns” on page 46.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Defining Aliases for CoS Value Bit Patterns on page 46
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code-point

Supported Platforms EX Series,MXSeries

Syntax code-point [ aliases ] [ bit-patterns ];

Hierarchy Level [edit class-of-service rewrite-rules type rewrite-name forwarding-class class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description Specify one ormore code-point aliases or bit sets for associationwith a forwarding class.

Options aliases—Name of each alias.

bit-patterns—Value of the code-point bits, in decimal form.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Rewrite Rules on page 365
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code-points

Supported Platforms EX Series,MXSeries, PTX Series, SRX Series

Syntax code-points ([ aliases ] | [ bit-patterns ]);

Hierarchy Level [edit class-of-serviceclassifiers typeclassifier-name forwarding-classclass-name loss-priority
level]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 9.2 for SRX Series devices.

Statement introduced in JunosOSRelease 14.2 for PTX Series Packet Transport Routers.

Description Specify oneormoreDSCPcode-point aliasesor bit sets for associationwith a forwarding

class.

Options aliases—Name of the DSCP alias.

bit-patterns—Value of the code-point bits, in six-bit binary form.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33

• Example: Configuring Behavior Aggregate Classifiers on page 62
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copy-plp-all

Supported Platforms EX Series,M320, T Series

Syntax copy-plp-all;

Hierarchy Level [edit class-of-service]

Release Information Statement introduced in Junos OS Release 10.3.

Description Enable PLP bit copying for ingress and egress for unicast andmulticast traffic when

traffic is ingressing one FPC and egressing the other (from E3-FPC to non-E3 FPC on

M320 routers, or from ES-FPC to non-ES FPC on T Series routers).

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Managing Congestion by Setting Packet Loss Priority for Different Traffic Flows on

page 337

copy-tos-to-outer

Supported Platforms MXSeries

Syntax copy-tos-to-outer service-type (gre | mt);

Hierarchy Level [edit chassis]

Release Information Statement introduced in Junos OS Release 17.1.

Description For static and dynamic GRE tunnel interfaces and MT tunnel interfaces on MPCs, copy

the inner IP header’s ToSbits to the outer IP packet header for traffic transiting the router.

This statement affects all MPC interfaces and takes precedence over the

copy-tos-to-outer-ip-header-transit, which applies to individual interfaces.

Once committed, this configuration statement only affects new gr- andmt- interfaces.

To affected an existing gr- or mt- interface, youmust delete and re-add the interface.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• copy-tos-to-outer-ip-header-transit on page 987

• copy-tos-to-outer-ip-header on page 986
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copy-tos-to-outer-ip-header

Supported Platforms MSeries,MXSeries,QFX Series, T Series

Syntax copy-tos-to-outer-ip-header;

Hierarchy Level [edit interfaces gr-fpc/pic/port unit logical-unit-number],
[edit interfaces gre unit logical-unit-number],
[edit logical-systems logical-system-name interfacesgr-fpc/pic/portunit logical-unit-number],
[edit logical-systems logical-system-name interfaces gre unit logical-unit-number]

Release Information Statement introduced in Junos OS Release 8.2.

Support for GRE interfaces for Generalized MPLS (GMPLS) introduced in Junos OS

Release 12.3R7.

Description For GRE tunnel interfaces and GRE interfaces for GMPLS control channels only, enable

the inner IP header’s ToS bits to be copied to the outer IP packet header for traffic

originating in the Routing Engine.

To verify that this option is enabled at the interface level, use the show interfaces

interface-name detail command.

Default If you omit this statement, the ToS bits in the outer IP header are set to 0.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring a GRE Tunnel to Copy ToS Bits to the Outer IP Header on page 623

• copy-tos-to-outer-ip-header-transit on page 987
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copy-tos-to-outer-ip-header-transit

Supported Platforms MXSeries

Syntax copy-tos-to-outer-ip-header-transit;

Hierarchy Level [edit interfaces gr-fpc/pic/port unit logical-unit-number]

Release Information Statement introduced in Junos OS Release 17.1.

Description For static GRE tunnel interfaces onMPCs, copy the inner IP header’s ToS bits to the outer

IP packet header for traffic transiting the router.

Default If you omit this statement, the ToS bits in the outer IP header are set to 0.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• copy-tos-to-outer-ip-header on page 986

data (FTP)

Supported Platforms MSeries,MXSeries, T Series

Syntax data {
dscp (alias | bits);
forwarding-class class-name;

}

Hierarchy Level [edit services cos application-profile profile-name ftp]

Release Information Statement introduced in Junos OS Release 9.3.

Description Set the appropriate dscp and forwarding-class value for FTP data.

Default By default, the systemwill not alter the DSCP or forwarding class for FTP data traffic.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Application Profiles on page 627

• video (Application Profile) on page 1206

• voice (Application Profile) on page 1209
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default (CoS Host Outbound Traffic)

Supported Platforms EX Series,MXSeries

Syntax default value;

Hierarchy Level [edit class-of-service host-outbound-traffic ieee-802.1]

Release Information Statement introduced in Junos OS Release 12.3.

Description Apply a global default value to the IEEE 802.1p—priority code point (PCP)—field in the

Ethernet frame header for all host outbound traffic.

Options value—Three-bit binary number.

Range: 000 through 111

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ConfiguringaGlobalDefault IEEE802.1pValue forAllHostOutboundTrafficonpage483

• Rewriting Packet Headers to Ensure Forwarding Behavior on page 361
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delay-buffer-rate

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax delay-buffer-rate (percent percentage | rate);

Hierarchy Level [edit class-of-service traffic-control-profiles profile-name]

Release Information Statement introduced in Junos OS Release 7.6.

Description For Gigabit Ethernet IQ, Channelized IQ PICs, and FRF.15 and FRF.16 LSQ interfaces only,

base the delay-buffer calculation on a delay-buffer rate.

Default If you do not include this statement, the delay-buffer calculation is based on the

guaranteed rate if one is configured, or the shaping rate if noguaranteed rate is configured.

For more information, see Table 28 on page 255.

Options percentpercentage—For LSQ interfaces, delay-buffer rateasapercentageof theavailable

interface bandwidth.

Range: 1 through 100 percent

rate—For IQand IQ2 interfaces, delay-buffer rate, in bits per second (bps). Youcan specify

a value in bits per second either as a complete decimal number or as a decimal

number followedby theabbreviationk (1000),m (1,000,000), org (1,000,000,000).

Range: 1000 through 6,400,000,000,000 bps

NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000 bps. Beginning with Junos OS Release 14.1, the upper
limit is 6,400,000,000,000 bps.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Oversubscribing Interface Bandwidth on page 251

• Providing a Guaranteed Minimum Rate on page 263

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• output-traffic-control-profile on page 1115
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destination-address (Services CoS)

Supported Platforms MXSeries, PTX Series

Syntax destination-address (address | any-unicast) <except>;

Hierarchy Level [edit services cos rule rule-name term term-name from]

Release Information Statement introduced in Junos OS Release 8.1.

address option enhanced to support IPv4 and IPv6 addresses in Junos OS Release 8.5.

Description Specify the destination address for rule matching.

Options address—Destination IPv4 or IPv6 address or prefix value.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Match Conditions in a CoS Rule on page 627

• Configuring CoS Rules
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destination (Interfaces)

Supported Platforms EX Series,MSeries, T Series

Syntax destination address;

Hierarchy Level [edit interfaces interface-name unit logical-unit-number tunnel],
[edit interfaces interface-name unit logical-unit-number family inet address address],
[edit interfaces interface-name unit logical-unit-number tunnel],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
family inet address address]

Release Information Statement introduced before Junos OS Release 7.4.

Description For CoS on ATM interfaces, specify the remote address of the connection.

For point-to-point interfaces only, specify the address of the interface at the remote end

of the connection.

For tunnel and encryption interfaces, specify the remote address of the tunnel.

Options address—Address of the remote side of the connection.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Linear RED Profiles on ATM Interfaces on page 780

• Multilink and Link Services Logical Interface Configuration Overview

• Configuring Encryption Interfaces

• Configuring Traffic Sampling

• Configuring FlowMonitoring

• Configuring Unicast Tunnels
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discard (Forwarding Class)

Supported Platforms EX Series

Syntax discard;

Hierarchy Level [edit class-of-service forwarding-policy next-hop-mapmap-name forwarding-class
class-name]

Release Information Statement introduced in Junos OS Release 9.1.

Description Discard traffic sent to this forwarding class for the next-hopmap referenced by this

forwarding policy.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS-Based Forwarding on page 203

• non-lsp-next-hop on page 1112
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drop-probability (Interpolated Value)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax drop-probability [values];

Hierarchy Level [edit class-of-service drop-profiles profile-name interpolate]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced before Junos OS 11.4 for EX Series switches.

Description Definevalues for interpolateddropprobabilities.Themaximumnumberofdropprobability

values supported per drop profile is based on the line card.

On EX Series switches, this statement is supported only on the EX9200 switch, EX8200

standalone switches, and EX8200 Virtual Chassis.

Options percentage—The probability (expressed in percentage) for a packet to be dropped from

the queue.

Range: 0 through 100

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Managing Congestion Using RED Drop Profiles and Packet Loss Priorities on page 329

• Defining Packet Drop Behavior by Configuring RED Drop Profiles on page 332
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drop-probability (Percentage)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax drop-probability percentage;

Hierarchy Level [edit class-of-service drop-profiles profile-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description Define drop probability percentages. Themaximum number of drop probability values

supported per drop profile is based on the line card.

Options percentage—Probability that a packet is dropped, expressed as a percentage. A value of

0means that a packet is never dropped, and a value of 100means that all packets

are dropped.

Range: 0 through 100 percent

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Managing Congestion Using RED Drop Profiles and Packet Loss Priorities on page 329

• Defining Packet Drop Behavior by Configuring RED Drop Profiles on page 332
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drop-profile (Schedulers)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax drop-profile profile-name;

Hierarchy Level [edit class-of-service schedulers scheduler-name drop-profile-map loss-priority (any | low
| medium-low | medium-high | high) protocol (any | non-tcp | tcp)]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 12.1X48 for PTX Series Packet Transport

Routers.

Statement introduced in Junos OS Release 12.2 for ACX Series Routers.

Description Define drop profiles for RED. When a packet arrives, RED checks the queue fill level. If

the fill level corresponds to a nonzero drop probability, the RED algorithm determines

whether to drop the arriving packet.

Options profile-name—Name of the drop profile.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Determining Packet Drop Behavior by Configuring Drop Profile Maps for Schedulers

on page 335

• Managing Congestion Using RED Drop Profiles and Packet Loss Priorities on page 329
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drop-profile-map (Schedulers)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax drop-profile-map loss-priority (any | low |medium-low |medium-high | high) protocol (any
| non-tcp | tcp) drop-profile (Schedulers) profile-name;

Hierarchy Level [edit class-of-service schedulers scheduler-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 12.1X48 for PTX Series Packet Transport

Routers.

Statement introduced in Junos OS Release 12.2 for ACX Series Routers.

Description Define the loss-priority value for a drop profile.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Default Schedulers Overview on page 234

• Determining Packet Drop Behavior by Configuring Drop Profile Maps for Schedulers

on page 335
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drop-profiles

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax drop-profiles {
profile-name {
fill-level percentage drop-probability percentage;
interpolate {
drop-probability [values];
fill-level [values]

}
}

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced before Junos OS 11.4 for EX Series switches.

Description Define drop profiles for RED.

For a packet to be dropped, it must match the drop profile. When a packet arrives, RED

checks the queue fill level. If the fill level corresponds to a nonzero drop probability, the

RED algorithm determines whether to drop the packet.

Options profile-name—Name of the drop profile.

The remaining statements are explained separately.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Defining Packet Drop Behavior by Configuring RED Drop Profiles on page 332
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drop-timeout (Forwarding Class)

Syntax drop-timeoutmilliseconds;

Hierarchy Level [edit class-of-service fragmentation-mapmap-name forwarding-class class-name]

Release Information Statement introduced in Junos OS Release 8.2.

Description Disable or set the resequencing timeout interval for each forwarding class of amulticlass

MLPPP.

Default If you do not include this statement, the default sequencing timeouts for T1 speeds (500

ms) or lower (1500ms) apply.

Options milliseconds—Time to wait for fragments. A value of 0 disables the resequencing logic

for that forwarding class.

Range: 0 through 500milliseconds for bundles with bandwidths or T1 speeds or higher
or 1500ms for bundles with bandwidths of less than T1 speeds.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Drop Timeout Interval for Fragmentation by Forwarding Class on page 637
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dscp (Services CoS)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax dscp (alias | bits);

Hierarchy Level [edit services cos application-profile profile-name (ftp | sip) (data | video | voice)],
[edit services cos rule rule-name term term-name then],
[edit services cos rule rule-name term term-name then reverse]

Release Information Statement introduced in Junos OS Release 8.1.

Description Define the Differentiated Services code point (DSCP)mapping that is applied to the

packets.

Options alias—Name assigned to a set of CoSmarkers.

bits—Mapping value in the packet header.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Rules.

• Configuring Actions in a CoS Rule on page 627
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dscp (CoS Classifiers)

Supported Platforms ACX Series,MSeries,MXSeries, T Series

Syntax dscp classifier-name {
import (classifier-name | default);
forwarding-class class-name {
loss-priority level ] {
code-points [ aliases ] [ bit-patterns;

}
}

}

Hierarchy Level [edit class-of-service classifiers]

Release Information Statement introduced before Junos OS Release 7.4.

Description Define the diffserv code point (DSCP)mapping that is applied to the packets.

Options classifier-name—Name of the classifier.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interfaces—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33

• Applying DSCP Classifiers to MPLS Traffic on page 79
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dscp (CoS Interfaces)

Supported Platforms ACX Series

Syntax dscp (classifier-name | default);

Hierarchy Level [edit class-of-service interfaces interface-nameclassifiers]

Release Information Statement introduced in Junos OS Release 12.2 for the ACX Series Universal Access

routers.

Description For ACX Series Universal Access routers, map the DSCP field of the incoming packet to

the forwarding class and packet loss priority based on the specified DSCP classifier.

Options classifier-name—Name of the previously defined DSCP behavior aggregate classifier.

default—Default DSCP behavior aggregate classifier.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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dscp (Multifield Classifier)

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax dscp [0 | value];

Hierarchy Level [edit firewall family family-name filter filter-name term term-name then]

Release Information Statement introduced in Junos OS Release 7.4.

Description For M320 and T Series routers, set the DSCP field of incoming or outgoing packets to

000000. On the same packets, you can use a behavior aggregate (BA) classifier and a

rewrite rule to rewrite the MPLS EXP field.

For MX Series routers with MPCs and EX Series switches, the DSCP field can be set from

a numeric range.

ForMXSeries routers andEXSeries switches, if you configure a firewall filterwith aDSCP

action or traffic-class action on a DPC, the commit does not fail, but the filter is not

applied to the interface, a warning displays, and an entry is made in the syslog.

Options value—ForMXSeries routerswithMPCs, specify the field of incomingor outgoingpackets

in the range from 0 through 63.

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• Configuring and Applying Tricolor Marking Policers on page 165
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dscp (Rewrite Rules)

Supported Platforms ACX Series, EX Series,M120, M320,MXSeries, T1600, T640, TXMatrix, TXMatrix Plus

Syntax dscp (rewrite-name | default) protocol (inet-both | inet-outer | mpls);

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]

Release Information Statement introduced before Junos OS Release 7.4.

Description For IPv4 traffic, apply aDifferentiatedServices (DiffServ) codepoint (DSCP) rewrite rule.

Logical interfaces do not support multiple dscp rewrite rules for the same protocol.

DSCP and DSCP IPv6 rewrite rules are supported onM Series and T Series routers when

non-queuing PICs are installed, but are disabled when queuing PICs are installed with

the following exceptions:

• OnM320 routers, DSCP rewrite is supported on IQ, IQ2, IQE, and IQ2E PICs when used

with the Enhanced III FPC.

• OnM120 routers, DSCP rewrite is supported on IQ, IQ2, IQE, and IQ2E PICs.

DSCP and DCSP IPv6 rewrite rules are supported on MIC and MPC interfaces on MX

Series routers.

DSCP rewrite rules are not supported on T Series routers when IQ, IQ2, IQE, IQ2E,

SONET/SDHOC48/STM16 IQE, or PD-5-10XGE-SFPP PICs are installed.

Options rewrite-name—Name of a rewrite-rulesmapping configured at the [edit class-of-service

rewrite-rules dscp] hierarchy level.

default—The default mapping.

protocol inet-both—For gr- interfaces (GRE tunnels) on MPCs, rewrite the DSCP CoS

value to both the inner and outer header for Unicast/Multicast IPv4 traffic. The first

six bits of the CoS value are rewritten and the final two bits are taken from the

incoming CoS value.

protocol inet-outer—For gr- interfaces onMPCs, rewrite the DSCP CoS value to the outer

header for Unicast/Multicast IPv4 traffic. The first six bits of the CoS value are

rewritten and the final two bits are taken from the incoming CoS value.

protocol mpls—(Optional for ingress MPLS tunnel nodes) For interfaces on MX Series

routers or hosted on Enhanced III FPCs in M120 or M320 routers only, rewrite the

MPLS EXP bits in the MPLS header independently of the IPv4 DSCP value for IPv4

packets entering an MPLS tunnel.
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Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Rewrite Rules on page 365

• Applying Rewrite Rules to Output Logical Interfaces on page 374

• protocol (Rewrite Rules) on page 1133

• Rewriting MPLS and IPv4 Packet Headers on page 376

• rewrite-rules (Definition) on page 1144

dscp (Rewrite Rules on Physical Interface)

Supported Platforms ACX Series, EX Series

Syntax dscp (rewrite-name | default);

Hierarchy Level [edit class-of-service interfaces interface-name rewrite-rules

Release Information Statement introduced in Junos OS Release 12.2 for the ACX Series Universal Access

routers.

Description Associate a rewrite-rules configuration or default mapping with a specific interface.

Options rewrite-name—Name of a rewrite-rulesmapping configured at the [edit class-of-service

rewrite-rules] hierarchy level.

default—The default mapping.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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dscp-code-point (CoS Host Outbound Traffic)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, SRX Series, T Series

Syntax dscp-code-point value;

Hierarchy Level [edit class-of-service host-outbound-traffic]

Release Information Statement introduced in Junos OS Release 8.4.

Statement introduced before Junos OS Release 11.4 for EX Series switches.

Support for distributed protocol handler traffic introduced in Junos OS Release 13.2.

Description Specify the value of the DSCP bits in the type of service (ToS) field of host outbound

traffic (packets generated by the local Routing Engine) as they are placed in the default

or specified output queue on all egress interfaces. This statement does not affect transit

traffic or incoming traffic.

If you use the ping operational mode command with the tos type-of-servce option, the

value specified in this configuration statement overrides the DSCP value you specify in

the ping command.

NOTE: AnyDSCPrewrite rulesconfiguredona 10-GigabitEthernetLAN/WAN
PIC with SFP+ overwrite this DSCP value.

For egress interfaces hosted on MX Series routers, M120 routers, or Enhanced III FPCs in

M320 routers, bothRoutingEnginesourced trafficanddistributedprotocolhandler traffic

areaffected. For all other egress interfaces, onlyRoutingEngine sourced traffic is affected.

Options code-point—Six-bit DSCP code point value.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33

• Default DSCP and DSCP IPv6 Classifiers on page 39

• Changing the Default Queuing and Marking of Host Outbound Traffic on page 220.
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dscp-ipv6 (CoS Rewrite Rules)

Supported Platforms EX Series,M120, M320,MXSeries, T1600, T640, TXMatrix, TXMatrix Plus

Syntax dscp-ipv6 (rewrite-name | <default>) protocol mpls;

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]

Release Information Statement introduced before Junos OS Release 7.4.

Support for protocol mpls option introduced in Junos OS Release 10.4R2.

Description For IPv6 traffic, apply a DSCP rewrite rule.

Logical interfaces do not support multiple dscp-ipv6 rewrite rules for the same protocol.

DSCP and DSCP IPv6 rewrite rules are supported onM Series and T Series routers when

non-queuing PICs are installed, but are disabled when queuing PICs are installed with

the following exceptions:

• OnM320 routers, DSCP rewrite is supported on IQ, IQ2, IQE, and IQ2E PICs when used

with the Enhanced III FPC.

• OnM120 routers, DSCP rewrite is supported on IQ, IQ2, IQE, and IQ2E PICs.

DSCP and DCSP IPv6 rewrite rules are supported on MIC and MPC interfaces on MX

Series routers.

DSCP rewrite rules are not supported on T Series routers when IQ, IQ2, IQE, IQ2E,

SONET/SDHOC48/STM16 IQE, or PD-5-10XGE-SFPP PICs are installed.

Options rewrite-name—Name of a rewrite-rulesmapping configured at the [edit class-of-service

rewrite-rules dscp-ipv6] hierarchy level.

default—Default mapping.

protocol mpls—(Optional for ingress MPLS tunnel nodes) For interfaces on MX Series

routers or hosted on Enhanced III FPCs in M120 or M320 routers only, rewrite the

MPLS EXP bits in the MPLS header independently of the IPv6 DSCP value for IPv6

packets entering an MPLS tunnel.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

Configuring Rewrite Rules on page 365•

• protocol on page 1133

• Setting IPv6 DSCP and MPLS EXP Values Independently on page 371

• Configuring DSCP Values for IPv6 Packets Entering the MPLS Tunnel on page 372
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• Applying Rewrite Rules to Output Logical Interfaces on page 374

• rewrite-rules (Definition) on page 1144

egress-policer-overhead

Supported Platforms MSeries,MXSeries, T Series

Syntax egress-policer-overhead bytes;

Hierarchy Level [edit chassis fpc slot-number pic pic-number]

Release Information Statement introduced before Junos OS Release 11.1.

Description Add the specified number of bytes to the actual length of an Ethernet frame when

determining the actions of Layer 2 policers, MAC policers, or queue rate limits applied to

output traffic on the line card. You can configure egress policer overhead to account for

egress shaping overhead bytes added to output traffic on the line card.

On M Series and T Series routers, this statement is supported on Gigabit Ethernet

Intelligent Queuing 2 (IQ2) PICs and Enhanced IQ2 (IQ2E) PICs. On MX Series routers,

this statement is supported for interfacesconfiguredonDensePortConcentrators (DPCs).

NOTE: This statement is not supported onModular Interface Cards (MICs)
or Modular Port Concentrators (MPCs) in MX Series routers.

Options bytes—Number of bytes added to a packet exiting an interface.

Range: 0–255 bytes

Default: 0

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• egress-shaping-overhead on page 1008

• Policer Overhead to Account for Rate Shaping Overview

• Example: Configuring Policer Overhead to Account for Rate Shaping

• Configuring a Policer Overhead on page 738

• CoS on Enhanced IQ2 PICs Overview on page 716
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egress-shaping-overhead

Supported Platforms M120,MXSeries, T1600, T640, vSRX

Syntax egress-shaping-overhead number;

Hierarchy Level [edit chassis fpc slot-number pic pic-number traffic-manager],
[edit chassis lcc number fpc slot-number pic pic-number traffic-manager]

Release Information Statement introduced in Junos OS Release 8.3.

Description Number of bytes to add to packet to determine shaped session packet length.

NOTE: OnMSeries and T Series routers with Gigabit Ethernet Intelligent
Queuing2(IQ2)PICsandEnhanced IQ2(IQ2E)PICsandonMXSeries routers
with Dense Port Concentrators (DPCs) only, to account for egress shaping
overhead bytes added to output traffic on the line card, youmust use the
egress-policer-overhead statement to explicitly configure corresponding

egress policing overhead for Layer 2 policers, MAC policers, or queue rate
limits applied to output traffic on the line card.

NOTE: ForMICandMPC interfacesonMXSeries routers, bydefault the value
ofegress-shaping-overhead is configured to20,whichmeans that thenumber

of class-of-service (CoS) shapingoverheadbytes tobeadded to thepackets
is 20. The interfaces on DPCs in MX Series routers, the default value is zero.
For interfaces on PICs other than the 10-port 10-Gigabit Oversubscribed
Ethernet (OSE) Type 4, you should configure egress-shaping-overhead to a

minimum of 20 bytes to add a shaping overhead of 20 bytes to the packets.

NOTE: Whenyouchange theegress-shaping-overheadvalue,onMSeriesand

T Series routers the PIC on which it is changed is restarted. OnMX Series
routers the DPC/MPC onwhich it is changed is restarted.

Options number—When trafficmanagement (queuingandscheduling) is configuredon theegress

side, the number of CoS shaping overhead bytes to add to the packets on the egress

interface.

Range:

• –63 through 192.

• –62 through 192 for vSRX.
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NOTE: The L2 headers (DA/SA + VLAN tags) are automatically a part of the
shaping calculation.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• egress-policer-overhead on page 1007

• Configuring CoS for L2TP Tunnels on ATM Interfaces on page 770

• ingress-shaping-overhead on page 1071

• mode(Layer2TunnelingProtocolShaping)onpage 1107, ingress-shaping-overhead
on page 1071

• traffic-manager on page 1191
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enhanced (forwarding-class-accounting)

Supported Platforms MXSeries

Syntax enhanced {
overhead-bytesoverhead-value (0-255 bytes);
traffic-type (ucast | mcast);
family (ipv4 | ipv6 | both );
direction (ingress | egress | both);

}

Hierarchy Level [edit interfaces interface-name forwarding-class-accounting]
[edit interfaces interface-name unit logical-unit-number forwarding-class-accounting]

Release Information Statement introduced in Junos OS Release 14.1 in MX Series.

Description Specify the traffic and type for which you want to apply counters. A single aggregate

counter per forwarding class can be used for inet and inet6 flows. Forwarding class

accounting applies to transit traffic only, not host-generated or host-bound traffic. For

ingress, only packets forwarded to the fabric are counted. For egress, only packets

forwarded to theWAN are counted. Non-relevant network protocols such as ARP, BFD,

and EOAM, as well as dropped packets, are not counted.

Options overhead-bytes overhead-value—The number of overhead-bytes to be accounted.

Range: 0 through 255 bytes

Default: If zero, or no value is specified, thenumberof overhead-byteswill bedetermined
by the encapsulation configured on the interface. For Ethernet, the default values

are as follows:

18Untagged DIX, includes CRC

22Single-tagged DIX, includes CRC

26Double-tagged DIX, includes CRC

4VLAN-bridge (CRC)

4VLAN-CCC (CRC)

18Untagged VLAN-TCC, includes CRC

22Single-tagged VLAN-TCC, includes CRC

26Double-tagged VLAN-TCC, includes CRC

4VLAN-VPLS (CRC)
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Packet over SONET (POS) interfaces on anMPC are dependent on the frame check

sequence (FCS)settingson the interface,whichmaybe twoor fourbytes. Thedefault

values for POS interfaces are as follows:

4+ (2 or 4)PPP (Layer 2 overhead plus FCS)

4+ (2 or 4)Cisco-HDLC (Layer 2 overhead plus FCS)

4+ (2 or 4)Frame-relay (Layer 2 overhead plus FCS)

2 or 4Cisco-HDLC-CCC (FCS)

2 or 4Cisco-HDLC-TCC (FCS)

2 or 4PPP-CCC (FCS)

2 or 4PPP-TCC (FCS)

2 or 4Frame-relay-CCC (FCS)

2 or 4Frame-relay-TCC (FCS)

traffic-type (ucast | mcast)—Traffic to be counted can be unicast only or multicast only.

Default: not enabled, i.e., both unicast andmulticast are counted

family (ipv4 | ipv6 | both)—Traffic to be counted can be IPv4, IPv6, or both.

Default: both

direction (ingress | egress | both)—Traffic can be inbound to the interface, outbound, or

both.

Default: both

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• show class-of-service interface on page 1247

• clear interfaces statistics
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epd-threshold

Supported Platforms MSeries, T Series

Syntax epd-threshold cells plp1 cells;

Hierarchy Level [edit interfaces at-fpc/pic/port atm-options scheduler-mapsmap-name forwarding-class
class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, define the EPD threshold on a VC. The EPD threshold is a

limit on the number of transmit packets that can be queued. Packets that exceed the

limit are discarded.

Default If you do not include either the epd-threshold or the linear-red-profile statement in the

forwardingclassconfiguration, the JunosOSusesanEPDthresholdbasedon theavailable

bandwidth and other parameters.

Options cells—Maximum number of cells.

Range: For 1-port and 2-port OC12 interfaces, 1 through 425,984 cells. For 1-port OC48
interfaces, 1 through 425,984 cells.For 2-port OC3, DS3, and E3 interfaces, 1 through

212,992 cells. For 4-port DS3 and E3 interfaces, 1 through 106,496 cells.

plp1 cells—Early packet drop threshold value for PLP 1.

Range: For 1-port and 2-port OC12 interfaces, 1 through 425,984 cells. For 1-port OC48
interfaces, 1 through 425,984 cells.For 2-port OC3, DS3, and E3 interfaces, 1 through

212,992 cells. For 4-port DS3 and E3 interfaces, 1 through 106,496 cells.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying Scheduler Maps to ATM Interfaces on page 774

• linear-red-profile on page 1088
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excess-bandwidth-share

Syntax excess-bandwidth-share (proportional value | equal);

Hierarchy Level [edit class-of-service interfaces interface-set interface-set-name]

Release Information Statement introduced in Junos OS Release 8.5.

Description Specify themethodof sharingexcessbandwidth inahierarchical scheduler environment.

Withhierarchical schedulers, youcanprovideshapingandschedulingat theserviceVLAN

level as well as other levels, such as the physical interface. You can also group a set of

logical interfaces and then apply scheduling and shaping parameters to the logical

interface set.

To configure CoS hierarchical schedulers, youmust enable hierarchical scheduling by

including the hierarchical-scheduler statement at the [edit interfaces] hierarchy for the

physical interface. If you do not include this statement, the interfaces on the MX Series

router cannot use hierarchical interfaces.

TheEnhancedQueuingDPCsupports the followinghierarchical scheduler characteristics:

• Shaping at the physical interface level

• Shaping and scheduling at the service VLAN interface set level

• Shaping and scheduling at the customer VLAN logical interface level

• Scheduling at the queue level

Options equal—Share excess bandwidth equally among the configured interfaces.

proportional value—(Default) Share excess bandwidth proportionally according to the

specified value. In thismode, theexcessbandwidth is sharedat the ratio of the logical

interface shaping rates.

Default: 32.64 Mbps

This example sets the excess bandwidth sharing for an EnhancedQueuingDPC interface
proportionally ata rateof 100Mbpsandashaping rateof80Mbpsapplied to the interface
through the output-traffic-control profile for scheduling and shaping:

[edit class-of-service interfaces interface-set example-interface-set]
user@host# set excess-bandwidth-share proportional 100m
user@host# set output-traffic-control-profile PIR-80Mbps

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

Configuring Hierarchical Schedulers for CoS on page 320•

• Configuring Interface Sets on page 242
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• Enhanced Queuing DPC CoS Properties on page 831

• Configuring MDRR on Enhanced Queuing DPCs on page 837

excess-priority

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax excess-priority [ low | medium-low | medium-high | high | none];

Hierarchy Level [edit class-of-service schedulers scheduler-name]

Release Information Statement introduced in Junos OS Release 9.3.

Option none introduced in Junos OS Release 11.4.

Description Determine the priority of excess bandwidth traffic on a scheduler.

NOTE: For Link Services IQ (LSQ) PICs or Multiservices PIC (MS-PICs), the
excess-priority statement is allowed for consistency, but ignored. If anexplicit

priority is not configured for these interfaces, a default low priority is used.
This default priority is also used in the excess region.

Options low—Excess traffic for this scheduler has low priority.

medium-low—Excess traffic for this scheduler has medium-low priority.

medium-high—Excess traffic for this scheduler has medium-high priority.

high—Excess traffic for this scheduler has high priority.

none—System does not demote the priority of guaranteed traffic when the bandwidth

exceeds the shaping rate or the guaranteed rate.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Excess Bandwidth Sharing on IQE PICs on page 678

• Bandwidth Sharing on Nonqueuing Packet Forwarding Engines Overview on page 275

• Managing Excess Bandwidth Distribution on Static Interfaces on MICs and MPCs on

page 900
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excess-rate

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax excess-rate (percent percentage | proportion value);

Hierarchy Level [edit class-of-service schedulers scheduler-name],
[edit class-of-service traffic-control-profiles traffic-control-profile-name]

Release Information Statement introduced in Junos OS Release 9.3.

Application to the Multiservices PIC added in Junos OS Release 9.5.

Application to the MIC and MPC interfaces added in Junos OS Release 10.1.

Statement introduced in Junos OS Release 12.1X48R2 for PTX Series Packet Transport

Routers.

Description For an Enhanced IQ PIC interfaces, Multiservices PIC interfaces, or MX Series router

interfaces on MPCs or MICs, and T4000 router interfaces on Type 5 FPCs and EX Series

switches, determine the percentage or proportion of excess bandwidth traffic to share.

NOTE: The proportion option provides a greater range of values over the

percent option and hence influences the priorities assigned to the queues.

Options percentage—Percentage of the excess bandwidth to share.

Range: 0 through 100 percent

Default: Excess bandwidth is shared in proportion to the configured transmit rate of
each queue.

value—(M Series, MX Series, T Series routers and EX Series switches only) Proportion of

the excess bandwidth to share.

Range: 0 through 1000

NOTE: The proportion of excess bandwidth onMPC2-3DMPCs can be
configuredwith increments of 1 from0 through 1000. All other MPCs should
be configured with increments of 10 from 0 through 1000.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

Configuring Scheduler Transmission Rate on page 260•

• Configuring Excess Bandwidth Sharing on IQE PICs on page 678

1015Copyright © 2017, Juniper Networks, Inc.

Chapter 29: Configuration Statements

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ex-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


• Allocating Excess Bandwidth Among Frame Relay DLCIs on Multiservices PICs on

page 643

• Managing Excess Bandwidth Distribution on Static Interfaces on MICs and MPCs on

page 900

excess-rate-high

Supported Platforms MXSeries

Syntax excess-rate-high (percent percentage | proportion value);

Hierarchy Level [edit class-of-service traffic-control-profiles traffic-control-profile-name]

Release Information Statement introduced in Junos OS Release 11.4.

Description For a MIC or MPC interface, determine the percentage of excess bandwidth from

high-priority traffic to share.

Options percentage—Percentage of the excess bandwidth to share.

Range: 0 through 100 percent

proportion—Proportion of the excess bandwidth to share.

Range: 0 through 1000

NOTE: The proportion of excess bandwidth onMPC2-3DMPCs can be
configuredwith increments of 1 from0 through 1000. All other MPCs should
be configured with increments of 10 from 0 through 1000.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Managing Excess Bandwidth Distribution on Static Interfaces on MICs and MPCs on

page 900
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excess-rate-low

Supported Platforms MXSeries

Syntax excess-rate-low (percent percentage | proportion value);

Hierarchy Level [edit class-of-service traffic-control-profiles traffic-control-profile-name]

Release Information Statement introduced in Junos OS Release 11.4.

Description For a MIC or MPC interface, determine the percentage of excess bandwidth from

low-priority traffic to share.

Options percentage—Percentage of the excess bandwidth to share.

Range: 0 through 100 percent

value—Proportion of the excess bandwidth to share.

Range: 0 through 1000

NOTE: The proportion of excess bandwidth onMPC2-3DMPCs can be
configuredwith increments of 1 from0 through 1000. All other MPCs should
be configured with increments of 10 from 0 through 1000.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Managing Excess Bandwidth Distribution on Static Interfaces on MICs and MPCs on

page 900
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exp

Supported Platforms ACX Series, EX Series,MSeries,MXSeries

Syntax exp (rewrite-name | default) protocol protocol-types;

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced before Junos OS Release 12.2. for ACX series

Description Apply an MPLS experimental (EXP) rewrite rule.

Options rewrite-name—Name of a rewrite-rulesmapping configured at the [edit class-of-service

rewrite-rules exp] hierarchy level.

default—The default mapping.

By default, IP precedence rewrite rules alter the first three bits on the type-of-service

(ToS) bytewhile leaving the last three bits unchanged. This default behavior applies

to rewrite rules you configure for MPLS packets with IPv4 payloads. You configure

these typesof rewrite rulesby including thempls-inet-bothormpls-inet-both-non-vpn

option at the [edit class-of-service interfaces interface interface-name unit

logical-unit-number rewrite-rules exp rewrite-rule-name protocol] hierarchy level. The

IP precedence rewrite rules explanation does not apply to ACX Series Universal

Access routers.

On interfaces configured on Modular Port Concentrators (MPCs) and Modular

Interface Cards (MICs) on MX Series 3D Universal Edge Routers and EX Series

switches, we highly recommend that you configure the default option when you

configureabehavior aggregate (BA)classifier thatdoesnot includeaspecific rewrite

rule for MPLS packets. Doing so ensures that MPLS exp value is rewritten according

to the BA classifier rules configured for forwarding or packet loss priority. This does

not apply to ACX Series Universal Access routers.

protocol-types—Specify one or more protocol matching criteria:

• mpls-any—Apply to MPLS packets, write MPLS header only.

• mpls-inet-both—Apply to IPv4 MPLS packets, write MPLS and IPv4 header.

• mpls-inet-both-non-vpn—Apply to IPv4MPLSpackets,writeMPLSand IPv4header

for only non VPN traffic.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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Related
Documentation

• Configuring Rewrite Rules on page 365

• Rewriting the EXP Bits of All Three Labels of an Outgoing Packet on M Series Routers

on page 501

• Applying Rewrite Rules to Output Logical Interfaces on page 374

• protocol (Rewrite Rules) on page 1133

• rewrite-rules (Definition) on page 1144

exp-push-push-push

Supported Platforms MSeries

Syntax exp-push-push-push default;

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]

Release Information Statement introduced before Junos OS Release 7.4.

Description ForMSeries routers, rewrite theEXPbits of all three labels of anoutgoingpacket, thereby

maintaining CoS of an incoming non-MPLS packet.

Options default—Apply the default MPLS EXP rewrite table.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Rewriting the EXP Bits of All Three Labels of an Outgoing Packet on M Series Routers

on page 501

• dscp (Rewrite Rules) on page 1003

• dscp-ipv6 (CoS Rewrite Rules) on page 1006

• exp on page 1018

• exp-swap-push-push on page 1020

• ieee-802.1 (Rewrite Rules on Logical Interface) on page 1060

• ieee-802.1ad on page 1062

• inet-precedence (CoS Rewrite Rules) on page 1066

• rewrite-rules (Definition) on page 1144
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exp-swap-push-push

Supported Platforms MSeries

Syntax exp-swap-push-push default;

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]

Release Information Statement introduced before Junos OS Release 7.4.

Description ForMSeries routers, rewrite theEXPbits of all three labels of anoutgoingpacket, thereby

maintaining CoS of an incoming MPLS packet.

Options default—Apply the default MPLS EXP rewrite table.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Rewriting the EXP Bits of All Three Labels of an Outgoing Packet on M Series Routers

on page 501

• dscp (Rewrite Rules) on page 1003

• dscp-ipv6 (CoS Rewrite Rules) on page 1006

• exp on page 1018

• exp-push-push-push on page 1019

• ieee-802.1 (Rewrite Rules on Logical Interface) on page 1060

• ieee-802.1ad on page 1062

• inet-precedence (CoS Rewrite Rules) on page 1066

• rewrite-rules (Definition) on page 1144

Copyright © 2017, Juniper Networks, Inc.1020

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html


fabric (Class-of-Service)

Supported Platforms EX Series,M320,MXSeries, T Series

Syntax fabric {
scheduler-map {
priority (high | low) scheduler scheduler-name;

}
}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced before Junos OS 11.4 for EX Series switches.

Description DefineCoSparameters of the switch fabric. ForM320 routers,MXSeries routers, T Series

routers and EX Series switches only, associate a scheduler with a fabric priority.

OnEXSeries switches, this statement is supportedonly onEX8200standalone switches

and EX8200 Virtual Chassis.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Associating Schedulers with Fabric Priorities on page 309
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family (CoS on ATM Interfaces)

Supported Platforms MSeries,MXSeries, T Series

Syntax family family {
address address {
destination address;

}
}

Hierarchy Level [edit interfaces interface-name unit logical-unit-number ],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
]

Release Information Statement introduced before Junos OS Release 7.4.

Description For CoS on ATM interfaces, configure the protocol family.

Options family—Protocol family:

• ccc—Circuit cross-connect parameters

• inet—IPv4 parameters

• inet6—IPv6 protocol parameters

• iso—OSI ISO protocol parameters

• mlppp—Multilink PPP protocol parameters

• mpls—MPLS protocol parameters

• tcc—Translational cross-connect parameters

• vpls—Virtual private LAN service parameters.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• CoS on ATM Interfaces Overview on page 763
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family (Multifield Classifier)

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax family family-name {
filter filter-name {
term term-name {
... term_configuration ...

}
}

}

Hierarchy Level [edit firewall]

Release Information Statement introduced before Junos OS Release 7.4.

Description Configure a firewall filter for IP version 4 (IPv4) or IP version 6 (IPv6) traffic.

Options family-name—Protocol family:

• ccc—Circuit cross-connect parameters

• inet—IPv4 parameters

• inet6—IPv6 protocol parameters

• iso—OSI ISO protocol parameters

• mlppp—Multilink PPP protocol parameters

• mpls—MPLS protocol parameters

• tcc—Translational cross-connect parameters

• vpls—Virtual private LAN service parameters.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Multifield Classifiers on page 92
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fill-level (Drop Profiles)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax fill-level percentage;

Hierarchy Level [edit class-of-service drop-profiles profile-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced before Junos OS 11.4 for EX Series switches.

Description When configuring RED, map the fullness of a queue to a drop probability.

Options percentage—How full the queue is, expressed as a percentage. You configure the fill-level

anddrop-probability statements inpairs. Tospecifymultiple fill levels, includemultiple

fill-level and drop-probability statements. The values you assign to each statement

pair must increase relative to the previous pair’s values. This is shown in the discrete

graph in “Managing Congestion Using RED Drop Profiles and Packet Loss Priorities”

on page 329.

Range: 0 through 100 percent

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Managing Congestion Using RED Drop Profiles and Packet Loss Priorities on page 329

• Defining Packet Drop Behavior by Configuring RED Drop Profiles on page 332
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fill-level (Interpolated Value)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax fill-level [values];

Hierarchy Level [edit class-of-service drop-profiles profile-name interpolate]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced before Junos OS 11.4 for EX Series switches.

Description Define up to 64 values for interpolating queue fill level.

OnEXSeries switches, this statement is supportedonly onEX8200standalone switches

and EX8200 Virtual Chassis.

Options values—Data points for mapping queue fill percentage.

Range: 0 through 100

Default: In thedefault tail dropprofile,when the fill level is0percent, thedropprobability
is 0 percent. When the fill level is 100 percent, the drop probability is 100 percent.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Managing Congestion Using RED Drop Profiles and Packet Loss Priorities on page 329

• Defining Packet Drop Behavior by Configuring RED Drop Profiles on page 332.
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filter (Applying to an Interface)

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax filter {
input filter-name;
output filter-name;

}

Hierarchy Level [edit interfaces interface-name unit logical-unit-number family family],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
family family]

Release Information Statement introduced before Junos OS Release 7.4.

Description Apply a filter to an interface. You can also use filters for encrypted traffic. When you

configure filters, you can configure the family inet, inet6,mpls, or vpls only.

Options input filter-name—Name of one filter to evaluate when packets are received on the

interface.

output filter-name—Name of one filter to evaluate when packets are transmitted on the

interface.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• simple-filter on page 1175

• Configuring and Applying Tricolor Marking Policers on page 165

• Example: Classifying Packets Based on Their Destination Address on page 102

• Example: Configuring and Verifying a Complex Multifield Filter on page 104

• Example: Writing Different DSCP and EXP Values in MPLS-Tagged IP Packets on

page 217

• Configuring a Simple Filter on page 761

• Configuring Policers Based on Logical Interface Bandwidth on page 116

• Effect of Two-Color Policers on Shaping Rate Changes on page 114
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filter (Applying to a Logical Interface)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax filter {
group filter-group-number;
input filter-name;
input-list [ filter-names ];
output filter-name;
output-list [ filter-names ];

}

Hierarchy Level Protocol-independent firewall filter on MX Series router logical interface:

[edit interfaces interface-name unit logical-unit-number],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number]

All other standard firewall filters on all other devices:

[edit interfaces interface-name unit logical-unit-number family family],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
family family]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Apply a stateless firewall filter to a logical interface at a specific protocol level.

Options group filter-group-number—(Only Ex, M, MX, and T Series) Number of the group to which

the interface belongs. Range: 1 through 255

input filter-name—Name of one filter to evaluate when packets are received on the

interface.

input-list [ filter-names ]—Names of filters to evaluate when packets are received on the

interface. Up to 16 filters can be included in a filter input list.

output filter-name—Name of one filter to evaluate when packets are transmitted on the

interface.

output-list [ filter-names ]—Names of filters to evaluate when packets are transmitted

on the interface. Up to 16 filters can be included in a filter output list.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Guidelines for Configuring Firewall Filters

• Guidelines for Applying Standard Firewall Filters
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filter (Configuring)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax filter filter-name {
accounting-profile name;
enhanced-mode;
fast-lookup-filter;
filter-list-template;
interface-shared;
interface-specific;
physical-interface-filter;
promote gre-key;
term term-name {
... term configuration ...

}
}

Hierarchy Level [edit dynamic-profiles profile-name firewall family family-name],
[edit firewall family family-name],
[edit logical-systems logical-system-name firewall family family-name]

Release Information Statement introduced before Junos OS Release 7.4.

Logical systems support introduced in Junos OS Release 9.3.

physical-interface-filter statement introduced in Junos OS Release 9.6.

Support for the interface-shared statement introduced in Junos OS Release 12.2.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Configure firewall filters.

Options filter-name—Name that identifies the filter. This must be a non-reserved string of not

more than 64 characters. To include spaces in the name, enclose it in quotation

marks (“ ”). Firewall filter namesare restricted fromhaving the form __.*__ (beginning

and ending with underscores) or __.* (beginning with an underscore.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• Guidelines for Configuring Firewall Filters

• Guidelines for Applying Standard Firewall Filters

• Configuring Multifield Classifiers on page 92

• Using Multifield Classifiers to Set Packet Loss Priority on page 95

• simple-filter on page 1176
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firewall

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax firewall {
atm-policer atm-policer-name {
... atm-policer-configuration ...

}
family protocol-family-name {
... protocol-family-configuration ...

}
filter ipv4-filter-name {
... ipv4-filter-configuration ...

}
hierarchical-policer hierarchical-policer-name {
... hierarchical-policer-configuration ...

}
interface-set interface-set-name {
... interface-set-configuration ...

}
policer two-color-policer-name {
... two-color-policer-configuration ...

}
three-color-policer three-color-policer-name {
... three-color-policer-configuration ...

}
}

Hierarchy Level [edit],
[edit logical-systems logical-system-name]
[edit dynamic-profiles profile-name],

Release Information Statement introduced before Junos OS Release 7.4.

Logical systems support introduced in Junos OS Release 9.3.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Configure firewall filters.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• Guidelines for Configuring Firewall Filters

• Guidelines for Configuring Service Filters

• Guidelines for Configuring Simple Filters

• Configuring Multifield Classifiers on page 92

• Using Multifield Classifiers to Set Packet Loss Priority on page 95

1029Copyright © 2017, Juniper Networks, Inc.

Chapter 29: Configuration Statements

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ex-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html
https://apps.juniper.net/cli-explorer/


flexible-vlan-tagging

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, NFX Series, PTX Series,QFX Series, SRX Series,

T Series

Syntax flexible-vlan-tagging;

Hierarchy Level [edit interfaces aex],
[edit interfaces ge-fpc/pic/port],
[edit interfaces et-fpc/pic/port],
[edit interfaces ps0],
[edit interfaces xe-fpc/pic/port]

Release Information Statement introduced in Junos OS Release 8.1.

Support for aggregated Ethernet added in Junos OS Release 9.0.

Statement introduced in Junos OS Release 12.1x48 for PTX Series Packet Transport

Routers.

Statement introduced in Junos OS Release 13.2X50-D15 for EX Series switches.

Statement introduced in Junos OS Release 13.2X51-D20 for the QFX Series.

Description Support simultaneous transmission of 802.1Q VLAN single-tag and dual-tag frames on

logical interfaces on the same Ethernet port, and on pseudowire logical interfaces.

This statement is supported on M Series and T Series routers, for Fast Ethernet and

Gigabit Ethernet interfaces only on Gigabit Ethernet IQ2 and IQ2-E, IQ, and IQE PICs, and

for aggregated Ethernet interfaces with member links in IQ2, IQ2-E, and IQ PICs or in MX

Series DPCs, or on Ethernet interfaces for PTX Series Packet Transport Routers or

100-Gigabit Ethernet Type 5 PIC with CFP.

This statement is supportedonGigabitEthernet, 10-GigabitEthernet, 40-GigabitEthernet,

and aggregated Ethernet interfaces on EX Series and QFX Series switches.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Mixed Tagging

• Configuring Flexible VLAN Tagging on PTX Series Packet Transport Routers

• Configuring Double-Tagged VLANs on Layer 3 Logical Interfaces
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forwarding-class (Services PIC Classifiers)

Supported Platforms MSeries,MXSeries, T Series

Syntax forwarding-class class-name;

Hierarchy Level [edit services cos application-profile profile-name (ftp | sip) (data | video | voice)],
[edit services cos rule rule-name term term-name then],
[edit services cos rule rule-name term term-name then (reflexive | reverse)]

Release Information Statement introduced in Junos OS Release 8.1.

Description Define the forwarding class to which packets are assigned.

Options class-name—Name of the target application.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Actions in a CoS Rule on page 627
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forwarding-class (ATM2 IQ Scheduler Maps)

Supported Platforms MSeries,MX240, T Series

Syntax forwarding-class class-name {
epd-threshold cells plp1 cells;
linear-red-profile profile-name;
priority (high | low);
transmit-weight (cells number | percent number);

}

Hierarchy Level [edit interfaces at-fpc/pic/port atm-options scheduler-mapsmap-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, define forwarding class name and option values.

Options class-name—Name of forwarding class.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ATM2 IQ VC Tunnel CoS Components Overview

• Applying Scheduler Maps to ATM Interfaces on page 774
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forwarding-class (BA Classifiers)

Supported Platforms EX Series, PTX Series

Syntax forwarding-class class-name {
loss-priority level code-points [ aliases ] [ bit-patterns ];

}

Hierarchy Level [edit class-of-service classifiers type classifier-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in JunosOSRelease 14.2 for PTX Series Packet Transport Routers.

Description Define forwarding class name and option values.

Options class-name—Name of the forwarding class.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Behavior Aggregate Classifiers on page 48
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forwarding-class (CoS Host Outbound Traffic)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, SRX Series, T Series

Syntax forwarding-class class-name;

Hierarchy Level [edit class-of-service host-outbound-traffic]

Release Information Statement introduced in Junos OS Release 8.4.

Statement introduced before Junos OS Release 11.4 for EX Series switches.

Support for distributed protocol handler traffic introduced in Junos OS Release 13.2.

Description Specify the name of the forwarding class to which host outbound traffic is assigned on

all egress interfaces. The output queue associated with the forwarding class must be

properly configured on all interfaces. In the case of a restricted interface, the traffic flows

through a restricted queue.

For egress interfaces hosted on MX Series routers, M120 routers, or Enhanced III FPCs in

M320 routers, bothRoutingEnginesourced trafficanddistributedprotocolhandler traffic

areaffected. For all other egress interfaces, onlyRoutingEngine sourced traffic is affected.

This statement does not affect transit traffic or incoming traffic.

Default If you do not configure an output queue for host outbound traffic, the router uses the

default queue assignments for host outbound traffic.

Options class-name—Name of the forwarding class.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• UnderstandingHowForwardingClassesAssignClasses toOutputQueuesonpage 185

• Default Routing Engine Protocol Queue Assignments on page 214

• Changing the Default Queuing and Marking of Host Outbound Traffic on page 220.
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forwarding-class (Forwarding Policy)

Supported Platforms EX Series,MSeries,MXSeries,QFX10002, QFX10016, T Series

Syntax forwarding-class class-name {
discard;
lsp-next-hop [ lsp-regular-expression ];
next-hop [ next-hop-name];
non-lsp-next-hop;

}

Hierarchy Level [edit class-of-service forwarding-policy next-hop-mapmap-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced for QFX10000 Series switches in Junos OS Release 17.1R1.

Description Define forwarding class name and associated next hops.

Options class-name—Name of the forwarding class.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Overriding the Input Classification on page 228

• forwarding-class-default (Forwarding Policy) on page 1040
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forwarding-class (Fragmentation)

Syntax forwarding-class class-name {
drop-timeoutmilliseconds;
fragment-threshold bytes;
multilink-class number;
no-fragmentation;

}

Hierarchy Level [edit class-of-service fragmentation-mapsmap-name];

Release Information Statement introduced before Junos OS Release 7.4.

Description For Multiservices and Services PICs link services IQ interfaces (lsq) only, define a

forwarding class name and associated fragmentation properties within a fragmentation

map.

The fragment-threshold and no-fragmentation statements are mutually exclusive.

Default If you do not include this statement, the traffic in forwarding class class-name is

fragmented.

Options class-name—Name of the forwarding class.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Fragmentation by Forwarding Class on page 636
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forwarding-class (Interfaces)

Supported Platforms ACX Series, EX Series, PTX Series, T1600, T4000, T640, TXMatrix, TXMatrix Plus

Syntax forwarding-class class-name;

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 12.2 for ACX Series routers.

Description Associate a forwarding class configuration or default mapping with a specific interface.

Options class-name—Name of the forwarding class.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying Forwarding Classes to Interfaces on page 210

forwarding-class (Multifield Classifiers)

Supported Platforms EX Series

Syntax forwarding-class class-name;

Hierarchy Level [edit firewall family family-name filter filter-name term term-name then]

Release Information Statement introduced before Junos OS Release 7.4.

Description Set the forwarding class of incoming packets.

Options class-name—Name of the forwarding class.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Multifield Classifiers on page 92
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forwarding-class (Restricted Queues)

Supported Platforms EX Series

Syntax forwarding-class class-name queue queue-number;

Hierarchy Level [edit class-of-service restricted-queues]

Release Information Statement introduced before Junos OS Release 7.4.

Description For M320 and T Series routers only, map forwarding classes to restricted queues. You

canmap up to eight forwarding classes to restricted queues.

Options class-name—Name of the forwarding class.

The remaining statement is explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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forwarding-class-accounting

Supported Platforms MXSeries

List of Syntax (Forwarding Class Accounting) on page 1039

(Enhanced CoS Accounting) on page 1039

(Forwarding Class
Accounting)

forwarding-class-accounting [
direction

]

(Enhanced CoS
Accounting)

forwarding-class-accounting {
enhanced
}

Hierarchy Level [edit interfaces interface-name],
[edit interfaces interface-name unit logical-unit-number],

Release Information Forwarding class accounting statement (non-enhancedmode) introduced in Junos OS

Release 13.3R3.

Enhanced CoS Accounting statement introduced in Junos OS Release 14.1.

Description Forwarding class accounting (non-enhancedmode) is enabled for IPv4, IPv6, MPLS,

Layer 2 and other packets simply by enabling the feature. This feature is supported on

MX Series routers with MPCs, as well as MX80 routers.

Both bytes and packet total are counted. For Layer 2 traffic, only bytes are counted. Flow

rates are measured. Counters can be enabled in ingress, egress or in both directions.

Statistics are accounted before queueing drop stage, so will include packets that might

get dropped in queueing.

CoS-based interface counters (enhancedmode) are supported for IPv4 and IPv6

aggregate routes onLayer 2. This feature is supportedonallMXSeries routerswithMPCs,

as well as MX80 routers.

Both bytes and packet total are counted. Flow rates are notmeasured. The counters can

be configured to exclude overhead bytes (such as protocol encapsulations) so

end-customer packets can be differentiated from other traffic.

Disable or delete forwarding-class-accounting by removing the statement from the

interface configuration–for example, by typing delete interfaces interface-name

forwarding-class-accounting.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

CoS-Based Interface Counters for IPv4 or IPv6 Aggregate on Layer 2 on page 530•

• show class-of-service interface on page 1247
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• clear interfaces statistics

• show interfaces forwarding-class-counters on page 1299

forwarding-class-default (Forwarding Policy)

Supported Platforms MSeries,MXSeries,QFX10002, QFX10016, T Series

Syntax forwarding-class-default class-name {
discard;
lsp-next-hop [ lsp-regular-expression ];
next-hop [ next-hop-name];
non-lsp-next-hop;

}

Hierarchy Level [edit class-of-service forwarding-policy next-hop-mapmap-name]

Release Information Statement introduced in Junos OS Release 14.1.

Statement introduced for QFX10000 Series switches in Junos OS Release 17.1R1.

Description Define the next hop for traffic that does not meet any forwarding class in the next-hop

map.

Options class-name—Name of the forwarding class.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• forwarding-class (Forwarding Policy) on page 1035

• LoadBalancingVPLSNon-UnicastTrafficAcrossMember Linksof anAggregate Interface
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forwarding-classes-interface-specific

Syntax forwarding-classes-interface-specific forwarding-class-map-name {
class class-name queue-num queue-number [ restricted-queue queue-number ];

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced in Junos OS Release 9.6.

Description For the IQ, IQE, LSQ and ATM2 PICs in the T Series routers only, configure a forwarding

class map for unicast andmulticast traffic and a user-configured queue number for an

egress interface.

Options class-name—Name of the forwarding class.

forwarding-class-map-name—Name of the forwarding class map for traffic.

queue-number—Number of the egress queue.

Range: 0 through 3 or 7, depending on chassis and configuration

Usage Guidelines See “ConfiguringaCustomForwardingClass forEachQueue”onpage 191and “Classifying

Packets by Egress Interface” on page 199.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring a Custom Forwarding Class for Each Queue on page 191

• Classifying Packets by Egress Interface on page 199

• output-forwarding-class-map on page 1112
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forwarding-classes (Class-of-Service)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax forwarding-classes {
class queue-num queue-number priority (high | low);
queuequeue-numberclass-namepriority(high | low)[policing-priority(premium|normal)];

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

policing-priority option introduced in Junos OS Release 9.5.

Statement introduced on PTX Series Packet Transport Routers in Junos OS Release 12.1.

Description Associate the forwarding class with a queue name and number. For M320, MX Series, T

Series routers and EX Series switches only, you can configure fabric priority queuing by

including thepriority statement. ForEnhanced IQPICs, youcan include thepolicing-priority

option.

NOTE: The priority add policing-priority options are not supported on PTX

Series Packet Transport Routers.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring a Custom Forwarding Class for Each Queue on page 191

• Forwarding Classes and Fabric Priority Queues on page 213

• Configuring Layer 2 Policers on IQE PICs on page 676

• Classifying Packets by Egress Interface on page 199
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forwarding-policy

Supported Platforms EX Series,MSeries,MXSeries,QFX10002, QFX10016, T Series

Syntax forwarding-policy {
next-hop-mapmap-name {
forwarding-class class-name {
discard;
lsp-next-hop [ lsp-regular-expression ];
next-hop [ next-hop-name ];
non-lsp-next-hop;

}
forwarding-class-default {
discard;
lsp-next-hop [ lsp-regular-expression ];
next-hop [next-hop-name];
non-lsp-next-hop;

}
}
class class-name {
classification-override {
forwarding-class class-name;

}
}

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced forQFX10000Series switches in JunosOSRelease 17.1R1 to support

CoS-based forwarding (CBF). [set class-of-service forwarding-policy class] is not

supported on QFX10000 Series switches.

Description Define CoS-based forwarding policy options.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS-Based Forwarding on page 203

1043Copyright © 2017, Juniper Networks, Inc.

Chapter 29: Configuration Statements

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ex-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/hardware/qfx-series/qfx10002.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/hardware/qfx-series/qfx10016.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html
https://apps.juniper.net/cli-explorer/


fragment-threshold (Forwarding Class Maps)

Supported Platforms MSeries,MXSeries, T Series

Syntax fragment-threshold bytes;

Hierarchy Level [edit class-of-service fragmentation-maps forwarding-class class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For link services IQ (lsq) interfaces only, set the fragmentation threshold for an individual

forwarding class.

Default If you do not include this statement, the fragmentation threshold you set at the [edit

interfaces interface-name unit logical-unit-number] or [edit interfaces interface-name

mlfr-uni-nni-bundle-options] hierarchy level is the default for all forwarding classes. If

you do not set a maximum fragment size anywhere in the configuration, packets are

fragmented if they exceed the smallest maximum transmission unit (MTU) of all the

links in the bundle.

Options bytes—Maximum size, in bytes, for multilink packet fragments. Any nonzero value must

be amultiple of 64 bytes.

Range: 128 through 16,320 bytes

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Fragmentation by Forwarding Class on LSQ Interfaces
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fragmentation-map

Supported Platforms MSeries,MXSeries, T Series

Syntax fragmentation-mapmap-name;

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number]

Release Information Statement introduced before Junos OS Release 7.4.

Description For AS PIC link services IQ (lsq) and virtual LSQ redundancy (rlsq) interfaces, associate

a fragmentation map with amultilink PPP interface or MLFR FRF.16 DLCI.

Default If you do not include this statement, traffic in all forwarding classes is fragmented.

Options map-name—Name of the fragmentation map.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Fragmentation by Forwarding Class Overview on page 635

• Configuring Fragmentation by Forwarding Class on page 636

• Configuring Fragmentation by Forwarding Class on page 636

• Example: Configuring Fragmentation by Forwarding Class on page 639

• Configuring Drop Timeout Interval for Fragmentation by Forwarding Class on page 637

• fragmentation-maps on page 1046
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fragmentation-maps

Supported Platforms MSeries,MXSeries, T Series

Syntax fragmentation-maps {
map-name {
forwarding-class class-name {
drop-timeoutmilliseconds;
fragment-threshold bytes;
multilink-class number;
no-fragmentation;

}
}

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

Description ForMultiservicesandServicesPIC link services IQ(lsq)andvirtual LSQ redundancy (rlsq)

interfaces, define fragmentation properties for individual forwarding classes.

Default If you do not include this statement, traffic in all forwarding classes is fragmented.

Options map-name—Name of the fragmentation map.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Fragmentation by Forwarding Class Overview on page 635

• Configuring Fragmentation by Forwarding Class on page 636

• Example: Configuring Fragmentation by Forwarding Class on page 639

• Configuring Drop Timeout Interval for Fragmentation by Forwarding Class on page 637

• fragmentation-map on page 1045
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frame-mode (Dynamic Traffic Shaping)

Supported Platforms MSeries,MXSeries

Syntax frame-mode (bytes | $junos-cos-byte-adjust | frame-mode-bytes frame-mode-bytes
|$junos-cos-byte-adjust-frame);

Hierarchy Level [edit dynamic-profiles profile-name class-of-service traffic-control-profiles profile-name
overhead-accounting],

[edit class-of-service traffic-control-profiles profile-name overhead-accounting],

Release Information Statement introduced in Junos OS Release 10.2.

Variable $junos-cos-byte-adjust-frame introduced in Junos OS Release 13.1.

Description Configure the mode to shape downstream ATM traffic based as frames.

Default The default is frame-mode.

Options bytes—Byte adjustment value for the cell-mode or frame-mode shaping options.

$junos-cos-byte-adjust—Predefined variable for byte adjustment that is replaced with a

value obtained from the RADIUS server when a subscriber authenticates over the

interface to which the dynamic profile is attached.

frame-mode-bytes frame-mode-bytes—Overhead bytes when in frame-mode. Traffic

shaping is based on the number of bytes in the frame, without regard to cell

encapsulation or padding overhead.

$junos-cos-byte-adjust-frame—Predefinedvariable for framemodeshaping.This variable

can not be used when the overhead-accounting bytes bytes option is configured.

BEST PRACTICE: We recommend using the frame-mode-bytes

frame-mode-bytes option rather than the bytes option.

Range: –120 through 124 bytes

NOTE: If you specify a value for the bytes bytes option, you cannot specify a

value for either the frame-mode-bytes option.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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Related
Documentation

• CoS Adjustment Control Profiles Overview

• Configuring CoS Adjustment Control Profiles

• adjustment-control-profiles

• ConfiguringDynamicShapingParameters toAccount forOverhead inDownstreamTraffic

Rates

• BandwidthManagementforDownstreamTraffic inEdgeNetworksOverviewonpage898

• egress-shaping-overhead on page 1008

• bytes on page 969

• cell-mode on page 972

frame-relay-de (Defining Loss Priority Maps)

Supported Platforms EX Series,M10i, M120, M320, M7i,MXSeries

Syntax frame-relay-de name {
loss-priority level code-points [ alias | bits ];

}

Hierarchy Level [edit class-of-service loss-priority-maps]

Release Information Statement introduced in Junos OS Release 11.4.

Description Define a Frame Relay discard eligibility (DE) bit loss priority map.

Options name—Name of the loss priority map.

loss-priority level—Level of the loss priority to be applied based on the specified CoS

values. The loss priority level can be one of the following:

• high—Packet has high loss priority.

• low—Packet has low loss priority.

• medium-high—Packet has medium-high loss priority.

• medium-low—Packet has medium-low loss priority.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Defining a Custom Frame Relay Loss Priority Map on page 380
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frame-relay-de (Defining Loss Priority Rewrites)

Supported Platforms M120, M320, M40e, M7i,MXSeries, T Series

Syntax frame-relay-de name {
loss-priority level code-point [ alias | bits ];

}

Hierarchy Level [edit class-of-service loss-priority-rewrites]

Release Information Statement introduced in Junos OS Release 11.4.

Description Define a Frame Relay discard eligibility (DE) bit loss priority rewrite.

Options name—Name of the loss priority rewrite.

loss-priority level—Level of the loss priority to be applied based on the specified CoS

values. The loss priority level can be one of the following:

• high—Packet has high loss priority.

• low—Packet has low loss priority.

• medium-high—Packet has medium-high loss priority.

• medium-low—Packet has medium-low loss priority.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Defining Custom Frame Relay Rewrite Rule on IQE PICs on page 712
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from (Services CoS)

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax from {
applications [ application-name ];
application-sets [ set-name ];
destination-address address;
source-address address;

}

Hierarchy Level [edit services cos rule rule-name term term-name]

Release Information Statement introduced in Junos OS Release 8.1.

Description Specify input conditions for a CoS term.

Options The remaining statements are explained separately.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Rule Sets on Services PICs on page 632

Copyright © 2017, Juniper Networks, Inc.1050

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ex-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


ftp (Services CoS)

Syntax ftp {
data {
dscp (alias | bits);
forwarding-class class-name;

}
}

Hierarchy Level [edit services cos application-profile profile-name ftp]

Release Information Statement introduced in Junos OS Release 9.3.

Description Set the appropriate dscp and forwarding-class value for FTP.

Default By default, the system does not alter the DSCP or forwarding class for FTP traffic.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Application Profiles on page 627

• sip (Application Profile) on page 1177
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guaranteed-rate

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax guaranteed-rate (percent percentage | rate) <burst-size bytes>;

Hierarchy Level [edit class-of-service traffic-control-profiles profile-name]

Release Information Statement introduced in Junos OS Release 7.6.

Option burst-size introduced for Enhanced Queuing (EQ) DPC interfaces in Junos OS

Release 9.4.

Option burst-size introduced for MIC and MPC interfaces in Junos OS Release 11.4.

Option burst-size introduced for IQ2 and IQ2E interfaces in Junos OS Release 12.3

Description For Gigabit Ethernet IQ, Channelized IQ PICs, Multiservices and Services PICs FRF.16 LSQ

interfaces, and EQ DPCs only, configure a guaranteedminimum rate. You can also

configure an optional burst size for a logical interface on EQ DPCs and on IQ2 and IQ2E

PICs. This can help to ensure that higher priority services do not starve lower priority

services.

Default If you do not include this statement and you do not include the delay-buffer-rate

statement, the logical interface receives a minimal delay-buffer rate andminimal

bandwidth equal to 2 MTU-sized packets.

Options percentpercentage—For LSQ interfaces, guaranteed rate as a percentage of the available

interface bandwidth.

Range: 1 through 100 percent

rate—For IQ and IQ2 interfaces, guaranteed rate, in bits per second (bps). You can specify

a value in bits per second either as a complete decimal number or as a decimal

number followedby theabbreviationk (1000),m (1,000,000), org (1,000,000,000).

Range: 1000 through 6,400,000,000,000 bps

NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000 bps. Beginning with Junos OS Release 14.1, the upper
limit is 6,400,000,000,000 bps.

burst-size bytes—(Optional) Maximum burst size, in bytes.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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Related
Documentation

• Providing a Guaranteed Minimum Rate on page 263

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• output-traffic-control-profile on page 1115

hierarchical-scheduler

Supported Platforms MSeries,MXSeries, T Series

Syntax hierarchical-scheduler;

Hierarchy Level [edit class-of-service interfaces]

Release Information Statement introduced in Junos OS Release 8.5.

Description OnMXSeries,MSeries, andTSeries routerswith IQ2EPIC, enables theuseof hierarchical

schedulers.

NOTE: To enable hierarchical scheduling onMX80 andMX104 routers,
configure the hierarchical-scheduler statement at eachmember physical

interface level of a particular aggregated Ethernet interface aswell as at that
aggregated Ethernet interface level. On other routing platforms, it is enough
if you include this statement at the aggregated Ethernet interface level.

Default If you do not include this statement, the interfaces on the MX Series router cannot use

hierarchical interfaces.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Hierarchical Schedulers for CoS on page 320

• Understanding Hierarchical CoS for Subscriber Interfaces

• hierarchical-scheduler (Subscriber Interfaces onMX Series Routers) on page 1057
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high-plp-max-threshold

Supported Platforms MSeries,MXSeries, T Series

Syntax high-plp-max-threshold percent;

Hierarchy Level [edit interfaces at-fpc/pic/port atm-optionslinear-red-profiles profile-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, define the drop profile fill-level for the high PLP CoS VC.

When the fill level exceeds the defined percentage, all packets are dropped.

Options percent—Fill-level percentage when linear random early detection (RED) is applied to

cells with PLP.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Linear RED Profiles on ATM Interfaces on page 780

• low-plp-max-threshold on page 1100

• low-plp-threshold on page 1101

• queue-depth on page 1137
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high-plp-threshold

Supported Platforms T1600, T640

Syntax high-plp-threshold percent;

Hierarchy Level [edit interfaces at-fpc/pic/port atm-optionslinear-red-profiles profile-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, define CoS VC drop profile fill-level percentage when linear

RED is applied to cells with high PLP.When the fill level exceeds the defined percentage,

packets with high PLP are randomly dropped by RED. This statement is mandatory.

Options percent—Fill-level percentage when linear RED is applied to cells with PLP.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Linear RED Profiles on ATM Interfaces on page 780

• high-plp-max-threshold on page 1054

• low-plp-max-threshold on page 1100

• low-plp-threshold on page 1101

• queue-depth on page 1137
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host-outbound-traffic (Class-of-Service)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, SRX Series, T Series

Syntax host-outbound-traffic {
dscp-code-point value;
forwarding-class class-name;
ieee-802.1 {
default value;
rewrite-rules;

}
protocol {
isis-over-gre {
dscp-code-point dscp-code-point;

}
}

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced in Junos OS Release 8.4.

Statement introduced before Junos OS Release 11.4 for EX Series switches.

Support for ieee-802.1 statement introduced in Junos OS Release 12.3.

Support for distributed protocol handler traffic introduced in Junos OS Release 13.2.

Support for protocol statement introduced in Junos OS Release 17.3 for MX Series and

PTX Series devices.

Description Classify andmark host outbound traffic. This statement does not affect transit traffic or

incoming traffic.

Default If you do not specify a forwarding class or DSCP value, the router uses the default queue

and DSCP bit assignments for host outbound traffic.

Options The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Default Routing Engine Protocol Queue Assignments on page 214

• Default DSCP and DSCP IPv6 Classifiers on page 39

• Changing the Default Queuing and Marking of Host Outbound Traffic on page 220.

• ConfiguringaGlobalDefault IEEE802.1pValue forAllHostOutboundTrafficonpage483

• Applying Egress Interface Rewrite Rules to the IEEE 802.1p Field for All Host Outbound

Traffic on the Interface on page 483
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hierarchical-scheduler (Subscriber Interfaces onMX Series Routers)

Supported Platforms MXSeries

Syntax hierarchical-scheduler {
implicit-hierarchy;
maximum-hierarchy-levels number;

}

Hierarchy Level [edit interfaces interface-name]

Release Information Statement introduced in Junos OS Release 10.1.

implicit-hierarchy option added in Junos OS Release 13.1.

Support on GRE tunnel interfaces configured on physical interfaces on MICs or MPCs in

MX Series routers added in Junos OS Release 13.3.

Support for up to four hierarchy levels added in Junos OS Release 16.1.

Description Configure hierarchical scheduling options on the interface.

The statement is supported on the following interfaces:

• MIC and MPC interfaces in MX Series routers

• GRE tunnel interfaces configured on physical interfaces hosted on MIC or MPC line

cards in MX Series routers

To enable hierarchical scheduling on MX Series routers, configure the

hierarchical-scheduler statement at eachmember physical interface level of a particular

aggregated Ethernet interface as well as at that aggregated Ethernet interface level. On

other routing platforms, it is enough if you include this statement at the aggregated

Ethernet interface level.

Options implicit-hierarchy—Configure four-level hierarchical scheduling. When you include the

implicit-hierarchy option, a hierarchical relationship is formed between the CoS

scheduler nodes at level 1, level 2, level 3, and level 4. The implicit-hierarchy option

is supported only onMPC/MIC subscriber interfaces and interface sets onMXSeries

routers.

maximum-hierarchy-levels number—Specify the maximum number of hierarchical

scheduling levels allowed for node scaling, from 2 through 4 levels. The default

numberof levels is 3. Themaximum-hierarchy-levelsoption is supportedonMPC/MIC

or EQ DPC subscriber interfaces and interface sets on MX Series routers.

• If you setmaximum-hierarchy-levels to 2, interface sets are not allowed. In this case,

if you configure a level 2 interface set, you generate Packet Forwarding Engine errors.

• If youdonot include themaximum-hierarchy-levelsoption, keeping thedefault number

of hierarchy levels at 3, interface sets can be at either level 2 or level 3, depending on

whether the member logical interfaces within the interface set have a traffic control

profile. If any member logical interface has a traffic control profile, then the interface
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set is a level 2 CoS scheduler node. If no member logical interface has a traffic control

profile, the interface set is at level 3.

Required Privilege
Level

view-level—To view this statement in the configuration.

control-level—To add this statement to the configuration.

Related
Documentation

• Understanding Hierarchical CoS for Subscriber Interfaces

• Configuring Hierarchical CoS for a Subscriber Interface of Aggregated Ethernet Links

• Configuring Hierarchical Schedulers for CoS on page 320

• Configuring Hierarchical CoS on a Static PPPoE Subscriber Interface

• Hierarchical CoS on MPLS Pseudowire Subscriber Interfaces Overview

ieee-802.1 (Classifier on Physical Interface)

Supported Platforms ACX Series, EX Series

Syntax ieee-802.1 (classifier-name | default) vlan-tag (inner | outer );

Hierarchy Level [edit class-of-service interfaces interface-nameclassifiers]

Release Information Statement introduced in Junos OS Release 12.2 for the ACX Series Universal Access

routers.

Description For ACX Series Universal Access routers and EX Series switches, map the ieee-802.1p

field of the incoming packet to the forwarding class and packet loss priority based on

the specified 802.1p classifier. In the case of double tagged packets, you can configure

whether to use the 802.1p of the outer or inner VLAN tag.

Options vlan-tag inner—In the case of double tagged packets, classify based on the 802.1p of
the inner VLAN tag.

vlan-tag outer—Classify based on the 802.1p of the outermost VLAN tag.

classifier-name—Nameof thepreviouslydefined ieee-802.1pbehavioraggregateclassifier.

default—Default ieee-802.1p behavior aggregate classifier.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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ieee-802.1 (Host Outbound Traffic)

Supported Platforms MXSeries

Syntax ieee-802.1 {
default value;
rewrite-rules;

}

Hierarchy Level [edit class-of-service host-outbound-traffic]

Release Information Statement introduced in Junos OS Release 12.3.

Description Apply the IEEE 802.1p rewrite rules associated with the egress logical interface to the

IEEE 802.1p PCP field for all host outbound traffic on that interface.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ConfiguringaGlobalDefault IEEE802.1pValue forAllHostOutboundTrafficonpage483

• Applying Egress Interface Rewrite Rules to the IEEE 802.1p Field for All Host Outbound

Traffic on the Interface on page 483

• Rewriting Packet Headers to Ensure Forwarding Behavior on page 361

• Configuring Rewrite Rules on page 365

1059Copyright © 2017, Juniper Networks, Inc.

Chapter 29: Configuration Statements

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
https://apps.juniper.net/cli-explorer/


ieee-802.1 (Rewrite Rules on Logical Interface)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries

Syntax ieee-802.1 (rewrite-name | default) vlan-tag (outer | outer-and-inner);

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]

Release Information Statement introduced before Junos OS Release 7.4.

vlan-tag statement introduced in Junos OS Release 8.1.

Description Applyan IEEE-802.1 rewrite rule. For IQPICs, youcanonlyconfigureone IEEE802.1 rewrite

rule on a physical port. All logical ports (units) on that physical port should apply the

same IEEE 802.1 rewrite rule.

Options rewrite-name—Name of a rewrite-rulesmapping configured at the [edit class-of-service

rewrite-rules ieee-802.1] hierarchy level.

default—The default mapping.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Rewrite Rules on page 365

• dscp (Rewrite Rules) on page 1003

• dscp-ipv6 (CoS Rewrite Rules) on page 1006

• exp on page 1018

• exp-push-push-push on page 1019

• exp-swap-push-push on page 1020

• ieee-802.1ad on page 1062

• inet-precedence (CoS Rewrite Rules) on page 1066

• rewrite-rules (Definition) on page 1144

Copyright © 2017, Juniper Networks, Inc.1060

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/acx-series/
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ex-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html


ieee-802.1 (Rewrite Rules on Physical Interface)

Supported Platforms ACX Series, EX Series

Syntax ieee-802.1 (rewrite-name | default) ;

Hierarchy Level [edit class-of-service interfaces interface-name ]rewrite-rules

Release Information Statement introduced in Junos OS Release 12.2 for the ACX Series Universal Access

routers.

Description Apply an IEEE-802.1 rewrite rule.

Options rewrite-name—Name of a rewrite-rulesmapping configured at the [edit class-of-service

rewrite-rules ieee-802.1] hierarchy level.

default—The default mapping.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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ieee-802.1ad

Supported Platforms ACX Series, EX Series,MSeries,MXSeries

Syntax ieee-802.1ad (rewrite-name | default) vlan-tag (outer | outer-and-inner);

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]

Release Information Statement introduced in Junos OS Release 9.2.

Description Apply a IEEE-802.1ad rewrite rule.

Options rewrite-name—Name of a rewrite-rulesmapping configured at the [edit class-of-service

rewrite-rules ieee-802.1ad] hierarchy level.

default—The default rewrite bit mapping.

vlan-tag—The rewrite rule is applied to the outer or outer-and-inner VLAN tag.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Rewrite Rules on page 365

• dscp (Rewrite Rules) on page 1003

• dscp-ipv6 (CoS Rewrite Rules) on page 1006

• exp on page 1018

• exp-push-push-push on page 1019

• exp-swap-push-push on page 1020

• ieee-802.1 (Rewrite Rules on Logical Interface) on page 1060

• inet-precedence (CoS Rewrite Rules) on page 1066

• rewrite-rules (Definition) on page 1144
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import (Classifiers)

Supported Platforms EX Series

Syntax import (classifier-name | default);

Hierarchy Level [edit class-of-service classifiers type classifier-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description Specify a default or previously defined classifier.

Options classifier-name—Name of the classifier mapping configured at the [edit class-of-service

classifiers] hierarchy level.

default—The default classifier mapping.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33

import (Rewrite Rules)

Supported Platforms EX Series

Syntax import (rewrite-name | default);

Hierarchy Level [edit class-of-service rewrite-rules type rewrite-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description Specify a default or previously defined rewrite-rulesmapping to import.

Options rewrite-name—Name of a rewrite-rules mapping configured at the [edit class-of-service

rewrite-rules] hierarchy level.

default—The default rewrite-rulesmapping.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Rewrite Rules on page 365
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inet-precedence (Classifier on Physical Interface)

Supported Platforms ACX Series, EX Series

Syntax inet-precedence (classifier-name | default);

Hierarchy Level [edit class-of-service interfaces interface-name classifiers]

Release Information Statement introduced in Junos OS Release 12.2 for the ACX Series Universal Access

routers.

Description OnACXSeriesUniversalAccess routers andEXSeries switches,map the inet-precedence

field of the incoming packet to the forwarding class and packet loss priority, based on

the specified inet-precedence classifier. When no classifier is configured on the physical

interface, the default ipprec-compatibility inet-precedence classifier is applied on the

physical interface.

Options classifier-name—Name of the previously defined inet-precedence behavior aggregate
classifier.

default—Default inet-precedence behavior aggregate classifier.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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inet-precedence (CoS Classifiers)

Supported Platforms ACX Series,MSeries,MXSeries, T Series

Syntax inet-precedence (classifier-name | default) {
import (classifier-name | default);
forwarding-class class-name {
loss-priority level code-points [ aliases ] [ bit-patterns ]
}

}

Hierarchy Level [edit class-of-service classifiers]

Release Information Statement introduced before Junos OS Release 7.4.

Description Apply an IPv4 classifier.

Options default—The defaultmapping. By default, IP precedence rewrite rules alter the first three

bits on the type of service (ToS) byte while leaving the last three bits unchanged.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33
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inet-precedence (CoS Rewrite Rules)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, T Series

Syntax inet-precedence (rewrite-name | default) protocol (inet-both | inet-outer | mpls);

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules]

Release Information Statement introduced before Junos OS Release 7.4.

Description Apply a IPv4 precedence rewrite rule.

Options rewrite-name—Name of a rewrite-rulesmapping configured at the [edit class-of-service

rewrite-rules dscp] hierarchy level.

default—The defaultmapping. By default, IP precedence rewrite rules alter the first three

bits on the type of service (ToS) byte while leaving the last three bits unchanged.

protocol inet-both—Forgr- interfaces (GRE tunnels)onMPCs, rewrite the inet-precedence

CoS value to both the inner and outer header for Unicast/Multicast IPv4 traffic. The

first three bits of the CoS value are rewritten and the final six bits are taken from the

incoming CoS value.

protocol inet-outer—For gr- interfaces on MPCs, rewrite the inet-precedence CoS value

to the outer header for Unicast/Multicast IPv4 traffic. The first three bits of the CoS

value are rewritten and the final six bits are taken from the incoming CoS value.

protocol mpls—(Optional for ingress MPLS tunnel nodes) For interfaces on MX Series

routers or hosted on Enhanced III FPCs in M120 or M320 routers only, rewrite the

MPLS EXP bits in the MPLS header independently of the IPv4 DSCP value for IPv4

packets entering an MPLS tunnel.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Rewrite Rules on page 365

• Applying Rewrite Rules to Output Logical Interfaces on page 374

• protocol (Rewrite Rules) on page 1133

• rewrite-rules (Definition) on page 1144
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inet-precedence (Rewrite Rules on Physical Interface)

Supported Platforms ACX Series, EX Series

Syntax inet-precedence (rewrite-name | default);

Hierarchy Level [edit class-of-service interfaces interface-name rewrite-rules]

Release Information Statement introduced in Junos OS Release 12.2 for the ACX Series Universal Access

routers.

Description Apply a IPv4 precedence rewrite rule.

Options rewrite-name—Name of a rewrite-rulesmapping configured at the [edit class-of-service

rewrite-rules inet-precedence] hierarchy level.

default—The defaultmapping. By default, IP precedence rewrite rules alter the first three

bits on the type of service (ToS) byte while leaving the last three bits unchanged.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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ingress-policer-overhead

Supported Platforms MSeries,MXSeries, PTX Series, T Series, vSRX

Syntax ingress-policer-overhead bytes;

Hierarchy Level [edit chassis fpc slot-number pic pic-number]

Release Information Statement introduced before Junos OS Release 11.1.

Statement introduced in Junos OS Release 15.1X49-D30 for vSRX.

Description Add the configured number of bytes to the length of a packet entering the interface.

Configure a policer overhead to control the rate of traffic received on an interface. Use

this feature to help prevent denial-of-service (DoS) attacks or to enforce traffic rates to

conform to the service-level agreement (SLA). When you configure a policer overhead,

the configured policer overhead value (bytes) is added to the length of the final Ethernet

frame.This calculated lengthof frame is used todetermine thepolicer or the rate-limiting

action.

Traffic policing combines the configured policy bandwidth limits and the burst size to

determine how tometer the incoming traffic. If you configure a policer overhead on an

interface, Junos OS adds those bytes to the length of incoming Ethernet frames. This

added overhead fills each frame closer to the burst size, allowing you to control the rate

of traffic received on an interface.

You can configure the policer overhead to rate-limit queues and Layer 2 and Layer 3

policers, for standalone(SA)andhigh-avalability (HA)deployments.Thepoliceroverhead

and the shaping overhead can be configured simultaneously on an interface.

NOTE: vSRX supports policer overhead on Layer 3 policers only.

The policer overhead applies to all interfaces on the PIC. In the following example, Junos

OSadds 10bytesof overhead toall incomingEthernet framesonports ge-0/0/0 through

ge-0/0/4.

set chassis fpc 0 pic 0 ingress-policer-overhead 10

NOTE: vSRX only supports fpc 0 pic 0. When you commit the

ingress-policer-overhead statement, the vSRX takes the PIC offline and then

back online.

You need to craft the policer overhead size to match your network traffic. A value that is

too lowwill have minimal impact on traffic bursts. A value that is too high will rate-limit

toomuch of your incoming traffic.
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In this example, the policer overhead of 255 bytes is configured for ge-0/0/0 through
ge-0/0/4. The firewall policer is configured to discard traffic when the burst size is over
1500 bytes. This policer is applied to ge-0/0/0 and ge 0/0/1. Junos OS adds 255 bytes
to every Ethernet frame that comes into the configured ports. If, during a burst of traffic,
the combined length of incoming frames and the overhead bytes exceeds 1500 bytes,
the policer starts to discard further incoming traffic.

set chassis fpc 0 pic 0 ingress-policer-overhead 255
set interfaces ge-0/0/0 unit 0 family inet policer input overhead_policer
set interfaces ge-0/0/0 unit 0 family inet address 10.9.1.2/24
set interfaces ge-0/0/1 unit 0 family inet policer input overhead_policer
set interfaces ge-0/0/1 unit 0 family inet address 10.9.2.2/24
set firewall policer overhead_policer if-exceeding bandwidth-limit 32k
set firewall policer overhead_policer if-exceeding burst-size-limit 1500
set firewall policer overhead_policer then discard

Options bytes—Number of bytes added to a frame entering an interface.

Range: 0–255 bytes

Default: 0

[edit chassis fpc 0 pic 0]
user@host# set ingress-policer-overhead 10;

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ingress-shaping-overhead on page 1071

• Policer Overhead to Account for Rate Shaping Overview

• Example: Configuring Policer Overhead to Account for Rate Shaping

• Configuring a Policer Overhead on page 738

• CoS on Enhanced IQ2 PICs Overview on page 716
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ingress-queuing-filter

Supported Platforms MXSeries

Syntax ingress-queuing-filter filter-name;

Hierarchy Level [edit interfaces interface-name unit unit-number family family-name],
[edit logical systems logical-system-name interfaces interface-nameunitunit-number family
family-name]

Release Information Statement introduced in Junos OS Release 16.1 for MX Series routers with MPCs.

Description Use the ingress-queuing-filter statement to set the packet loss priority and forwarding

class for the packet, or drop the packet prior to input queue selection. This assists in

traffic shaping.

The ingress-queuing-filter statement is available only for the following protocol families:

bridge, ccc, inet, inet6, mpls, and vpls.

ingress-queuing-filter takes filter-name as an argument. The named filter is a normal

firewall filter that must be configured with at least one of the following actions: accept,

discard, forwarding-class, and loss-priority.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Example: Configuring a Filter for Use as an Ingress Queuing Filter on page 865
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ingress-shaping-overhead

Supported Platforms M120,MX240, T1600, T640

Syntax ingress-shaping-overhead number;

Hierarchy Level [edit chassis fpc slot-number pic pic-number traffic-manager],
[edit chassis lcc number fpc slot-number pic pic-number traffic-manager]

Release Information Statement introduced in Junos OS Release 8.3.

Description Number of bytes to add to packet to determine shaped session packet length.

Options number—WhenL2TPsession shaping is configured, thenumberofCoSshapingoverhead

bytes to add to the packets on the ingress side of the L2TP tunnel to determine the

shaped session packet length.

Whensessionshaping isnotconfiguredandtrafficmanagement(queuingandscheduling)

is configured on the ingress side, the number of CoS shaping overhead bytes to add

to the packets on the ingress interface.

Range: –63 through 192

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS for L2TP Tunnels on ATM Interfaces on page 770

• egress-shaping-overhead on page 1008

• mode (Layer 2 Tunneling Protocol Shaping) on page 1107

• traffic-manager on page 1191
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input-excess-bandwidth-share

Syntax input-excess-bandwidth-share (proportional value | equal);

Hierarchy Level [edit class-of-service interfaces interface-name],
[edit class-of-service interfaces interface-set interface-set-name]

Release Information Statement introduced in Junos OS Release 9.0.

Description Determines the method of sharing excess bandwidth on the ingress interface in a

hierarchical scheduler environment. If youdonot include this statement, the node shares

excess bandwidth proportionally at 32.64 Mbps.

Options proportional value—(Default) Share ingress excess bandwidth proportionally (default

value is 32.64 Mbps).

equal—Share ingress excess bandwidth equally.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Ingress Hierarchical CoS on Enhanced Queuing DPCs on page 844
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input-policer

Supported Platforms EX Series,M120,MX240, T1600, T640

Syntax input-policer policer-name;

Hierarchy Level [edit interfaces interface-name unit logical-unit-number layer2-policer]
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
layer2-policer]

Release Information Statement introduced in Junos OS Release 8.2.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Apply a single-rate two-color policer to the Layer 2 input traffic at the logical interface.

The input-policer and input-three-color statements are mutually exclusive.

Options policer-name—Name of the single-rate two-color policer that you define at the [edit

firewall] hierarchy level.

Usage Guidelines See “Applying Layer 2 Policers to Gigabit Ethernet Interfaces” on page 945.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Two-Color and Three-Color Policers at Layer 2

• Applying Layer 2 Policers to Gigabit Ethernet Interfaces on page 945

• Configuring a Gigabit Ethernet Policer

• input-three-color on page 1077

• layer2-policer on page 1087

• logical-interface-policer on page 1091

• output-policer on page 1113

• output-three-color on page 1114
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input-scheduler-map

Supported Platforms MSeries,MXSeries, T Series

Syntax input-scheduler-mapmap-name;

Hierarchy Level [edit class-of-service interfaces interface-name],
[edit class-of-service interfaces interface-name unit logical-unit-number]

Release Information Statement introduced in Junos OS Release 7.6.

Description Associate a scheduler map with a physical or logical input interface. The

input-scheduler-map and input-traffic-control-profile statements are mutually exclusive

at the same hierarchy level.

input-scheduler-map is supported on the following Ethernet interfaces:

• IQ2 and IQ2E PICs

• DPCs and MPCs that support Enhanced Queuing (Q/EQ)

• MX80with support for per-VLAN queuing

NOTE:

For an Enhanced Queuing (EQ) DPC on anMX Series router, CoS queuing
and scheduling are enabled on the egress side but disabled on the ingress
side by default. To enable ingress CoS on the EQ DPC, youmust configure
the traffic-manager statement with ingress-and-egressmode:

[edit chassis fpc slot-number pic pic-number]
traffic-manager mode ingress-and-egress;

Options map-name—Name of scheduler map that you define at the [edit class-of-service

scheduler-maps] hierarchy level.

default—The default scheduler mapping.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring an Input Scheduler on an Interface on page 240

• Configuring Ingress Hierarchical CoS on Enhanced Queuing DPCs on page 844

• input-traffic-control-profile on page 1078
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input-shaping-rate (Logical Interface)

Supported Platforms MSeries,MXSeries, T Series

Syntax input-shaping-rate (percent percentage | rate);

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number]

Release Information Statement introduced in Junos OS Release 7.6.

Description For Gigabit Ethernet IQ2, Enhanced Queuing DPC, MIC, and MPC interfaces, configure

input traffic shapingby specifying theamount of bandwidth tobeallocated to the logical

interface. Youcanconfigurehierarchical shaping,meaning youcanapplyan input shaping

rate to both the physical interface and the logical interface.

Default If you do not include this statement, logical interfaces share a default scheduler. This

scheduler has a committed information rate (CIR) that equals 0. (The CIR is the

guaranteed rate.) The default scheduler has a peak information rate (PIR) that equals

the physical interface shaping rate.

Options percent percentage—Shaping rate as a percentage of the available interface bandwidth.

Range: 0 through 100 percent

rate—Peak rate, in bits per second (bps). You can specify a value in bits per second either

as a complete decimal number or as a decimal number followedby the abbreviation

k (1000),m (1,000,000), or g (1,000,000,000).

Range: 1000 through 6,400,000,000,000 bps

NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000 bps. Beginning with Junos OS Release 14.1, the upper
limit is 6,400,000,000,000 bps.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Ingress Hierarchical CoS on MIC and MPC Interfaces on page 889

• Configuring Input Shaping Rates for Both Physical and Logical Interfaces on page 302

• Configuring Ingress Hierarchical CoS on Enhanced Queuing DPCs on page 844

• input-traffic-control-profile on page 1078
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input-shaping-rate (Physical Interface)

Supported Platforms MSeries,MXSeries, T Series

Syntax input-shaping-rate rate;

Hierarchy Level [edit class-of-service interfaces interface-name]

Release Information Statement introduced in Junos OS Release 7.6.

Description For Gigabit Ethernet IQ2, Enhanced Queuing DPC, MIC, and MPC interfaces, configure

input traffic shapingbyspecifying theamountofbandwidth tobeallocated to thephysical

interface. Youcanconfigurehierarchical shaping,meaning youcanapplyan input shaping

rate to both the physical interface and the logical interface.

Options rate—Peak rate, in bits per second (bps). You can specify a value in bits per second either

as a complete decimal number or as a decimal number followedby the abbreviation

k (1000),m (1,000,000), or g (1,000,000,000).

Range: 1000 through 6,400,000,000,000 bps

NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000 bps. Beginning with Junos OS Release 14.1, the upper
limit is 6,400,000,000,000 bps.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Input Shaping Rates for Both Physical and Logical Interfaces on page 302

• Configuring Ingress Hierarchical CoS on Enhanced Queuing DPCs on page 844

• input-traffic-control-profile on page 1078
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input-three-color

Supported Platforms EX Series,M120,MX240, T1600, T640

Syntax input-three-color policer-name;

Hierarchy Level [edit interfaces interface-name unit logical-unit-number layer2-policer]
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
layer2-policer]

Release Information Statement introduced in Junos OS Release 8.2.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Apply a single-rate or two-rate three-color policer to the Layer 2 input traffic at the logical

interface. The input-three-color and input-policer statements are mutually exclusive.

Options policer-name—Name of the single-rate or two-rate three-color policer.

Usage Guidelines See “Applying Layer 2 Policers to Gigabit Ethernet Interfaces” on page 945.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Two-Color and Three-Color Policers at Layer 2

• Applying Layer 2 Policers to Gigabit Ethernet Interfaces on page 945

• Configuring a Gigabit Ethernet Policer

• input-policer on page 1073

• layer2-policer on page 1087

• logical-interface-policer on page 1091

• output-policer on page 1113

• output-three-color on page 1114
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input-traffic-control-profile

Supported Platforms MSeries,MXSeries, T Series

Syntax input-traffic-control-profile profile-name shared-instance instance-name;

Hierarchy Level [edit class-of-service interfaces interface-name],
[edit class-of-service interfaces interface-name unit logical-unit-number]

Release Information Statement introduced in Junos OS Release 7.6.

Description ForGigabit Ethernet IQ2and IQ2EPIC, EnhancedQueuingDPC ,MIC, andMPC interfaces,

apply an input traffic scheduling and shaping profile to the logical interface. The

input-traffic-control-profile and input-scheduler-map statements are mutually exclusive

at the same hierarchy level.

NOTE: The shared-instance statement applies only to Gigabit Ethernet IQ2

and IQ2E PICs.

NOTE:

For an Enhanced Queuing (EQ) DPC on anMX Series router, CoS queuing
and scheduling are enabled on the egress side but disabled on the ingress
side by default. To enable ingress CoS on the EQ DPC, youmust configure
the traffic-manager statement with ingress-and-egressmode:

[edit chassis fpc slot-number pic pic-number]
traffic-manager mode ingress-and-egress;

Options profile-name—Name of the traffic-control profile to be applied to this interface.

instance-name—Nameof the shared scheduler and shaper to be applied to this interface.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• Configuring Ingress Hierarchical CoS on Enhanced Queuing DPCs on page 844

• input-shaping-rate (Logical Interface) on page 1075

• input-scheduler-map on page 1074

• traffic-control-profiles on page 1190
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input-traffic-control-profile-remaining

Syntax input-traffic-control-profile-remaining profile-name;

Hierarchy Level [edit class-of-service interfaces interface-name],
[edit class-of-service interfaces interface-name interface-set interface-set-name]

Release Information Statement introduced in Junos OS Release 9.0.

Description For Enhanced Queuing DPC, MICs, or MPC interfaces on MX Series routers, or for IQ2E

PICs interfaces on M Series and T Series router, apply an input traffic scheduling and

shaping profile for the remaining traffic to the logical interface or interface set.

Options profile-name—Name of the traffic-control profile for the remaining traffic to be applied

to this interface or interface set.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Ingress Hierarchical CoS on Enhanced Queuing DPCs on page 844

• input-traffic-control-profile on page 1078
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interface-set (Ethernet Interfaces)

Supported Platforms MXSeries

Syntax interface-set interface-set-name {
interface ethernet-interface-name {
(unit unit-number | vlan-tags-outer vlan-tag);

}
}

Hierarchy Level [edit interfaces]

Release Information Statement introduced in Junos OS Release 8.5.

Description Thesetof interfacesused toconfigurehierarchicalCoSschedulersonEthernet interfaces

on the MX Series router and IQ2E PIC on M Series and T Series routers.

The remaining statements are described separately.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• interface-set (Hierarchical Schedulers) on page 1081
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interface-set (Hierarchical Schedulers)

Supported Platforms MSeries,MXSeries

Syntax interface-set interface-set-name {
excess-bandwidth-share (proportional value | equal);
internal-node;
output-traffic-control-profile profile-name;
output-traffic-control-profile-remaining profile-name;

}

Hierarchy Level [edit class-of-service interfaces]

Release Information Statement introduced in Junos OS Release 8.5.

Description For EnhancedQueuing DPC, MIC, or MPC interfaces onMXSeries routers, or for IQ2E PIC

interfaces on M Series routers, configure hierarchical schedulers for an interface set.

Options interface-set-name—Name of the interface set.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Interface Sets on page 242

• Configuring Hierarchical Schedulers for CoS on page 320
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interfaces (CoS)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax interfaces {
interface-name {
classifiers{
dscp(classifier-name | default) {

}
ieee-802.1 (classifier-name | default) vlan-tag (inner | outer | classifier-name);
inet-precedence (rewrite-name | default);

}
input-scheduler-mapmap-name;
input-shaping-rate rate;
irb {
unit logical-unit-number {
classifiers {
type (classifier-name | default);
no-default;

}
rewrite-rules {
dscp (rewrite-name | default);
dscp-ipv6 (rewrite-name | default);
exp (rewrite-name | default)protocol protocol-types;
ieee-802.1 (rewrite-name | default) vlan-tag (outer | outer-and-inner);
inet-precedence (rewrite-name | default);

}
}

}
member-link-scheduler (replicate | scale);
rewrite-rules {
dscp (rewrite-name | default);
ieee-802.1 (rewrite-name | default) vlan-tag (outer);
inet-precedence (rewrite-name | default);
}

}
scheduler-mapmap-name;
scheduler-map-chassismap-name;
shaping-rate rate;
unit logical-unit-number {
classifiers {
type (classifier-name | default) family (mpls | inet);

}
forwarding-class class-name;
fragmentation-mapmap-name;
input-shaping-rate (percent percentage | rate);
input-traffic-control-profile profile-name shared-instance instance-name;
output-traffic-control-profile profile-name shared-instance instance-name;
per-session-scheduler;
policy-map policy-map-name;
rewrite-rules {
dscp (rewrite-name | default);
dscp-ipv6 (rewrite-name | default);
exp (rewrite-name | default) protocol protocol-types;
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exp-push-push-push default;
exp-swap-push-push default;
ieee-802.1 (rewrite-name | default) vlan-tag (outer | outer-and-inner);
inet-precedence (rewrite-name | default);

}
scheduler-mapmap-name;
shaping-rate rate;
translation-table(to-dscp-from-dscp| to-dscp-ipv6-from-dscp-ipv6| to-exp-from-exp
| to-inet-precedence-from-inet-precedence) table-name;

}
}
interface-set interface-set-name {
excess-bandwidth-share;
internal-node;
output-traffic-control-profile profile-name;
output-traffic-control-profile-remaining profile-name;

}
}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

Interface-set level added in Junos OS Release 8.5.

Description Configure interface-specific CoS properties for incoming packets.

Options The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33

• Configuring Rewrite Rules on page 365
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internal-node

Syntax internal-node;

Hierarchy Level [edit class-of-service interfaces interface-set interface-set-name]

Release Information Statement introduced in Junos OS Release 8.5.

Description The statement is used to raise the interface set without children to the same level as the

other configured interface sets with children, allowing them to compete for the same

set of resources.

Default If you do not include this statement, the node is internal only if its children have a traffic

control profile configured.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Internal Scheduler Nodes on page 246
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interpolate

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax interpolate {
drop-probability [values];
fill-level [values];

}

Hierarchy Level [edit class-of-service drop-profiles profile-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced before Junos OS 11.4 for EX Series switches.

Description Specify values for interpolating relationship betweenqueue fill level anddropprobability.

OnEXSeries switches, this statement is supportedonly onEX8200standalone switches

and EX8200 Virtual Chassis.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• See Defining Packet Drop Behavior by Configuring RED Drop Profiles on page 332.
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irb

Supported Platforms EX Series,MXSeries

Syntax irb {
unit logical-unit-number {
classifiers {
type (classifier-name | default);

}
rewrite-rules {
dscp (rewrite-name | default);
dscp-ipv6 (rewrite-name | default);
exp (rewrite-name | default)protocol protocol-types;
ieee-802.1 (rewrite-name | default) vlan-tag (outer | outer-and-inner);
inet-precedence (rewrite-name | default);

}
}

}

Hierarchy Level [edit class-of-service interfaces]

Release Information Statement introduced in Junos OS Release 8.4.

Description On theMXSeries routers andEXSeries switches, you canapply classifiers or rewrite rules

to an integrated bridging and routing (IRB) interface. All types of classifiers and rewrite

rules areallowed. These classifiers and rewrite rules are independentof others configured

on the MX Series router and on EX Series switches.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• CoS Features and Limitations on MX Series Routers on page 506
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layer2-policer

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax layer2-policer {
input-policer policer-name;
input-three-color policer-name;
output-policer policer-name;
output-three-color policer-name;

}

Hierarchy Level [edit interfaces interface-name unit logical-unit-number],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number],

Release Information Statement introduced in Junos OS Release 8.2.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description For 1-Gigabit Ethernet and 10-Gigabit Ethernet IQ2 and IQ2-E interfaces onM Series, MX

Series, andTSeries routers, and for aggregatedEthernet,Gigabit Ethernet, and 10-Gigabit

Ethernet interfaces on EX Series switches, apply Layer 2 logical interface policers. The

following policers are supported:

• Two-color

• Single-rate tricolor marking (srTCM)

• Two-rate tricolor marking (trTCM)

Two-color and tricolor policers are configured at the [edit firewall] hierarchy level.

Options input-policer policer-name—Two-color input policer to associate with the interface. This

statement is mutually exclusive with the input-three-color statement.

input-three-colorpolicer-name—Tricolor input policer to associatewith the interface. This

statement is mutually exclusive with the input-policer statement.

output-policer policer-name—Two-color output policer to associate with the interface.

This statement is mutually exclusive with the output-three-color statement.

output-three-color policer-name—Tricolor output policer to associate with the interface.

This statement is mutually exclusive with the output-policer statement.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying Layer 2 Policers to Gigabit Ethernet Interfaces on page 945

• Configuring Gigabit Ethernet Two-Color and Tricolor Policers
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linear-red-profile

Supported Platforms M120, T1600, T640

Syntax linear-red-profile profile-name;

Hierarchy Level [edit interfaces at-fpc/pic/port atm-options scheduler-mapsmap-name forwarding-class
class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, assign a linear RED profile to a specified forwarding class.

To define the linear RED profiles, include the linear-red-profiles statement at the [edit
interfaces at-fpc/pic/port atm-options] hierarchy level.

Default If you do not include either the epd-threshold or the linear-red-profile statement in the

forwardingclassconfiguration, the JunosOSusesanEPDthresholdbasedon theavailable

bandwidth and other parameters.

Options profile-name—Name of the linear RED profile.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring an ATM Scheduler Map

• linear-red-profiles on page 1089

• Applying Scheduler Maps to ATM Interfaces on page 774

• epd-threshold on page 1012
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linear-red-profiles

Supported Platforms T1600, T640

Syntax linear-red-profiles profile-name {
high-plp-threshold percent;
low-plp-threshold percent;
queue-depth cells;

}

Hierarchy Level [edit interfaces at-fpc/pic/port atm-options]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, define CoS virtual circuit drop profiles for RED. When a

packet arrives, RED checks the queue fill level. If the fill level corresponds to a nonzero

drop probability, the RED algorithm determines whether to drop the arriving packet.

Options profile-name—Name of the drop profile.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ATM2 IQ VC Tunnel CoS Components Overview

• Configuring Linear RED Profiles on ATM Interfaces on page 780
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logical-bandwidth-policer

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax logical-bandwidth-policer;

Hierarchy Level [edit dynamic-profiles profile-name firewall policer policer-name],
[edit firewall policer policer-name],
[edit logical-systems logical-system-name firewall policer policer-name]

Release Information Statement introduced in Junos OS Release 8.2.

Logical systems support introduced in Junos OS Release 9.3.

Support at the [edit dynamic-profiles ... policer policer-name] hierarchy level introduced

in Junos OS Release 11.4.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description For a policer with a bandwidth limit configured as a percentage (using the

bandwidth-percent statement), specify that the percentage be based on the shaping

ratedefinedon the logical interface, rather thanon themedia rateof thephysical interface.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Bandwidth Policers

• Configuring Policers Based on Logical Interface Bandwidth on page 116

• bandwidth-percent statement

• interface-specific statement
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logical-interface-policer

Supported Platforms EX Series,M120,MX240, PTX Series, T1600, T640

Syntax logical-interface-policer;

Hierarchy Level [edit dynamic-profiles profile-name firewall policer policer-name],
[edit dynamic-profiles profile-name firewall three-color-policer name],
[edit firewall atm-policeratm-policer-name],
[edit firewall policer policer-name],
[edit firewall policer policer-template-name],
[edit firewall three-color-policer policer-name],
[edit logical-systems logical-system-name firewall policer policer-name],
[edit logical-systems logical-system-name firewall three-color-policer name]

Release Information Statement introduced before Junos OS Release 7.4.

Support at the [edit firewall three-color-policer policer-name] hierarchy level introduced

in Junos OS Release 8.2.

Logical systems support introduced in Junos OS Release 9.3.

Support at the [edit dynamic-profiles ... policer policer-name] and [edit dynamic-profiles

... three-color-policer name]hierarchy levels introduced in Junos OS Release 11.4.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Configure a logical interface policer.

NOTE: Starting in Junos OS Release 12.2R2, on T Series Core Routers only,
you can configure anMPLSLSPpolicer for a specific LSP to be shared across
different protocol family types. Youmust include the logical-interface-policer

statement to do so.

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• Two-Color and Three-Color Logical Interface Policers

• Traffic Policer Types

• Configuring and Applying Tricolor Marking Policers on page 165

• action on page 956

• Configuring Gigabit Ethernet Two-Color and Tricolor Policers

• action
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loss-priority (BA Classifiers)

Supported Platforms EX Series,MXSeries, PTX Series

Syntax loss-priority level;

Hierarchy Level [edit class-of-service classifiers type classifier-name forwarding-class class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in JunosOSRelease 14.2 for PTX Series Packet Transport Routers.

Description Specify packet loss priority value for a specific set of code-point aliases and bit patterns.

Options level can be one of the following:

• high—Packet has high loss priority.

• medium-high—Packet has medium-high loss priority.

• medium-low—Packet has medium-low loss priority.

• low—Packet has low loss priority.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33

• Configuring and Applying Tricolor Marking Policers on page 165

loss-priority (Firewall Filter)

Supported Platforms EX Series,MSeries,MXSeries

Syntax loss-priority (high | low | medium-high | medium-low);

Hierarchy Level [edit firewall family family-name filter filter-name term term-name then]

Release Information Statement introduced before Junos OS Release 7.4.

Description Set the loss priority of incoming packets.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Multifield Classifiers on page 92
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loss-priority (Rewrite Rules)

Supported Platforms MXSeries

Syntax loss-priority level;

Hierarchy Level [edit class-of-service rewrite-rules type rewrite-name forwarding-class class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description Specify a loss priority towhich to apply a rewrite rule. The rewrite rule sets the code-point

aliases and bit patterns for a specific forwarding class and packet loss priority (PLP).

The inputs for the map are the forwarding class and the PLP. The output of the map is

the code-point alias or bit pattern.

Options level can be one of the following:

• high—The rewrite rule applies to packets with high loss priority.

• low—The rewrite rule applies to packets with low loss priority.

• medium-high—The rewrite rule applies to packets with medium-high loss priority.

• medium-low—The rewrite rule applies to packets with medium-low loss priority.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Rewrite Rules on page 365

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33

• Configuring and Applying Tricolor Marking Policers on page 165
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loss-priority (Scheduler Drop Profiles)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax loss-priority (any | high | low | medium-high | medium-low);

Hierarchy Level [edit class-of-service schedulers scheduler-name drop-profile-map]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 12.1X48 for PTX Series Packet Transport

Routers.

Statement introduced in Junos OS Release 12.2 for ACX Series Routers.

Description Specify a loss priority towhich to apply a drop profile. The drop profilemap sets the drop

profile for a specificPLPandprotocol type.The inputs for themapare thePLPdesignation

and the protocol type. The output is the drop profile.

Options any—The drop profile applies to packets with any PLP.

high—The drop profile applies to packets with high PLP.

low—The drop profile applies to packets with low PLP.

medium-high—The drop profile applies to packets with medium-high PLP.

medium-low—The drop profile applies to packets with medium-low PLP.

NOTE: On ACX Series Routers, if you configure the protocol as tcp, then the
loss-priority (any | high | low |medium-high) values are supported. If you

configure the protocolwith either non-tcp or any option, then irrespective of
the loss-priority value, only one drop-profile can be specified.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Default Schedulers Overview on page 234

• Determining Packet Drop Behavior by Configuring Drop Profile Maps for Schedulers

on page 335

• Configuring Schedulers for Priority Scheduling on page 308

• Configuring and Applying Tricolor Marking Policers on page 165

• protocol (Schedulers) on page 1134
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loss-priority (Simple Firewall Filter)

Supported Platforms EX Series

Syntax loss-priority (high | low | medium);

Hierarchy Level [edit firewall family family-name simple-filter filter-name term term-name then]

Release Information Statement introduced in Junos OS Release 7.6.

Description Set the loss priority of incoming packets.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Multifield Classifiers on page 92
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loss-priority-maps

Supported Platforms EX Series,M10i, M120, M320, M7i,MXSeries

Syntax loss-priority-maps {
frame-relay-de rewrite-name {
loss-priority level {
code-points [ aliases] [ bit-patterns ];
}

}
}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced in JUNOS Release 11.4.

Description Map the loss priority of incoming packets based on the CoS values.

Options frame-relay-de rewrite-name—Name of the Frame Relay DE bit loss priority map.

loss-priority level—The loss priority level can be one of the following:

• high—Packet has high loss priority.

• low—Packet has low loss priority.

• medium-high—Packet has medium-high loss priority.

• medium-low—Packet has medium-low loss priority.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Assigning the Default Frame Relay Discard Eligibility Loss Priority Map to an Interface

on page 503
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loss-priority-maps (Assigning to an Interface)

Supported Platforms EX Series,M10i, M120, M320, M7i,MXSeries

Syntax loss-priority-maps {
frame-relay-de (loss-priority-rewrite-name | default);

}

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number]

Release Information Statement introduced in JUNOS Release 11.4.

Description Assign the loss priority map to a logical interface.

Options default—Apply the default loss priority map. The default map includes the following

configuration:

loss-priority low code-point 0;
loss-priority high code-point 1;

map-name—Name of loss priority map to be applied.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Assigning the Default Frame Relay Discard Eligibility Loss Priority Map to an Interface

on page 503

• unit on page 1202
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loss-priority-rewrites

Supported Platforms M10i, M120, M320, M7i,MXSeries

Syntax loss-priority-rewrites {
frame-relay-de rewrite-name {
loss-priority level {
code-points [ bit-patterns ];
}

}
}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced in Junos OS Release 11.4.

Description Specify the Frame Relay discard eligibility (DE) bit rewrite rule on the enhanced IQ PIC.

Options frame-relay-de rewrite-name—Name of the Frame Relay DE bit loss priority rewrite rule.

loss-priority level—The loss priority level can be one of the following:

• high—Packet has high loss priority.

• low—Packet has low loss priority.

• medium-high—Packet has medium-high loss priority.

• medium-low—Packet has medium-low loss priority.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Defining Custom Frame Relay Rewrite Rule on IQE PICs on page 712
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loss-priority-rewrites (Assigning to an Interface)

Supported Platforms M10i, M120, M320, M40e, M7i,MXSeries, T Series

Syntax loss-priority-rewrites {
frame-relay-de (loss-priority-rewrite-name | default);

}

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number]

Release Information Statement introduced in Junos OS Release 11.4.

Description Associate the loss priority rewrites to an outgoing packet.

Options loss-priority-rewrite-name—Nameof the loss priority rewrite to be applied to an interface.

default—Default loss priority rewrite to be applied to an interface.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Defining Custom Frame Relay Rewrite Rule on IQE PICs on page 712

• Assigning Default Frame Relay Rewrite Rule to IQE PICs on page 711
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low-plp-max-threshold

Supported Platforms MSeries, T Series

Syntax low-plp-max-threshold percent;

Hierarchy Level [edit interfaces at-fpc/pic/port atm-options linear-red-profiles profile-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, define the drop profile fill-level for the low PLP CoS VC.

When the fill level exceeds the defined percentage, all packets are dropped.

Options percent—Fill-level percentage when linear RED is applied to cells with PLP.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ATM2 IQ VC Tunnel CoS Components Overview

• high-plp-max-threshold

• low-plp-threshold on page 1101

• Configuring Linear RED Profiles on ATM Interfaces on page 780

• high-plp-max-threshold on page 1054

• queue-depth on page 1137
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low-plp-threshold

Supported Platforms T1600, T640

Syntax low-plp-threshold percent;

Hierarchy Level [edit interfaces at-fpc/pic/port atm-options linear-red-profiles profile-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, define the CoS VC drop profile fill-level percentage when

linear RED is applied to cells with low PLP. When the fill level exceeds the defined

percentage, packets with low PLP are randomly dropped by RED. This statement is

mandatory.

Options percent—Fill-level percentage when linear RED is applied to cells with low PLP.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ATM2 IQ VC Tunnel CoS Components Overview

• high-plp-max-threshold

• high-plp-threshold

• Configuring Linear RED Profiles on ATM Interfaces on page 780

• high-plp-max-threshold on page 1054

• high-plp-threshold on page 1055

• low-plp-max-threshold on page 1100

• queue-depth on page 1137
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lsp-next-hop (CoS-Based Forwarding)

Supported Platforms EX Series

Syntax lsp-next-hop [ lsp-regular-expression ];

Hierarchy Level [edit class-of-service forwarding-policy next-hop-mapmap-name forwarding-class
class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description Specify the LSP regular expression to which to map forwarded traffic.

Options lsp-regular-expression—Next-hop LSP label.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS-Based Forwarding on page 203

match-direction (Services CoS)

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax match-direction (input | output | input-output);

Hierarchy Level [edit services cos rule rule-name]

Release Information Statement introduced in Junos OS Release 8.1.

Description Specify the direction in which the rule match is applied.

Options input—Apply the rule match on the input side of the interface.

output—Apply the rule match on the output side of the interface.

input-output—Apply the rule match bidirectionally.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Rules on Services PICs on page 627
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max-burst-size

Supported Platforms MXSeries

Syntax max-burst-sizemax-burst-size;

Hierarchy Level [edit class-of-service traffic-control-profiles traffic-control-profile-name],
[edit firewall atm-policer atm-policer-name]

Release Information Statement introduced in Junos OS Release 12.1.

Description (MX Series routers) Define ATMmaximum burst size on ATMMICs in cells.

Options cells—ATMmaximum burst size in cells.

Range: 1 through 4000 cells

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• show class-of-service traffic-control-profile
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max-queues

Supported Platforms MXSeries

Syntax max-queues queues-per-line-card;

Hierarchy Level [edit chassis fpc slot-number]

Release Information Statement introduced in Junos OS Release 13.2.

Support for MPC7E, MPC8E, and MPC9E from Junos OS Release 15.1F4.

Description Configure the maximum number of queues allowed per MPC1 Q, MPC2 Q, MPC2 EQ,

MPC7E,MPC8E,andMPC9E linecards inanMX240,MX480,MX960,MX2010,orMX2020

router or per 2-port or 4-port 10-Gigabit Ethernet fixed MIC with XFP in an MX5, MX10,

MX40, or MX80modular chassis router.

Reducing the number of queues allowed in a hierarchical scheduling environment in turn

reduces the degree of jitter in the queues.

Options queues-per-line-card—Maximum number of queues allowed for the line card. Only the

following keywords are valid: 8k, 16k, 32k, 64k, 128k, 256k, 512k, or 1M..

• Built-in 10-Gigabit EthernetMICsandMPC1Q linecards support up to 128Kqueues.

You can use this statement to configure the single Packet Forwarding Engine to

support a lower maximum number of queues.

• MPC2 Q and MPC2 EQ line cards support up to 256 K queues. You can use this

statement to configure the two Packet Forwarding Engines to support a lower

maximum number of queues.

If you configure a keyword for a value that exceeds the number of queues supported

by the line card hardware, the system uses the maximum number of queues

supported by the line card.

If themax-queues statement isnotconfiguredonMPC7E,MPC8E, andMPC9E,which

is the default mode, the MPC starts with a message similar to the following:

FPC 0 supports only port based queuing. A license is required for per-VLAN and

hierarchical features.

If themax-queues statement is configured on MPC7E, MPC8E, and MPC9E and the

value is less than or equal to 32,000, the MPC starts with a message similar to the

following:

FPC 0 supports port based queuing and is configured in 16384 queuemode. A limited

per-VLAN queuing license is required for per VLAN and hierarchical queuing features.

If themax-queues statement is configured on MPC7E, MPC8E, and MPC9E and the

value is greater than 32,000, theMPC startswith amessage similar to the following:
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FPC 0 supports port based queuing and is configured in 524288 queuemode. A full

scale per-VLAN queuing license is required for per VLAN and hierarchical queuing

features.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Jitter Reduction in Hierarchical CoS Queues on page 905

• MPC1 Q

• MPC2 Q

• MPC2 EQ

• MIC/MPC Compatibility

• 10-Gigabit Ethernet MICs with XFP

max-queues-per-interface

Supported Platforms M120,MXSeries, T1600, T320, T640, TXMatrix, TXMatrix Plus

Syntax max-queues-per-interface (8 | 4);

Hierarchy Level [edit chassis fpc slot-number pic pic-number],
[edit chassis lcc number fpc slot-number pic pic-number] (Routing Matrix)

Release Information Statement introduced before Junos OS Release 7.4.

Support for TX Matrix and TXMatrix Plus added in Junos OS Release 9.6.

On MIC or MPC interfaces on MX Series routers, configure eight egress queues.

Description On IQ, MPC, and DPC interfaces on M120, T320, T640, T1600, TX Matrix, and TXMatrix

Plus routers, or on MIC or MPC interfaces on MX Series routers, configure eight egress

queues.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring the JunosOS toSupport EightQueues on IQ Interfaces for TSeries andM320

Routers

• Configuring Up to 16 Custom Forwarding Classes on page 193

• Enabling Eight Queues on ATM Interfaces on page 764

• Configuring theMaximumNumberofQueues forTrioMPC/MIC Interfacesonpage896
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member-link-scheduler

Syntax member-link-scheduler (replicate | scale);

Hierarchy Level [edit class-of-service interfaces],
[edit logical-systems logical-system-name class-of-service interfaces interface-name],
[edit routing-instances routing-instance-name class-of-service interfaces interface-name]

Release Information Statement introduced in Junos OS Release 9.6.

Description Determines whether scheduler parameters for aggregated interface member links are

applied in a replicated or scaledmanner.

Default Bydefault, schedulerparametersare scaled (in “equaldivisionmode”)amongaggregated

interface member links.

Options replicate—Scheduler parameters are copied to each level of the aggregated interface

member links.

scale—Scheduler parameters are scaled based on number of member links and applied

each level of the aggregated interface member links.

Required Privilege
Level

view-level—To view this statement in the configuration.

control-level—To add this statement to the configuration.

Related
Documentation

• Configuring Hierarchical Schedulers for CoS on page 320
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mode (Layer 2 Tunneling Protocol Shaping)

Supported Platforms M10i, M120,MXSeries, T1600, T640

Syntax mode traffic-manager-mode;

Hierarchy Level [edit chassis fpc slot-number pic pic-number traffic-manager],
[edit chassis lcc number fpc slot-number pic pic-number traffic-manager]

Release Information Statement introduced in Junos OS Release 8.3.

Description Enable shaping on an L2TP session.

Options traffic-manager-mode—ConfigureCoStrafficmanagermodeofoperationon this interface.

This option has the following suboptions:

egress-only—Enable CoS queuing and scheduling on the egress side for the PIC that

houses the interface. This is the default mode for an Enhanced Queuing (EQ) DPC

on MX Series routers.

If ingress packet drops are observed at a high rate for an IQ2 or IQ2E PIC, configure

the traffic-manager statement to work in the egress-onlymode.

ingress-and-egress—Enable CoS queuing and scheduling on both the egress and ingress

sides for the PIC. This is the default mode for IQ2 and IQ2E PICs on M Series and

T Series routers.

Junos OS does not support ingress-and-egressmode on label-switched interfaces

(LSIs) configured with VPLS.

For EQ DPCs, youmust configure the traffic-manager statement with

ingress-and-egressmodetoenable ingressCoSontheEQDPC.EQDPCshave250ms

of buffering, with only egress queuing (default mode). When ingress-and-egress is

configured, the buffer is partitioned as 50ms for the ingress direction and 200ms

for the egress direction.

session-shaping—(M10i and M120 routers only) Configure the IQ2 PICmode for

session-aware traffic shaping to enable L2TP session shaping.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS for L2TP Tunnels on ATM Interfaces on page 770

• egress-shaping-overhead on page 1008

• ingress-shaping-overhead on page 1071

• traffic-manager on page 1191
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multilink-class

Supported Platforms MSeries,MXSeries, T Series

Syntax multilink-class number;

Hierarchy Level [edit class-of-service fragmentation-mapsmap-name forwarding-class class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For link services IQ (lsq) interfaces only, map a forwarding class into amulticlassMLPPP

(MCML).

Themultilink-class statement and no-fragmentation statements are mutually exclusive.

Options number—Themultilink class assigned to this forwarding class.

Range: 0 through 7

Default: None

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Fragmentation by Forwarding Class on LSQ Interfaces

• Configuring Multiclass MLPPP on LSQ Interfaces

• Configuring Fragmentation by Forwarding Class on page 636

• Junos OS Services Interfaces Library for Routing Devices

• multilink-max-classes
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next-hop (Class-Of-Service)

Supported Platforms EX Series

Syntax next-hop [ next-hop-name ];

Hierarchy Level [edit class-of-service forwarding-policy next-hop-mapmap-name forwarding-class
class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description Specify the next-hop name or address to which to map forwarded traffic.

Options next-hop-name—Next-hop alias or IP address.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS-Based Forwarding on page 203
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next-hop-map

Supported Platforms EX Series,MSeries,MXSeries,QFX10002, QFX10016, T Series

Syntax next-hop-mapmap-name {
forwarding-class class-name {
discard;
lsp-next-hop [ lsp-regular-expression ];
next-hop [next-hop-name];
non-lsp-next-hop;

}
forwarding-class-default {
discard;
lsp-next-hop [ lsp-regular-expression ];
next-hop [next-hop-name];
non-lsp-next-hop;

}
}

Hierarchy Level [edit class-of-service forwarding-policy]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced for QFX10000 Series switches in Junos OS Release 17.1R1.

Description Specify the map for CoS forwarding routes.

Options map-name—Map that defines next-hop routes.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS-Based Forwarding on page 203
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no-fragmentation

Supported Platforms MSeries,MXSeries, T Series

Syntax no-fragmentation;

Hierarchy Level [edit class-of-service fragmentation-maps forwarding-class class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For link services IQ (lsq) interfaces only, set traffic on a particular forwarding class to be

interleaved, rather than fragmented. This statement specifies that noextra fragmentation

header is prepended to the packets received on this queue and that static-link load

balancing is used to ensure in-order packet delivery.

Static-link load balancing is done based on packet payload. For IP version 4 (IPv4) and

IP version 6 (IPv6) traffic, the link is chosen based on a hash computed from the source

address, destination address, and protocol. If the IP payload is Transmission Control

Protocol (TCP) or User Datagram Protocol (UDP) traffic, the hash also includes source

port and destination port. For MPLS traffic, the hash includes all MPLS labels and fields

in the payload, whether the MPLS payload is IPv4 or IPv6.

Default If you do not include this statement, the traffic in forwarding class class-name is

fragmented.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Fragmentation by Forwarding Class on LSQ Interfaces
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non-lsp-next-hop

Supported Platforms EX Series

Syntax non-lsp-next-hop;

Hierarchy Level [edit class-of-service forwarding-policy next-hop-mapmap-name forwarding-class
class-name]

Release Information Statement introduced before Junos OS Release 9.0.

Description Use a non-LSP next hop for traffic sent to this forwarding class next-hopmap of this

forwarding policy.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS-Based Forwarding on page 203

output-forwarding-class-map

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax output-forwarding-class-map forwarding-class-map-name;

Hierarchy Level [edit class-of-service forwarding-classes-interface-specific]

Release Information Statement introduced in Junos OS Release 9.6.

Description Apply a configured forwarding class map to a logical interface.

Options forwarding-class-map-name—Name of a forwarding class mapping configured at the

[edit class-of-service forwarding-classes-interface-specific] hierarchy level.

Usage Guidelines “Classifying Packets by Egress Interface” on page 199

Required Privilege
Level

interface-control—To add this statement to the configuration.

Related
Documentation

• forwarding-classes-interface-specific on page 1041
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output-policer

Supported Platforms EX Series,M120,MX240, T1600, T640

Syntax output-policer policer-name;

Hierarchy Level [edit interfaces interface-name unit logical-unit-number layer2-policer],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
layer2-policer]

Release Information Statement introduced in Junos OS Release 8.2.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Apply a single-rate two-color policer to the Layer 2 output traffic at the logical interface.

The output-policer and output-three-color statements are mutually exclusive.

Options policer-name—Name of the single-rate two-color policer that you define at the [edit

firewall] hierarchy level.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Two-Color and Three-Color Policers at Layer 2

• Applying Layer 2 Policers to Gigabit Ethernet Interfaces on page 945

• Configuring a Gigabit Ethernet Policer

• input-policer on page 1073

• input-three-color on page 1077

• layer2-policer on page 1087

• logical-interface-policer on page 1091

• output-three-color on page 1114
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output-three-color

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax output-three-color policer-name;

Hierarchy Level [edit interfaces interface-name unit logical-unit-number layer2-policer]
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
layer2-policer]

Release Information Statement introduced in Junos OS Release 8.2.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Apply a single-rate or two-rate three-color policer to the Layer 2 output traffic at the

logical interface. The output-three-color and output-policer statements are mutually

exclusive.

Options policer-name—Name of the single-rate or two-rate three-color policer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Two-Color and Three-Color Policers at Layer 2

• Applying Layer 2 Policers to Gigabit Ethernet Interfaces on page 945

• Configuring a Gigabit Ethernet Policer

• input-three-color on page 1077

• input-policer on page 1073

• layer2-policer on page 1087

• logical-interface-policer on page 1091

• output-policer on page 1113
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output-traffic-control-profile

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax output-traffic-control-profile profile-name shared-instance instance-name;

Hierarchy Level [edit class-of-service interfaces interface-name ],
[edit class-of-service interfaces interface-name unit logical-unit-number],
[edit class-of-service interfaces interface-name interface-set interface-set-name]

Release Information Statement introduced in Junos OS Release 7.6.

interface-set option added for Enhanced Queuing DPCs on MX Series routers in Junos

OS Release 8.5.

interface-set option added for MIC andMPC interfaces on MX Series routers in Junos OS

Release 10.2.

Support on GRE tunnel interfaces configured on physical and logical interfaces on MICs

or MPCs in MX Series routers added in Junos OS Release 13.3.

Description Apply thespecifiedCoStraffic control profile (traffic schedulingandshapingconfiguration

objects) to the output traffic at the physical interface, logical interface, or interface set.

The statement is supported on the following interfaces:

• Channelized IQ PIC interfaces

• Gigabit Ethernet IQ, Gigabit Ethernet IQ2, and IQ2E PIC interfaces

• Link services IQ (LSQ) interfaces on Multiservices and Services PICs

• Enhanced Queuing DPC, MIC, and MPC interfaces on MX Series routers

• GRE tunnel interfaces configured on physical or logical interfaces hosted on MIC or

MPC line cards in MX Series routers.

NOTE: Interface sets (sets of interfaces used to configure hierarchical CoS
schedulers on supported Ethernet interfaces) are not supported on GRE
tunnel interfaces.

The shared-instance statement is supported on Gigabit Ethernet IQ2 PICs only.

Options profile-name—Name of the traffic-control profile to be applied to this interface.

shared-instanceinstance-name—Nameof the shared scheduler and shaper to be applied

to this interface.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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Related
Documentation

• Oversubscribing Interface Bandwidth on page 251

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• ConfiguringHierarchicalSchedulers forCoSonpage320(EnhancedQueuingDPC,MIC,

and MPC interfaces on MX Series routers)

• Configuring InterfaceSetsonpage242(EnhancedQueuingDPC,MIC,andMPCinterfaces

on MX Series routers)

• output-traffic-control-profile-remaining on page 1117

• traffic-control-profiles on page 1190
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output-traffic-control-profile-remaining

Supported Platforms MXSeries

Syntax output-traffic-control-profile-remaining profile-name;

Hierarchy Level [edit class-of-service interfaces interface-name],
[edit class-of-service interfaces interface-name interface-set interface-set-name]

Release Information Statement introduced in Junos OS Release 8.5.

Support on GRE tunnel interfaces configured on physical interfaces on MICs or MPCs in

MX Series routers added in Junos OS Release 13.3.

Description Apply the specified traffic control profile (traffic scheduling and shaping configuration

objects) to the remaining output traffic at the physical interface or interface set. The

remaining traffic is transmitted by the default interface or interface set.

This statement is supported on the following interfaces:

• IQ2E PIC interfaces on M Series and T Series routers

• Enhanced Queuing DPC, MICs, and MPC interfaces on MX Series routers

• GRE tunnel interfaces configured on physical interfaces hosted on MIC or MPC line

cards in MX Series routers.

NOTE: Interface sets (sets of interfaces used to configure hierarchical CoS
schedulers on supported Ethernet interfaces) are not supported on GRE
tunnel interfaces.

You canmap the TCP to the interface or interface set by using the

output-traffic-control-profile-remaining statement to explicitly configure the queues of

the default interface or interface set scheduler that transmits the remaining traffic.

Options profile-name—Name of the traffic-control profile for remaining traffic to be applied to

this interface or interface set.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Hierarchical Schedulers for CoS on page 320

• Configuring Remaining Common Queues on MIC and MPC Interfaces on page 896

• output-traffic-control-profile on page 1115
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overhead-accounting

Syntax overhead-accounting {
bytes bytes;
cell-mode cell-mode-bytes cell-mode-bytes;
frame-mode frame-mode-bytes frame-mode-bytes;

}

Hierarchy Level [edit class-of-service traffic-control-profiles profile-name]

Release Information Statement introduced in Junos OS Release 10.2.

Description Configure the mode to shape downstream ATM traffic based on either frames or cells.

Default The default is frame-mode.

Options The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ConfiguringStaticShapingParameters toAccount forOverhead inDownstreamTraffic

Rates on page 881

• ConfiguringDynamicShapingParameters toAccount forOverhead inDownstreamTraffic

Rates

• egress-shaping-overhead on page 1008
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packet-timestamp

Supported Platforms MXSeries

Syntax packet-timestamp {
enable;

}

Hierarchy Level [edit chassis fpc slot-number traffic-manager]

Release Information Statement introduced in Junos OS Release 16.1.

Description OnMX Series routers, enable timestamping of class-of-service (CoS) queues for a

configured Flexible PIC Concentrator (FPC).

Options enable—Display the last time a packet was enqueued as day, date, time, and year in the

format day-of-the-week month day-date hh:mm:ss yyyy; for example,Mon Jul 7

07:36:462014. ThePacket Forwarding Engine collects the timestamp for all inbound

andoutboundqueue counters for all subscribers that are configuredon the FPCand,

when requested, also returns statistics corresponding to data traffic on the router.

If the timestamp is not enabled for the CoS queue, the Last-packet enqueued field

is not displayed in statistics.

NOTE: When you commit the change after enabling or disabling the
timestamp feature for a particular FPC after that is already up, the FPC
is automatically restarted and the change takes effect when it is back
up.

The Routing Engine generates a system logmessage in the following situations:

• When packet-timestamp is enabled and committed for an FPC slot, but the FPC

inserted into that slot does not support timestamping.

• When packet-timestamp is enabled and committed for an FPC slot, but an FPC

that does not support timestamping is later inserted into that slot.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Enabling a Timestamp for Ingress and Egress Queue Packets on page 532

• show interfaces queue on page 1304
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peak-rate

Supported Platforms MXSeries

Syntax peak-rate rate;

Hierarchy Level [edit class-of-service traffic-control-profiles traffic-control-profile-name]

Release Information Statement introduced in Junos OS Release 12.1.

Description (MXSeries routers)DefineATMpeakcell rateonATMMICs in cells per secondbyentering

a decimal number followed by the abbreviation c; where 1 cps = 384 bps.

Options rate—ATM peak rate in cells per second.

Range: 61 cps through 353,206 cps.

Range: (MX Series with MPCs and ATMMICs with SFP) 61 cps through 1,412,829 cps

NOTE: Beginning with Junos OS Release 14.2, to configure OC12 CBR
bandwidth speed per virtual circuit (VC) on an ATMMICwith SFP
(MIC-3D-8OC3-2OC12-ATM), specify up to 1,412,829 cps as the ATM
peak cell rate.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• show class-of-service traffic-control-profile
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per-session-scheduler

Supported Platforms MSeries,MXSeries, T Series

Syntax per-session-scheduler;

Hierarchy Level [edit interfaces interface-name unit logical-unit-number]

Release Information Statement introduced in Junos OS Release 8.3.

Description Enable session-aware CoS shaping on this L2TP interface.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS for L2TP Tunnels on ATM Interfaces on page 770

• ingress-shaping-overhead on page 1071

• mode (Layer 2 Tunneling Protocol Shaping) on page 1107
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per-unit-scheduler

Supported Platforms ACX Series,M120,MXSeries, PTX Series, T1600, T640

Syntax per-unit-scheduler;

Hierarchy Level [edit interfaces interface-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 13.2 on 16x10GEMPC and MPC3E line cards.

Statement introduced in Junos OS Release 13.2 on PTX Series Packet Transport Routers.

Statement introduced in Junos OS Release 13.3 on MPC4E line cards.

Statement introduced in Junos OS Release 15.1 on MPC6E line cards.

Description For Channelized OC3 IQ, Channelized OC12 IQ, Channelized STM1 IQ, Channelized T3 IQ,

Channelized E1 IQ, E3 IQ, link services IQ interfaces (lsq-), Gigabit Ethernet IQ, Gigabit

Ethernet IQ2 and IQ2-E, and 10-, 40-, and 100-Gigabit Ethernet interfaces (including the

16x10GEMPC), enable the association of scheduler maps with logical interfaces.

CAUTION: Turning on per-unit scheduling causes the interface to reinitialize,
whichmeans all logical interfaces (units) on the interface are deleted and
recreated.

NOTE: Toenableper-unit schedulingonMX80andMX104 routers, configure
the per-unit-scheduler statement at eachmember physical interface level of

a particular aggregated Ethernet interface as well as at that aggregated
Ethernet interface level.Onother routingplatforms, it is enough if you include
this statement at the aggregated Ethernet interface level.

NOTE: Per-unit scheduling is not supported on T1 interfaces configured on
the Channelized OC12 IQ PIC.

NOTE: OnGigabitEthernet IQ2and IQ2-EPICswithout theper-unit-scheduler

statement, the entire PIC supports 4071 VLANs and the user can configure
all the VLANs on the same port.

OnGigabitEthernet IQ2and IQ2-EPICswith theper-unit-schedulerstatement,

the entire PIC supports 1024 – 2 * number of ports (1024minus two times
the number of ports), because each port is allocated twodefault schedulers.
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When including theper-unit-scheduler statement, youmustalso include the vlan-tagging

statement or the flexible-vlan-tagging statement (to apply scheduling to VLANs) or the

encapsulation frame-relay statement (toapply scheduling toDLCIs) at the [edit interfaces

interface-name] hierarchy level.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying Scheduler Maps and Shaping Rate to DLCIs and VLANs on page 277

• vlan-tagging on page 1208

• flexible-vlan-tagging on page 1030

• Example: Applying Scheduling and Shaping to VLANs on page 289

• Configuring Virtual LAN Queuing and Shaping on PTX Series Routers on page 561

plp-to-clp

Supported Platforms MSeries, T Series

Syntax plp-to-clp;

Hierarchy Level [edit interfaces at-fpc/pic/port atm-options],
[edit interfaces at-fpc/pic/port unit logical-unit-number],
[edit logical-systems logical-system-name interfaces at--fpc/pic/port unit
logical-unit-number]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, enable the PLP setting to be copied to the cell-loss priority

(CLP) bit.

Default If you omit this statement, the Junos OS does not copy the PLP setting to the CLP bit.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Enabling the PLP Setting to Be Copied to the CLP Bit

• Copying the Packet Loss Priority to the CLP Bit on ATM Interfaces on page 770
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policer (Configuring)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax policer policer-name {
filter-specific;
if-exceeding {
bandwidth-limit bps;
bandwidth-percent number;
burst-size-limit bytes;

}
logical-bandwidth-policer;
logical-interface-policer;
physical-interface-policer;
shared-bandwidth-policer;
then {
policer-action;

}
}

Hierarchy Level [edit dynamic-profiles profile-name firewall],
[edit firewall],
[edit logical-systems logical-system-name firewall]

Release Information Statement introduced before Junos OS Release 7.4.

The out-of-profile policer action added in Junos OS Release 8.1.

The logical-bandwidth-policer statement added in Junos OS Release 8.2.

Logical systems support introduced in Junos OS Release 9.3.

The physical-interface-policer statement introduced in Junos OS Release 9.6.

The shared-bandwidth-policer statement added in Junos OS Release 11.2.

Support at the [edit dynamic-profiles ... firewall] hierarchy level introduced in Junos OS

Release 11.4.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Configure policer rate limits and actions. When included at the [edit firewall] hierarchy

level, thepolicer statement creates a template, and youdonot have to configure apolicer

individually for every firewall filter or interface. To activate a policer, you must include

thepolicer-actionmodifier in the then statement in a firewall filter termor onan interface.

Options policer-action—One or more actions to take:

• discard—Discard traffic that exceeds the rate limits.

• forwarding-class class-name—Specify the particular forwarding class.

• loss-priority—Set the packet loss priority (PLP) to low,medium-low,medium-high,

or high.

policer-name—Name that identifies the policer. The name can contain letters, numbers,
and hyphens (-), and can be up to 255 characters long. To include spaces in the
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name, enclose it in quotation marks (“ ”). Policer names cannot begin with an

underscore in the form __.*.

then—Actions to take onmatching packets.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• Bandwidth Policer Overview

• Configuring Firewall Filters and Policers for VPLS

• Configuring Multifield Classifiers on page 92

• Logical Interface (Aggregate) Policer Overview

• Physical Interface Policer Overview

• Single-Rate Two-Color Policer Overview

• Using Multifield Classifiers to Set Packet Loss Priority on page 95

• filter (Configuring) on page 1028

• priority (Schedulers) on page 1131
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policing-action

Supported Platforms MXSeries

Syntax policing-action (discard | discard-tag | count);

Hierarchy Level [edit firewall atm-policer policer-name]

Release Information Statement introduced in Junos OS Release 12.1.

Description Configure the policing action to be taken when the traffic exceeds the limits set for the

policer.

This action is associated with the ATM policer only if policing is enabled on the ATM

interface.

Options discard—Discard traffic at ingress that exceeds the rate limit. Thesepackets arediscarded

but not counted.

discard-tag—Discard and tag packets at ingress that exceed the rate limit. These packets

are discarded and counted.

count—Count all the packets that are received at ingress.

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• show class-of-service traffic-control-profile
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policy-map

Supported Platforms MXSeries

Syntax policy-map policy-map-name {
inet-precedence proto-ip code-point [alias | bits];
inet-precedence proto-mpls code-point [alias | bits];
dscp proto-ip code-point [alias | bits];
dscp proto-mpls code-point [alias | bits];
dscp-ipv6 proto-ip code-point [alias | bits];
dscp-ipv6 proto-mpls code-point [alias | bits];
exp all-label code-point [alias | bits];
exp outer-label code-point [alias | bits];
ieee-802.1 outer code-point [alias | bits];
ieee-802.1 outer-and-inner code-point [alias | bits];
ieee-802.1ad outer code-point [alias | bits];
ieee-802.1ad outer-and-inner code-point [alias | bits];

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced in Junos OS Release 16.1R1.

Description Define the packet- marking scheme (rewrite rules) for a customer. Traditionally, packet

marking in the Junos OS uses the forwarding class and loss priority determined from a

behavior aggregate (BA) classifier or multifield classifier. This approach does not allow

rewrite rules to be directly assigned for each customer because of the limited number of

combinations of forwarding class and loss priority. policymap enables you to define

rewrite rules on a per-customer basis.

NOTE: Creating a policy map requires enhanced-ip, enhanced-ethernet, or

enhanced-mode to be configured under [edit chassis network-services].

NOTE: Policy maps have the following configuration restrictions:

Whenconfiguringbothproto-ipandproto-mplsoptions for inet-precedence,

dscp, or dscp-ipv6, youmust configure both options with the same code

point or code point alias.

•

• You cannot configure inet-precedence and dscp in the same policy map.

• You cannot configure ieee-802.1 and ieee-802.1ad in the same policy map.

• You cannot configure both outer and outer-and-inner options for ieee-802.1

and ieee-802.1ad code points in the same policy map.
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You assign the policymap to a customer through a firewall action on an ingress or egress

firewall filter (where the match conditions identify the customer). Alternatively, you can

also assign a policy map to an ingress interface or a routing instance. A policy map is

executed on a packet just before it is queued, so it overrides any other packet-marking

scheme that was previously applied to the packet.

Options alias—The predefined CoS code point alias on the device.

bits—The bit pattern for the CoS code point.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• interfaces (CoS) on page 1082

• routing-instances (CoS) on page 1148

priority (ATM2 IQ Schedulers)

Supported Platforms MSeries, T Series

Syntax priority (high | low);

Hierarchy Level [edit interfaces at-fpc/pic/port atm-options scheduler-mapsmap-name forwarding-class
class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, assign queuing priority to a forwarding class.

Options low—Forwarding class has low priority.

high—Forwarding class has high priority.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying Scheduler Maps to ATM Interfaces on page 774
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priority (Fabric Priority)

Supported Platforms EX Series,M320,MXSeries, T Series

Syntax priority (high | low);

Hierarchy Level [edit class-of-service forwarding-classes class class-name queue-num queue-number],
[edit class-of-service forwarding-classes queue queue-number class-name]

Release Information Statement introduced before Junos OS Release 7.4.

[edit class-of-service forwarding-classes class class-name queue-num queue-number]

hierarchy level added in Junos OS Release 8.1.

Description ForM320 routers,MXSeries routers, T Series routers and EXSeries switches only, specify

a fabric priority value.

The two hierarchy levels are mutually exclusive. To configure up to eight forwarding

classeswithone-to-onemappingbetween forwardingclassesandoutputqueues, include

this statement at the [edit class-of-service forwarding-classes queue queue-number

class-name] hierarchy level. To configure up to 16 forwarding classes with multiple

forwarding classes mapped to single queues, include this statement at the [edit

class-of-service forwarding-classesclassclass-namequeue-numqueue-number]hierarchy

level.

Options low—Forwarding class’s fabric queuing has low priority.

high—Forwarding class’s fabric queuing has high priority.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Forwarding Classes and Fabric Priority Queues on page 213

• Configuring Up to 16 Custom Forwarding Classes on page 193
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priority (Fabric Queues, Schedulers)

Supported Platforms EX Series,M320,MXSeries, T Series

Syntax priority (high | low)scheduler scheduler-name;

Hierarchy Level [edit class-of-service fabric scheduler-map]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced before Junos OS 11.4 for EX Series switches.

Description Define Fabric traffic priority. ForM320,MXSeries, TSeries routers andEXSeries switches

only, specify the fabric priority with which a scheduler is associated.

For a scheduler that youassociatewitha fabric priority, youcannot include thebuffer-size,

transmit-rate, or priority statements at the [edit class-of-service schedulers

scheduler-name] hierarchy level.

OnEXSeries switches, this statement is supportedonly onEX8200standalone switches

and EX8200 Virtual Chassis.

Options high—Scheduler has high priority.

low—Scheduler has low priority.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• See Associating Schedulers with Fabric Priorities on page 309.
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priority (Schedulers)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax priority priority-level;

Hierarchy Level [edit class-of-service schedulers scheduler-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 12.1X48 for PTX Series Packet Transport

Routers.

Statement introduced in Junos OS Release 12.2 for ACX Series Routers.

Description Specify the packet-scheduling priority value.

Options priority-level can be one of the following:

• low—Scheduler has low priority.

• medium-low—Scheduler has medium-low priority.

• medium-high—Scheduler has medium-high priority.

• high—Scheduler has high priority. Assigning high priority to a queue prevents the queue

from being underserved.

• strict-high—Scheduler has strictly high priority. Configure a high priority queue with

unlimited transmission bandwidth available to it. As long as it has traffic to send, the

strict-highpriority queue receives precedence over low,medium-low, andmedium-high

priority queues, but not high priority queues. You can configure strict-high priority on

only one queue per interface.

NOTE: The strict-highpriority level is the only priority level supported onACX

SeriesRouters.However,multiplestrict-highpriorityqueuescanbeconfigured
per interface on ACX Series Routers.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Schedulers for Priority Scheduling on page 308
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protocol (Host Outbound Traffic)

Supported Platforms MXSeries, PTX Series

Syntax protocol {
isis-over-gre {
dscp-code-point dscp-code-point;

}
}

Hierarchy Level [edit class-of-service host-outbound-traffic],
[edit dynamic-profiles name class-of-service host-outbound-traffic]

Release Information Statement introduced in Junos OS Release 17.3.

Description Set the DSCP code point for IS-IS traffic originating on the host and being sent over a

GRE tunnel. By default, this DSCP code point is 000000, which is normally mapped to

best-effort forwarding class and can lead to packet drops during congestion. Set this

DSCP code point to enable traffic prioritization for IS-IS traffic originating on a host and

being sent over a GRE tunnel.

Required Privilege
Level

interface
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protocol (Rewrite Rules)

Supported Platforms EX Series,M120, M320,MXSeries, T Series

Syntax protocol protocol-types;

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules exp
rewrite-name],

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules dscp
rewrite-name],

[edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules
dscp-ipv6 rewrite-name],

[editclass-of-service interfaces interface-nameunit logical-unit-number rewrite-rules inet-prec
rewrite-name]

Release Information Statement introduced before Junos OS Release 7.4.

Option for dscp and inet-prec introduced in Junos OS Release 8.4.

Option for dscp-ipv6 introduced in Junos OS Release 10.4R2.

Description Apply a rewrite rule to MPLS packets only, and write the CoS value to MPLS headers

only; or apply a rewrite rule to MPLS and IPv4 packets, and write the CoS value to MPLS

and IPv4 headers.

Options protocol-types can be one of the following:

• mpls—Apply a rewrite rule toMPLS packets andwrite the CoS value toMPLS headers.

• mpls-inet-both—Apply a rewrite rule to VPNMPLS packets with IPv4 payloads. On

M120, M320, MX Series, and T Series routers (except T4000 routers), and EX Series

switches, write the CoS value to the MPLS and IPv4 headers. On M Series routers,

initialize all ingress MPLS LSP packets with IPv4 payloads with 000 code points for

the MPLS EXP value, and the configured rewrite code point for IP precedence.

• mpls-inet-both-non-vpn—Apply a rewrite rule to non-VPNMPLS packets with IPv4

payloads. On M120, M320, MX Series, T Series routers, and EX Series switches write

the CoS value to the MPLS and IPv4 headers. On M Series routers, initialize all ingress

MPLS LSP packets with IPv4 payloads with 000 code points for the MPLS EXP value,

and the configured rewrite code point for IP precedence.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Rewriting MPLS and IPv4 Packet Headers on page 376
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protocol (Schedulers)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax protocol (any | non-tcp | tcp);

Hierarchy Level [edit class-of-service schedulers scheduler-name drop-profile-map]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 12.1X48 for PTX Series Packet Transport

Routers.

Statement introduced in Junos OS Release 12.2 for ACX Series Routers.

Description Specify the protocol type for the specified scheduler.

Options any—Accept any protocol type.

non-tcp—(ACX Series Routers, M Series and T Series (except T4000) routers only)

Accept any protocol type other than TCP/IP.

NOTE: On ACX Series Routers, when you configure the non-tcp option, only

the any option is supported for loss-priority.

tcp—(ACX Series Routers, M Series and T Series (except T4000) routers only) Accept

TCP/IP protocol type.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Schedulers on page 235
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queue (Global Queues)

Supported Platforms EX Series,M120, M320,MXSeries, PTX Series, T Series

Syntax queue queue-number class-name;

Hierarchy Level [edit class-of-service forwarding-classes]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in JunosOSRelease 14.2 for PTX Series Packet Transport Routers.

Description Specify the output transmission queue to which to map all input from an associated

forwarding class.

On M120, M320, MX Series, T Series routers and on EX Series switches, this statement

enables you to configure up to eight forwarding classes with one-to-onemapping to

output queues. If you want to configure up to 16 forwarding classes with multiple

forwarding classesmapped to single output queues, include the class statement instead

of the queue statement at the [edit class-of-service forwarding-classes] hierarchy level.

Options class-name—Name of forwarding class.

queue-number—Output queue number.

Range: 0 through 7. For M Series routers and some T Series router PICs, 0 through 3.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring a Custom Forwarding Class for Each Queue on page 191

• class (Forwarding Classes) on page 974
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queue (Restricted Queues)

Supported Platforms EX Series,M320,MXSeries, T Series

Syntax queue queue-number;

Hierarchy Level [edit class-of-service restricted-queues forwarding-class class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description ForM320,MXSeries, TSeries routersandEXSeries switchesonly,map forwardingclasses

to restricted queues.

Options queue-number—Output queue number.

Range: 0 through 3.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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queue-depth

Supported Platforms MSeries, T Series

Syntax queue-depth cells;

Hierarchy Level [edit interfaces interface-name atm-options linear-red-profiles profile-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, define maximum queue depth in the CoS VC drop profile.

Packetsarealwaysdroppedbeyondthedefinedmaximum.This statement ismandatory;

there is no default configuration.

Default Buffer usage is unregulated.

Options cells—Maximum number of cells the queue can contain.

Range: 1 through 64,000 cells

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ATM2 IQ VC Tunnel CoS Components Overview

• Configuring Linear RED Profiles on ATM Interfaces on page 780

• high-plp-threshold

• low-plp-threshold on page 1101
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queue-threshold

Supported Platforms MX2010, MX2020, MX240, MX480, MX960

Syntax queue-threshold {
fabric-queue {
priority priority {
threshold threshold-percentage;

}
}
wan-queue {
priority priority {
threshold threshold-percentage;

}
}

}

Hierarchy Level [edit chassis fpc slot-number traffic-manager]

Release Information Statement introduced in Junos OS Release 15.1.

Description Enable monitoring of fabric andWAN queues.

When the fabric-queue statement is configured, an SNMP trap is generated when the

fabric queue depth exceeds the configured threshold value.

Whenwan-queue is configured, an SNMP trap is generated whenever theWAN queue

depth exceeds the configured threshold value.

Options fabric-queue—Configure threshold values tomonitor fabric queue depth. An SNMP trap
is generatedwhen fabric queuedepthexceeds the configured threshold value.When

this option is configured, you can use the showclass-of-service fabric statistics detail

command or the show pfe statistics traffic detail command to display detailed

statistics at the level of the Packet Forwarding Engine.

To disable fabric queuemonitoring, include the fabric-queue-monitor-disable

statement at the [edit chassis fpc slot-number traffic-manager] hierarchy level.

• priority priority—Specify the queue priority for fabric queues. The options are high

and low. Traffic with low priority is sent after any queue that has a high priority.

The priorities map to numeric priorities in the underlying hardware.

• threshold threshold-percentage—Configured threshold value for the priority level

for fabric queues. An SNMP trap is generated when the actual queue utilization

percentage exceeds the configured threshold value. The default value is 95%.

wan-queue—Configure threshold values to monitor theWAN queue depth. An SNMP
trap is generated when theWAN queue depth exceeds the configured value. To
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disableWAN queuemonitoring, include thewan-queue-monitor-disable statement

at the [edit chassis fpc slot-number traffic-manager] hierarchy level.

• priority priority—Specify the queue priority for WAN queues. The priority level can

be high,medium-high,medium-low, and low.

• threshold threshold-percentage—Configured threshold value for the priority level

for WAN queues. An SNMP trap is generated when the actual queue utilization

percentage exceeds the configured threshold value. The default threshold value

is 95%.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• traffic-manager on page 1191

• fabric-queue-monitor-disable

• wan-queue-monitor-disable
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red-buffer-occupancy

Supported Platforms M120,MX240, PTX Series, T1600, T640

Syntax red-buffer-occupancy {
weighted-averaged [ instant-usage-weight-exponent exponent-value ];

}

Hierarchy Level [edit chassis fpc slot-number pic pic-number ],
[edit chassis lcc number fpc slot-number pic pic-number]

Release Information Statement introduced in Junos OS Release 8.3.

Description Configure the IQ PIC to base random early detection (RED) queuemanagement on a

simplemoving averagebuffer occupancy calculation. If youdonot include this statement,

the IQ PIC bases RED on an instantaneous buffer occupancy value. As an option, you can

specify that the IQ PIC bases RED on aweighted moving average of buffer occupancy

values.

If you configure this feature on a channelized OC12 intelligent queuing (IQ) PIC, the PIC

reboots.

Options weighted-averaged—Configure the IQ PIC to base RED processing on a simple moving

average of instantaneous buffer occupancy values instead of an instantaneous

buffer occupancy.

instant-usage-weight-exponent exponent-value—(Optional) Specify the integer to be

used as the negative exponent of 2 to express a weight value. The PIC performs

weighted RED (WRED) by based on a calculation of average buffer occupancy that

applies the specified weight value to the instantaneous buffer occupancy and then

factors the weighted value into the calculation of average buffer occupancy. Valid

exponent range is from 1 through 31 (weight values from 2
-1
through 2

-31
). If you do

not specify this option, the default exponent value is 0, which results in a weight

value of 2
0
= 1. With a weight value of 1, the calculation of weighted average buffer

occupancy yields the same value as the simple average buffer occupancy.

NOTE: You can specify an exponent value greater than 31, and the value
displays in the output of show commands. However, the PIC replaces the

out-of-range valuewith the operational value of 31, which results in aweight
value of 2-31 = 1 / 231 = 0.0000000004656612873077392578125.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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Related
Documentation

• Managing Transient Traffic Bursts by ConfiguringWeighted RED Buffer Occupancy on

page 356

• Example: Managing Transient Traffic Bursts by ConfiguringWeighted RED Buffer

Occupancy on page 358

(reflexive | reverse)

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax reflexive; | reverse {
application-profile profile-name;
dscp (alias | bits);
forwarding-class class-name;
syslog;

}

Hierarchy Level [edit services cos rule rule-name term term-name then]

Release Information Statement introduced in Junos OS Release 8.1.

Description reflexive—Applies the equivalent opposing CoS action to flows in the opposite direction.

reverse—Allows you to define CoS behavior for flows in the reverse direction.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Rules on Services PICs on page 627

• Configuring Reflexive and Reverse CoS Rule Actions
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restricted-queues

Supported Platforms EX Series

Syntax restricted-queues {
forwarding-class class-name queue queue-number;

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

Description ForM320,MXSeries, TSeries routersandEXSeries switchesonly,map forwardingclasses

to restricted queues.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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rewrite-rules (CoS Host Outbound Traffic)

Supported Platforms EX Series,MXSeries

Syntax rewrite-rules;

Hierarchy Level [edit class-of-service host-outbound-traffic ieee-802.1]

Release Information Statement introduced in Junos OS Release 12.3.

Description Apply the IEEE 802.1p rewrite rules associated with the egress logical interface to the

IEEE 802.1p PCP field for all host outbound traffic on that interface.

NOTE: Enabling IEEE 802.1p rewrite rules for host outbound traffic on a DPC
without creating any corresponding IEEE 802.1p rewrite rules on a logical
interface on the DPC causes the IEEE 802.1p code point to be automatically
set to 000 for all host generated traffic that exits that logical interface.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying Egress Interface Rewrite Rules to the IEEE 802.1p Field for All Host Outbound

Traffic on the Interface on page 483

• Rewriting Packet Headers to Ensure Forwarding Behavior on page 361

• Configuring Rewrite Rules on page 365
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rewrite-rules (Definition)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax rewrite-rules {
type rewrite-name {
import (rewrite-name | default);
forwarding-class class-name {
loss-priority level code-point [ aliases ] [ bit-patterns ];

}
}

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

ieee-802.1ad option introduced in Junos OS Release 9.2.

Description Specify a rewrite-rules mapping for the traffic that passes through all queues on the

interface.

Options rewrite-name—Name of a rewrite-rulesmapping.

type—Traffic type.

Values: dscp, dscp-ipv6, exp, ieee-802.1, ieee-802.1ad, inet-precedence

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Rewrite Rules on page 365
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rewrite-rules (Interfaces)

Supported Platforms ACX Series, EX Series,M120, M320,MXSeries, T1600, T640, TXMatrix, TXMatrix Plus

Syntax rewrite-rules {
dscp (rewrite-name | default) protocol (inet-both | inet-outer | mpls);
dscp-ipv6 (rewrite-name | default) protocol mpls;
exp (rewrite-name | default) protocol protocol-types;
exp-push-push-push default;
exp-swap-push-push default;
ieee-802.1 (rewrite-name | default) vlan-tag (outer | outer-and-inner);
ieee-802.1ad (rewrite-name | default) vlan-tag (outer | outer-and-inner);
inet-precedence (rewrite-name | default) protocol (inet-both | inet-outer | mpls);

}

Hierarchy Level [edit class-of-service interfaces interface-name],
[edit class-of-service interfaces interface-name unit logical-unit-number]

Release Information Statement introduced before Junos OS Release 7.4.

Description Associate a rewrite-rules configuration or default mapping with a specific interface.

The [edit class-of-service interfaces interface-name] hierarchy level is not supported on

M Series routers.

The [edit class-of-service interfaces interface-name unit logical-unit-number] hierarchy

level is not supported on ACX Series routers.

IntegratedBridgingandRouting (IRB) interfacesare used to tie together Layer 2 switched

and Layer 3 routed domains on MX routers. MX routers support classifiers and rewrite

rules on the IRB interface at the [edit class-of-service interfaces irb unit

logical-unit-number] level of the hierarchy. All types of classifiers and rewrite rules are

allowed, including IEEE 802.1p.

NOTE: The IRB classifiers and rewrite rules are used only for routed packets;
in otherwords, it is for traffic that originated in the Layer 2domain and is then
routed through IRB into theLayer3domain, or viceversa.Only IEEEclassifiers
and IEEE rewrite rules are allowed for pure Layer 2 interfaces within a bridge
domain.

On an MX Series router and on an EX Series switch, exp-push-push-push,

exp-swap-push-push, and frame-relay-deare not supported onan integrated routing and

bridging (IRB) interface.

On an ACX Series router, only the outer tag is supported for dscp, inet-precedence, and

ieee802.1.
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OnMSeries routers only, if you include the control-word statement at the [edit protocols

l2circuit neighbor address interface interface-name] hierarchy level, the software cannot

rewrite MPLS EXP bits.

For IQ PICs, you can configure only one IEEE 802.1 rewrite rule on a physical port. All

logical ports (units) on that physical port should apply the same IEEE 802.1 rewrite rule.

On M320 and T Series routers (except for T4000 routers with Type 5 FPCs), for a single

interface, you cannot enable a rewrite rule on a subset of forwarding classes. Youmust

assign a rewrite rule to either none of the forwarding classes or all of the forwarding

classes. When you assign a rewrite rule to a subset of forwarding classes, the commit

does not fail, and the subset of forwarding classes works as expected. However, the

forwarding classes to which the rewrite rule is not assigned are rewritten to all zeros.

For example, if you configure a Differentiated Services code point (DSCP) rewrite rule,

the bits in the forwarding classes towhich you do not assign the rewrite rule are rewritten

to 000000. If you configure an IP precedence rewrite rule, the bits in the forwarding

classes to which you do not assign the rewrite rule are rewritten to 000.

Options rewrite-name—Name of a rewrite-rulesmapping configured at the [edit class-of-service

rewrite-rules] hierarchy level.

default—The default mapping.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Rewrite Rules on page 365

• rewrite-rules (Definition) on page 1144

• Applying Rewrite Rules to Output Logical Interfaces on page 374
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rewrite-rules (Physical Interfaces)

Supported Platforms ACX Series, EX Series

Syntax rewrite-rules {
dscp (rewrite-name | default);
ieee-802.1 (rewrite-name | default);
inet-precedence (rewrite-name | default);

}

Hierarchy Level [edit class-of-service interfaces interface-name ]

Release Information Statement introduced in Junos OS Release 12.2 for the ACX Series Universal Access

routers.

Description Associate a rewrite-rules configuration or default mapping with a specific interface.

Options rewrite-name—Name of a rewrite-rulesmapping configured at the [edit class-of-service

rewrite-rules] hierarchy level.

default—The default mapping.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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routing-instances (CoS)

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax routing-instances routing-instance-name {
classifiers {
dscp (classifier-name | default);
dscp-ipv6 (classifier-name | default);
exp (classifier-name | default);
ieee-802.1 (classifier-name | default);
no-default;

}
policy-map policy-map-name{
}

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

no-default and policy-map options added forMXSeries devices only in JunosOSRelease

16.1.

Description For routing instances with VRF table labels enabled, apply a DSCP, MPLS EXP, or IEEE

802.1 classifier to the routing instance. You can apply the default classifier or one that is

previously defined.

Apply the no-default option to disable the application of any default classifier to the

routing instance.

You can also apply a policy map that defines the rewrite rules for a routing instance.

Default If you do not include this statement with the classifiers option, the default MPLS EXP

classifier is applied to the routing instance. When no DSCP classifier is configured, the

default MPLS EXP classifier is applied.

Options routing-instance-name—Name of the routing instance.

classifier-name—Nameof the behavior aggregateMPLS EXP classifier or DSCP classifier.

policy-map-name—Name of the policy map that defines the rewrite rules for a routing

instance.

Required Privilege
Level

routing—To view this statement in the configuration.

routing-control—To add this statement to the configuration.

Related
Documentation

• Configuring a Custom Forwarding Class for Each Queue on page 191

• Applying CustomMPLS EXP Classifiers to Routing Instances in Layer 3 VPNs
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rtvbr

Supported Platforms MSeries,MXSeries, T Series

Syntax rtvbr peak rate sustained rate burst length;

Hierarchy Level [edit interfaces interface-name atm-options vpi vpi-identifier shaping ],
[edit interfaces interface-name unit logical-unit-number address address family family
multipoint-destination address shaping ],
[edit interfaces interface-name unit logical-unit-number shaping ],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
shaping ],

[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
address address family familymultipoint-destination address shaping ]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ PICs only, define the real-time variable bandwidth utilization in the

traffic-shaping profile.

Whenyouconfigure the real-timebandwidthutilization, youmust specifyall threeoptions

(burst, peak, and sustained). You can specify the rate in bits per second either as a

completedecimalnumberorasadecimalnumber followedby theabbreviationk (1000),

m (1,000,000), or g (1,000,000,000). You can also specify the rate in cells per second

by entering a decimal number followed by the abbreviation c; values expressed in cells

per second are converted to bits per second using the formula 1 cps = 384 bps.

Default If the rtvbr statement is not included, bandwidth utilization is unlimited.

Options burst length—Burst length, in cells. If you set the length to 1, the peak traffic rate is used.

Range: 1 through 4000 cells

peak rate—Peak rate, in bits per second or cells per second.

Range: For ATM2 IQ OC3 and OC12 interfaces, 33 Kbps through 542,526,792 bps. For

ATM2 IQ OC48 interfaces, 33 Kbps through 2,170,107,168 bps. For ATM2 IQ DS3 and

E3 interfaces, 33 Kbps through themaximum rate, which depends on the ATM

encapsulation and framing you configure..

sustained rate—Sustained rate, in bps or cps.

Range: For ATM2 IQ OC3 and OC12 interfaces, 33 Kbps through 542,526,792 bps. For

ATM2 IQ OC48 interfaces, 33 Kbps through 2,170,107,168 bps. For ATM2 IQ DS3 and

E3 interfaces, from 33 Kbps through themaximum rate, which depends on the ATM

encapsulation and framing you configure.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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Related
Documentation

• Configuring ATM CBR

• Configuring ATM2 IQ Real-Time VBR

• Applying Scheduler Maps to Logical ATM Interfaces on page 780

• cbr on page 970

• vbr on page 1203
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rule (Services CoS)

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax rule rule-name {
match-direction (input | output | input-output);
term term-name {
from {
application-sets set-name;
applications [ application-names ];
destination-address address;
destination-prefix-list list-name <except>;
source-address address;
source-prefix-list list-name <except>;

}
then {
application-profile profile-name;
dscp (alias | bits);
forwarding-class class-name;
syslog;
reflexive; | reverse {
application-profile profile-name;
dscp (alias | bits);
forwarding-class class-name;
syslog;

}
}

}
}

Hierarchy Level [edit services cos],
[edit services cos rule-set rule-set-name]

Release Information Statement introduced in Junos OS Release 8.1.

Description Specify the rule the router uses when applying this service.

Options rule-name—Identifier for the collection of terms that constitute this rule.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Rules

• Configuring CoS Rules on Services PICs on page 627
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rule-set (Services CoS)

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax rule-set rule-set-name {
[ rule rule-name ];

}

Hierarchy Level [edit services cos]

Release Information Statement introduced in Junos OS Release 8.1.

Description Specify the rule set the router uses when applying this service.

Options rule-set-name—Identifier for the collection of rules that constitute this rule set.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Rule Sets on Services PICs on page 632

scheduler (Fabric Queues)

Supported Platforms EX Series,M320,MXSeries, T Series

Syntax scheduler scheduler-name;

Hierarchy Level [edit class-of-service fabric scheduler-map priority (high | low)]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced before Junos OS Release 11.4 for EX Series switches.

Description Define scheduler name. ForM320, MXSeries, T Series routers and for EX Series switches

only, specify a scheduler to associate with a fabric queue. For fabric CoS configuration,

schedulers are restricted to transmit rates and drop profiles.

Options scheduler-name—Name of the scheduler configuration block.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• See Associating Schedulers with Fabric Priorities on page 309.
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scheduler (Scheduler Map)

Supported Platforms ACX Series, EX Series,MXSeries, PTX Series

Syntax scheduler scheduler-name;

Hierarchy Level [edit class-of-service scheduler-mapsmap-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 12.2 for ACX Series Routers.

Description Associate a scheduler with a scheduler map.

Options scheduler-name—Name of the scheduler configuration block.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Schedulers on page 235

scheduler-map (Fabric Queues)

Supported Platforms EX Series,M320,MXSeries, T Series

Syntax scheduler-map priority (high | low) scheduler scheduler-name;

Hierarchy Level [edit class-of-service fabric]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced before Junos OS Release 11.4 for EX Series switches.

Description Mapping of fabric traffic to packet schedulers. ForM320,MXSeries, T Series routers, and

for EX Series switches only, associate a scheduler with a fabric priority.

OnEXSeries switches, this statement is supportedonly onEX8200standalone switches

and EX8200 Virtual Chassis.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• See Associating Schedulers with Fabric Priorities on page 309.
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scheduler-map (Interfaces and Traffic-Control Profiles)

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax scheduler-mapmap-name;

Hierarchy Level [edit class-of-service interfaces interface-name],
[edit class-of-service interfaces interface-name unit logical-unit-number],
[edit class-of-service traffic-control-profiles]

Release Information Statement introduced before Junos OS Release 7.4.

Description For Gigabit Ethernet IQ, Channelized IQ PICs, and FRF.15 and FRF.16 LSQ interfaces only,

associate a scheduler map namewith an interface or with a traffic-control profile.

For channelized OC12 intelligent queuing (IQ), channelized T3 IQ, channelized E1 IQ, and

Gigabit Ethernet IQ interfaces only, you can associate a scheduler map namewith a

logical interface.

Options map-name—Name of the scheduler map.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Schedulers on page 235

• Oversubscribing Interface Bandwidth on page 251

• output-traffic-control-profile on page 1115
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scheduler-map-chassis

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax scheduler-map-chassis (derived |map-name);

Hierarchy Level [edit class-of-service interfaces interface-type-fpc/pic/*]

Release Information Statement introduced before Junos OS Release 7.4.

Description For IQ and IQ2 interfaces, as well as on the 10x10GEMIC with SFP+, assign a custom

scheduler to thepacket forwardingcomponentqueues that control theaggregated traffic

transmitted into the entire PIC.

Default On Intelligent Queuing (IQ) and Intelligent Queuing 2 (IQ2) interfaces, as well as on the

10x10GEMIC with SFP+, the traffic that is fed from the packet forwarding components

into thePICuses lowpacket loss priority (PLP)bydefault and is distributed evenly across

the four chassis queues (not PIC queues), regardless of the scheduling configuration for

each logical interface. This default behavior can cause traffic congestion.

Options derived—Sets the chassis queues to derive their scheduling configuration from the

associated logical interface scheduling configuration.

map-name—Name of the scheduler map configured at the [edit class-of-service

scheduler-maps] hierarchy level.

BEST PRACTICE: It is always preferred that you apply a custom scheduler
map instead of using the derived option. We strongly recommend that you

do not use the derived option if the PIC is oversubscribed.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying Scheduler Maps to Chassis-Level Queues on page 700

• scheduler-map (Fabric Queues) on page 1153
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scheduler-maps (For ATM2 IQ Interfaces)

Supported Platforms MSeries, T Series

Syntax scheduler-mapsmap-name {
forwarding-class (class-name | assured-forwarding | best-effort | expedited-forwarding
| network-control);

vc-cos-mode (alternate | strict);
}

Hierarchy Level [edit at-fpc/pic/port interface-name atm-options]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, define CoS parameters assigned to forwarding classes.

Options map-name—Name of the scheduler map.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ATM2 IQ VC Tunnel CoS Components Overview

• Applying Scheduler Maps to ATM Interfaces on page 774

• atm-scheduler-map on page 965
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scheduler-maps (For Most Interface Types)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax scheduler-maps {
map-name {
forwarding-class class-name scheduler scheduler-name;

}
}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

Description Specify a scheduler map name and associate it with the scheduler configuration and

forwarding class.

Options map-name—Name of the scheduler map.

The remaining statements are explained separately. See CLI Explorer.

See “Configuring Schedulers” on page 235 .

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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schedulers (CoS)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax schedulers {
scheduler-name {
adjust-minimum rate;
adjust-percent percentage;
buffer-size (seconds | percent percentage | remainder | temporalmicroseconds);
drop-profile-map loss-priority (any | low | medium-low | medium-high | high) protocol
(any | non-tcp | tcp) drop-profile profile-name;

excess-priority [ low | medium-low | medium-high | high | none];
excess-rate (percent percentage | proportion value);
priority priority-level;
shaping-rate (percent percentage | rate);
transmit-rate (percent percentage | rate | remainder) <exact | rate-limit>;

}
}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 12.1X48 for PTX Series routers.

Description Specify the scheduler name and parameter values.

Options scheduler-name—Name of the scheduler to be configured.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• How Schedulers Define Output Queue Properties on page 231

• Default Schedulers Overview on page 234

• Configuring Schedulers on page 235

• Configuring a Scheduler on page 456
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schedulers (Interfaces)

Supported Platforms EX Series,MSeries, T Series

Syntax schedulers number;

Hierarchy Level [edit interfaces]

Release Information Statement introduced in Junos OS Release 8.2.

Description Specify number of schedulers for Ethernet IQ2 PIC port interfaces.

Default If you omit this statement, the 1024 schedulers are distributed equally over all ports in

multiples of 4.

Options number—Number of schedulers to configure on the port.

Range: 1 through 1024

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring the Number of Schedulers per Port for Ethernet IQ2 PICs on page 725

services (CoS)

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax services cos { ... }

Hierarchy Level [edit]

Release Information Statement introduced in Junos OS Release 8.1.

Description Define the service rules to be applied to traffic.

Options cos—Identifies the class-of-service set of rules statements.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Rules
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shaping

Supported Platforms MSeries,QFabric System,QFX Series, T Series

Syntax shaping {
(cbr rate | rtvbr peak rate sustained rate burst length | vbr peak rate sustained rate burst
length);

queue-length number;
}

Hierarchy Level [edit interfaces interface-name atm-options vpi vpi-identifier],
[edit interfaces interface-name unit logical-unit-number],
[edit interfaces interface-name unit logical-unit-number address address family family
multipoint-destination address],

[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
address address family familymultipoint-destination address]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM encapsulation only, define the traffic-shaping profile.

For Circuit Emulation PICs, specify traffic shaping in the ingress and egress directions.

For ATM2 IQ interfaces, changing or deleting VP tunnel traffic shaping causes all logical

interfaces on a VP to be deleted and then re-added.

VP tunnels are not supported onmultipoint interfaces.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Defining Virtual Path Tunnels

• Defining the ATM Traffic-Shaping Profile Overview

• Configuring ATMQoS or Shaping

• Applying Scheduler Maps to Logical ATM Interfaces on page 780
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shaping-rate (Applying to an Interface)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax shaping-rate rate;

Hierarchy Level [edit class-of-service interfaces interface-name],
[edit class-of-service interfaces interface-name unit logical-unit-number]

Release Information Statement introduced before Junos OS Release 7.4.

[edit class-of-service interfaces interface-name]hierarchy level added in JunosOSRelease

7.5.

Statement introduced in Junos OS Release 13.2 on PTX Series Packet Transport Routers.

Statement introduced in Junos OS Release 17.3 on PTX10008 Routers.

Description For logical interfaces onwhich you configure packet scheduling, configure traffic shaping

by specifying the amount of bandwidth to be allocated to the logical interface. Applying

a shaping rate can help ensure that higher-priority services do not starve lower-priority

services.

For physical interfaces, configure traffic shaping based on the rate-limited bandwidth of

the total interface bandwidth.

Logical and physical interface traffic shaping rates are mutually exclusive. This means

you can include the shaping-rate statement at the [edit class-of-service interfaces

interface-name] hierarchy level or at the [edit class-of-service interfaces interface-name

unit logical-unit-number] hierarchy level, but not at both.

NOTE: For MX Series routers and for EX Series switches, the shaping rate
value for the physical interface at the [edit class-of-service interfaces

interface-name] hierarchy level must be aminimum of 160 Kbps. If the value

is less than the sum of the logical interface guaranteed rates, you cannot
apply the shaping rate to a physical interface.

For PTX Series routers, the shaping rate value for the physical interface at
the [edit class-of-service interfaces interface-name] hierarchy level must be a

minimum of 1 Gbps and an incremental granularity of 0.1 percent of the
physical interface speed after that (for example, 10 Mbps increments on a
10 Gbps interface).

For T4000 routers with Type 5 FPCs, the shaping rate value for the physical
interfacemustbeaminimumof292Kbps.Themaximumvalueofshaping-rate

is limited by themaximum transmission rate of the interface.

Alternatively, you can configure a shaping rate for a logical interface and oversubscribe

thephysical interfaceby including the shaping-rate statementat the [edit class-of-service

traffic-control-profiles] hierarchy level. With this configuration approach, you can
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independently control the delay-buffer rate, as described in “Oversubscribing Interface

Bandwidth” on page 251.

For FRF.15 and FRF.16 bundles on link services interfaces, only shaping rates based on

percentage are supported.

Default If you do not include this statement at the [edit class-of-service interfaces interface-name

unit logical-unit-number] hierarchy level, the default logical interface bandwidth is the

average of unused bandwidth for the number of logical interfaces that require default

bandwidth treatment. If you do not include this statement at the [edit class-of-service

interfaces interface-name] hierarchy level, the default physical interface bandwidth is the

average of unused bandwidth for the number of physical interfaces that require default

bandwidth treatment.

Options rate—Peak rate, in bits per second (bps). You can specify a value in bits per second either
as a complete decimal number or as a decimal number followedby the abbreviation

k (1000),m (1,000,000), or g (1,000,000,000).

Range: 1000 through 6,400,000,000,000 bps.

NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000 bps. Beginning with Junos OS Release 14.1, the upper
limit is 6,400,000,000,000 bps.

NOTE: ForallMXSeriesandEXSeries interfaces, the ratecanbefrom65,535
to 6,400,000,000,000 bps.

For all PTX Series interfaces, the rate can be from 1,000,000,000
to 160,000,000,000bps in increments of 0.1 percent of the interface speed.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying Scheduler Maps Overview on page 236

• Configuring Virtual LAN Queuing and Shaping on PTX Series Routers on page 561
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shaping-rate (Limiting Excess Bandwidth Usage)

Supported Platforms ACX Series,MSeries,MXSeries, T Series

Syntax shaping-rate (percent percentage | rate) <burst-size bytes>;

Hierarchy Level [edit class-of-service schedulers scheduler-name]

Release Information Statement introduced before Junos OS Release 7.4.

The burst-size option added for MIC and MPC interfaces on MX Series routers in Junos

OS Release 11.4.

Statement introduced in Junos OS Release 12.2 for ACX Series Routers.

Description Define a limit on excess bandwidth usage .

The transmit-rate statement at the [edit class-of-service schedulers scheduler-name]

hierarchy level configures theminimumbandwidthallocated toaqueue.The transmission

bandwidth can be configured as an exact value or allowed to exceed the configured rate

if additional bandwidth is available from other queues.

Configure the shaping rate as an absolutemaximumusage and not the additional usage

beyond the configured transmit rate.

Default If you do not include this statement, the default shaping rate is 100 percent, which is the

same as no shaping at all.

Options percent percentage—Shaping rate as a percentage of the available interface bandwidth.

Range: 0 through 100 percent

rate—Peak rate, in bits per second (bps). You can specify a value in bits per second either

as a complete decimal number or as a decimal number followedby the abbreviation

k (1000),m (1,000,000), or g (1,000,000,000).

Range: 3200 through 6,400,000,000,000 bps

NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000 bps. Beginning with Junos OS Release 14.1, the upper
limit is 6,400,000,000,000 bps.

burst-size bytes—Maximum burst size, in bytes. The burst value determines the number

of ratecredits that canaccruewhen thequeueor scheduler node isheld in the inactive

round robin.

Range: 0 through 1,000,000,000
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Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying Scheduler Maps Overview on page 236
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shaping-rate (Oversubscribing an Interface)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax shaping-rate (percent percentage | rate) <burst-size bytes>;

Hierarchy Level [edit class-of-service traffic-control-profiles profile-name]

Release Information Statement introduced in Junos OS Release 7.6.

Option burst-size introduced for Enhanced Queuing (EQ) DPC interfaces on MX Series

routers in Junos OS Release 9.4.

Option burst-size option introduced for MIC and MPC interfaces on MX Series routers in

Junos OS Release 11.4.

Option burst-size introduced for IQ2 and IQ2E interfaces in Junos OS Release 12.3.

Statement introduced for PTX Series Packet Transport Routers in Junos OS Release 16.1.

PTXSeries Packet Transport Routers do not support the burst-size option or defining the

shaping-rate as a percentage.

Description For Gigabit Ethernet IQ, Channelized IQ PIC, FRF.15 and FRF.16 LSQ interfaces, and for

EQ DPC, MIC, and MPC interfaces on MX Series routers, configure a shaping rate for a

logical interface. You can also configure an optional burst size for a logical interface on

EQ DPC interfaces and on IQ2 and IQ2E PIC interfaces. This can help to ensure that

higher-priority services do not starve lower-priority services.

For physical interfaces on T4000 router interfaces on Type 5 FPCs and on PTX Series

routers, configure traffic shaping rate.

Thesumof the shaping rates for all logical interfaceson thephysical interfacecanexceed

the physical interface bandwidth. This practice is known as oversubscription of the peak

information rate (PIR).

Default The default behavior depends on various factors. For more information, see Table 28 on

page 255.

Options percent percentage—For LSQ interfaces, shaping rate as a percentage of the available

interface bandwidth.

Range: 1 through 100 percent

rate—For IQ and IQ2 interfaces, and T4000 routers with Type 5 FPCs, peak shaping rate,

in bits per second (bps). You can specify a value in bits per second either as a

complete decimal number or as a decimal number followed by the abbreviation

k (1000),m (1,000,000), or g (1,000,000,000).

Range:

• IQ and IQ2 interfaces—1000 through 6,400,000,000,000 bps
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NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000bps.Beginningwith JunosOSRelease 14.1, theupper
limit is 6,400,000,000,000 bps.

• T4000 routers with Type 5 FPCs—The shaping rate value for the physical interface

must be aminimum of 292 Kbps. Themaximum value of shaping-rate is limited

by the maximum transmission rate of the interface.

burst-size bytes—(Optional) Maximum burst size, in bytes.

Range: 0 through 1,000,000,000

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• Oversubscribing Interface Bandwidth on page 251

• output-traffic-control-profile on page 1115
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shaping-rate-excess-high

Supported Platforms MXSeries

Syntax shaping-rate-excess-high rate [ burst-size bytes ];

Hierarchy Level [edit class-of-service traffic-control-profiles profile-name]

Release Information Statement introduced in Junos OS Release 10.1.

Description For MIC and MPC interfaces on MX Series routers, configure a shaping rate and optional

burst size for high-priority excess traffic. This canhelp tomake surehigher priority services

do not starve lower priority services.

Default If youdonot include this statement, thedefault shaping rate for this priority is determined

by the shaping-rate statement in the traffic control profile.

Options rate—Peak rate, in bits per second (bps). You can specify a value in bits per second either

as a complete decimal number or as a decimal number followedby the abbreviation

k (1000),m (1,000,000), or g (1,000,000,000).

Range: 1000 through 6,400,000,000,000

NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000 bps. Beginning with Junos OS Release 14.1, the upper
limit is 6,400,000,000,000 bps.

Default: None

burst-size bytes—Maximum burst size, in bytes.

Range: 0 through 1,000,000,000

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Per-Priority Shaping on MIC and MPC Interfaces Overview on page 870

• Oversubscribing Interface Bandwidth on page 251

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• shaping-rate-excess-low on page 1168

• shaping-rate-priority-high on page 1169

• shaping-rate-priority-low on page 1170

• shaping-rate-priority-medium on page 1171
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shaping-rate-excess-low

Supported Platforms MXSeries

Syntax shaping-rate-excess-low rate [ burst-size bytes ];

Hierarchy Level [edit class-of-service traffic-control-profiles profile-name]

Release Information Statement introduced in Junos OS Release 10.1.

Description For MIC and MPC interfaces on MX Series routers, configure a shaping rate and optional

burst size for low-priority excess traffic. This canhelp tomake sure higher priority services

do not starve lower priority services.

Default If youdonot include this statement, thedefault shaping rate for this priority is determined

by the shaping-rate statement in the traffic control profile.

Options rate—Peak rate, in bits per second (bps). You can specify a value in bits per second either

as a complete decimal number or as a decimal number followedby the abbreviation

k (1000),m (1,000,000), or g (1,000,000,000).

Range: 1000 through 6,400,000,000,000

NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000 bps. Beginning with Junos OS Release 14.1, the upper
limit is 6,400,000,000,000 bps.

Default: None

burst-size bytes—Maximum burst size, in bytes.

Range: 0 through 1,000,000,000

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Per-Priority Shaping on MIC and MPC Interfaces Overview on page 870

• Oversubscribing Interface Bandwidth on page 251

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• shaping-rate-excess-high on page 1167

• shaping-rate-priority-high on page 1169

• shaping-rate-priority-low on page 1170

• shaping-rate-priority-medium on page 1171

Copyright © 2017, Juniper Networks, Inc.1168

Class of Service Feature Guide for Routing Devices

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html


shaping-rate-priority-high

Supported Platforms MXSeries

Syntax shaping-rate-priority-high rate [ burst-size bytes ];

Hierarchy Level [edit class-of-service traffic-control-profiles profile-name]

Release Information Statement introduced in Junos OS Release 10.1.

Description For MIC and MPC interfaces on MX Series routers, configure a shaping rate and optional

burst size for high priority traffic. This can help to make sure higher priority services do

not starve lower priority services.

Default If youdonot include this statement, thedefault shaping rate for this priority is determined

by the shaping-rate statement in the traffic control profile.

Options rate—Peak rate, in bits per second (bps). You can specify a value in bits per second either

as a complete decimal number or as a decimal number followedby the abbreviation

k (1000),m (1,000,000), or g (1,000,000,000).

Range: 1000 through 6,400,000,000,000

NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000 bps. Beginning with Junos OS Release 14.1, the upper
limit is 6,400,000,000,000 bps.

Default: None

burst-size bytes—Maximum burst size, in bytes.

Range: 0 through 1,000,000,000

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Per-Priority Shaping on MIC and MPC Interfaces Overview on page 870

• Oversubscribing Interface Bandwidth on page 251

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• shaping-rate-excess-high on page 1167

• shaping-rate-excess-low on page 1168

• shaping-rate-priority-low on page 1170

• shaping-rate-priority-medium on page 1171
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shaping-rate-priority-low

Supported Platforms MXSeries

Syntax shaping-rate-priority-low rate [ burst-size bytes ];

Hierarchy Level [edit class-of-service traffic-control-profiles profile-name]

Release Information Statement introduced in Junos OS Release 10.1.

Description For MIC and MPC interfaces on MX Series routers, configure a shaping rate and optional

burst size for low priority traffic. This can help tomake sure higher priority services do not

starve lower priority services.

Default If youdonot include this statement, thedefault shaping rate for this priority is determined

by the shaping-rate statement in the traffic control profile.

Options rate—Peak rate, in bits per second (bps). You can specify a value in bits per second either

as a complete decimal number or as a decimal number followedby the abbreviation

k (1000),m (1,000,000), or g (1,000,000,000).

Range: 1000 through 6,400,000,000,000

NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000 bps. Beginning with Junos OS Release 14.1, the upper
limit is 6,400,000,000,000 bps.

Default: None

burst-size bytes—Maximum burst size, in bytes.

Range: 0 through 1,000,000,000

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Per-Priority Shaping on MIC and MPC Interfaces Overview on page 870

• Oversubscribing Interface Bandwidth on page 251

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• shaping-rate-excess-high on page 1167

• shaping-rate-excess-low on page 1168

• shaping-rate-priority-high on page 1169

• shaping-rate-priority-medium on page 1171
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shaping-rate-priority-medium

Supported Platforms MXSeries

Syntax shaping-rate-priority-medium rate [ burst-size bytes ];

Hierarchy Level [edit class-of-service traffic-control-profiles profile-name]

Release Information Statement introduced in Junos OS Release 10.1.

Description For MIC and MPC interfaces on MX Series routers, configure a shaping rate and optional

burst size for medium priority traffic. This can help to make sure higher priority services

do not starve lower priority services.

Default If youdonot include this statement, thedefault shaping rate for this priority is determined

by the shaping-rate statement in the traffic control profile.

Options rate—Peak rate, in bits per second (bps). You can specify a value in bits per second either

as a complete decimal number or as a decimal number followedby the abbreviation

k (1000),m (1,000,000), or g (1,000,000,000).

Range: 1000 through 6,400,000,000,000

NOTE: Through Junos OS Release 13.3, the upper limit is
160,000,000,000 bps. Beginning with Junos OS Release 14.1, the upper
limit is 6,400,000,000,000 bps.

Default: None

burst-size bytes—Maximum burst size, in bytes.

Range: 0 through 1,000,000,000

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Per-Priority Shaping on MIC and MPC Interfaces Overview on page 870

• Oversubscribing Interface Bandwidth on page 251

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• shaping-rate-excess-high on page 1167

• shaping-rate-excess-low on page 1168

• shaping-rate-priority-high on page 1169

• shaping-rate-priority-low on page 1170
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shared-bandwidth-policer (Configuring)

Supported Platforms EX Series,M10i, M120, M320, M7i,MXSeries, T Series

Syntax shared-bandwidth-policer;

Hierarchy Level [edit firewall policer policer-name],
[edit firewall three-color-policer policer-name],
[edit firewall hierarchical-policer policer-name]

Release Information Statement introduced in Junos OS Release 11.2.

Support for MX Series MPC and MIC interfaces added in Junos OS Release 12.1.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Policer instances share bandwidth. This enables configuration of interface-specific

policers applied on an aggregated Ethernet bundle or an aggregated SONET bundle to

match the effective bandwidth and burst-size to user-configured values. This feature is

supported on the following platforms: T Series routers, M120, M10i, M7i (CFEB-E only),

M320 (SFPC only), MX240,MX480, andMX960with DPC,MIC, andMPC interfaces and

EX Series switches.

NOTE: This statement is not supported on T4000 Type 5 FPCs.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Policer Support for Aggregated Ethernet Interfaces Overview on page 929
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shared-instance

Syntax shared-instance instance-name;

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number
input-traffic-control-profile],

[edit class-of-service interfaces interface-name unit logical-unit-number
output-traffic-control-profile]

Release Information Statement introduced in Junos OS Release 7.6.

Description ForGigabit Ethernet IQ2and IQ2EPICsonly, apply a shared traffic schedulingandshaping

profile to the logical interface.

Options instance-name—Name of the shared scheduler and shaper to be applied to this interface

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Shaping on 10-Gigabit Ethernet IQ2 PICs on page 746

• traffic-control-profiles on page 1190
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shared-scheduler

Supported Platforms MSeries, T Series

Syntax shared-scheduler;

Hierarchy Level [edit interfaces interface-name]

Release Information Statement introduced in Junos OS Release 7.6.

Description ForGigabit Ethernet IQ2PICsonly, enable sharedschedulersandshaperson this interface.

This statement and the per-unit-scheduler statement are mutually exclusive. Even so,

you can configure one logical interface for each shared instance. This effectively provides

the functionality of per-unit scheduling.

ForGigabit Ethernet IQ2andEthernetEnhanced IQ2(IQ2E)PICsonM320 routers, enable

shared schedulers on aggregated Ethernet interfaces in link protection mode.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Traffic Control Profiles for Shared Scheduling and Shaping on page 238

• Configuring Shaping on 10-Gigabit Ethernet IQ2 PICs on page 746

• Configuring Shared Scheduling on Aggregated Ethernet Interfaces

• traffic-control-profiles on page 1190
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simple-filter (Applying to an Interface)

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax simple-filter {
input filter-name;

}

Hierarchy Level [edit interfaces interface-name unit logical-unit-number family inet],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
family inet]

Release Information Statement introduced in Junos OS Release 7.6.

Description Apply a simple filter to an interface. You can apply simple filters to the family inet only,

and only in the input direction.

Options input filter-name—Name of one filter to evaluate when packets are received on the

interface.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Multifield Classifiers on page 92

• filter (Applying to an Interface) on page 1026
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simple-filter

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax simple-filter filter-name {
term term-name {
from {
match-conditions;

}
then {
forwarding-class class-name;
loss-priority (high | low | medium);

}
}

}

Hierarchy Level [edit firewall family inet],
[edit logical-systems logical-system-name firewall family inet]

Release Information Statement introduced in Junos OS Release 7.6.

Logical systems support introduced in Junos OS Release 9.3.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Configure simple filters.

Options filter-name—Name that identifies the simple filter. The namemust be a non-reserved

stringofnotmore than64characters.Nospecial charactersare restricted.To include

spaces in the name, enclose them in quotation marks (“ ”).

from—Match packet fields to values. If the from option is not included, all packets are

considered tomatch and the actions and actionmodifiers in the then statement are

taken.

match-conditions—One or more conditions to use to make amatch.

term term-name—Define a simple-filter term. The name that identifies the term can

contain letters, numbers, and hyphens (-), and can be up to 255 characters long. To

include spaces in the name, enclose them in quotation marks (“ ”).

then—Actions to takeonmatchingpackets. If the thenoption is not includedandapacket

matches all the conditions in the from statement, the packet is accepted.

NOTE: Only forwarding-class and loss-priority are valid actions in a simple

filter configuration.
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Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• simple-filter (Applying to an Interface) on page 1175

• Simple Filter Overview

• How Simple Filters Evaluate Packets

• Guidelines for Configuring Simple Filters

• Guidelines for Applying Simple Filters

sip (Application Profile)

Syntax sip {
video {
dscp (alias | bits);
forwarding-class class-name;

}
voice {
dscp (alias | bits);
forwarding-class class-name;

}
}

Hierarchy Level [edit services cos application-profile profile-name]

Release Information Statement introduced in Junos OS Release 9.3.

Description Set the appropriate dscp and forwarding-class value for SIP traffic.

Default By default, the systemwill not alter the DSCP or forwarding class for SIP traffic.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Application Profiles on page 627

• ftp (Services CoS) on page 1051
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source-address (Services CoS)

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax source-address address;

Hierarchy Level [edit services cos rule rule-name term term-name from]

Release Information Statement introduced in Junos OS Release 8.1.

address option enhanced to support IPv4 and IPv6 addresses in Junos OS Release 8.5.

Description Source address for rule matching.

Options address—Source IPv4 or IPv6 address or prefix value.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Match Conditions in a CoS Rule on page 627

• Configuring Match Conditions In CoS Rules

strict-priority-scheduler

Supported Platforms PTX Series

Syntax strict-priority-scheduler;

Hierarchy Level [edit class-of-service traffic-control-profiles profile-name]

Release Information Statement introduced in Junos OS Release 13.3.

Description OnPTXSeries routers only, enable strict-priority scheduling for all schedulermapswithin

the traffic control profile.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Example: Configuring Strict-Priority Scheduling on a PTX Series Router on page 567

• Understanding Scheduling on PTX Series Routers on page 541

• Understanding CoS CLI Configuration Statements on PTX Series Routers on page 575

• How Schedulers Define Output Queue Properties on page 231

• traffic-control-profiles on page 1190
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sustained-rate

Supported Platforms MXSeries

Syntax sustained-rate rate;

Hierarchy Level [edit class-of-service traffic-control-profiles traffic-control-profile-name]
[edit firewall atm-policeratm-policer-name]

Release Information Statement introduced in Junos OS Release 12.1.

Description (MX Series routers) Define ATM sustained cell rate on ATMMICs in cells per second by

entering a decimal number followed by the abbreviation c; where 1 cps = 384 bps.

Options rate—ATM sustained rate in cells per second.

Range: 61 cps through 353,206 cps.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• show class-of-service traffic-control-profile

syslog (Services CoS)

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax syslog;

Hierarchy Level [edit services cos rule rule-name term term-name then],
[edit services cos rule rule-name term term-name then reverse]

Release Information Statement introduced in Junos OS Release 8.1.

Description Enable system logging. The system log information from the Multiservices and Services

PICs is passed to the kernel for logging in the/var/log directory. This setting overrides any

syslog statement setting included in the service set or interface default configuration.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Actions in a CoS Rule on page 627

• Configuring Actions in CoS Rules
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system-defaults

Supported Platforms ACX Series, EX Series

Syntax system-defaults {
classifiers{
type classifier-name;

}
}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced in Junos OS Release 12.2.

Description Define a CoS classifier to support global classifiers.

Options classifier-name—Name of the behavior aggregate (BA) classifier.

type—Traffic type: dscp, dscp-ipv6, or exp.

NOTE: The dscp and dscp-ipv6 classifier types are not supported on ACX

Series routers.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS on ACX Series Universal Access Routers
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term (Services CoS)

Supported Platforms MSeries,MXSeries, PTX Series, T Series

Syntax term term-name {
from {
... from configuration ...

}
then {
... then configuration ...

}
}

Hierarchy Level [edit services cos rule rule-name]

Release Information Statement introduced in Junos OS Release 8.1.

Description Define the CoS term properties.

Options term-name—Identifier for the term.

The remaining statements are explained separately.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS Rules on Services PICs on page 627

1181Copyright © 2017, Juniper Networks, Inc.

Chapter 29: Configuration Statements

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


term (Simple Filter)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax term term-name {
from {
match-conditions;

}
then {
forwarding-class class-name;
loss-priority (high | low | medium);

}
}

Hierarchy Level [edit firewall family inet simple-filter filter-name]

Release Information Statement introduced in Junos OS Release 7.6.

Description Define a simple filter term.

Options from—Match packet fields to values. If the from option is not included, all packets are

considered tomatch and the actions and actionmodifiers in the then statement are

taken.

match-conditions—One or more conditions to use to make amatch.

term-name—Name that identifies the term. The name can contain letters, numbers, and

hyphens (-), and can be up to 255 characters long. To include spaces in the name,

enclose it in quotation marks (“ ”).

then—Actions to takeonmatchingpackets. If the thenoption is not includedandapacket

matches all the conditions in the from statement, the packet is accepted. For CoS,

only the actions listed are allowed. These statements are explained separately.

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• Multifield Classification

• Simple Filter Overview

• Firewall Filter Match Conditions for IPv4 Traffic

• Firewall Filter Match Conditions for IPv6 Traffic
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then (Services CoS)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax then {
application-profileprofile-name;
dscp (alias | bits);
forwarding-class class-name;
syslog;
reflexive; | reverse {
application-profile profile-name;
dscp (alias | bits);
forwarding-class class-name;
syslog;

}
}

Hierarchy Level [edit services cos rule rule-name term term-name]

Release Information Statement introduced in Junos OS Release 8.1.

Description Define the CoS term actions.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Actions in a CoS Rule on page 627

• Configuring Actions in CoS Rules
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three-color-policer (Applying)

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax three-color-policer {
(single-rate | two-rate) policer-name;

}

Hierarchy Level [edit firewall family family-name filter filter-name term term-name then]
[edit logical-systems logical-system-name firewall family family-name filter filter-name term
term-name then]

Release Information Statement introduced in Junos OS Release 7.4.

single-rate statement added in Junos OS Release 8.2.

Logical systems support introduced in Junos OS Release 9.3.

Statement introduced in Junos OS Release 12.3R2 for EX Series switches.

Description Apply a tricolor marking policer.

Options single-rate—Named tricolor policer is a single-rate policer.

two-rate—Named tricolor policer is a two-rate policer.

policer-name—Name of a tricolor policer.

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.

Related
Documentation

• Configuring and Applying Tricolor Marking Policers on page 165

• Firewall Filter Nonterminating Actions

• Three-Color Policer Configuration Overview
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three-color-policer (Configuring)

Supported Platforms M120,MX240, PTX Series, T1600, T640

Syntax three-color-policer policer-name | uid {
action {
loss-priority high then discard;

}
filter-specific;
logical-interface-policer;
physical-interface-policer;
shared-bandwidth-policer;
single-rate {
(color-aware | color-blind);
committed-burst-size bytes;
committed-information-rate bps;
excess-burst-size bytes;

}
two-rate {
(color-aware | color-blind);
committed-burst-size bytes;
committed-information-rate bps;
peak-burst-size bytes;
peak-information-rate bps;

}
}

Hierarchy Level [edit dynamic-profiles profile-name firewall],
[edit firewall],
[edit logical-systems logical-system-name firewall]

Release Information Statement introduced before Junos OS Release 7.4.

The action and single-rate statements added in Junos OS Release 8.2.

Logical systems support introduced in Junos OS Release 9.3.

Support at the [edit dynamic-profiles ... firewall] hierarchy level introduced in Junos OS

Release 11.4.

Description Configure a three-color policer.

Options policer-name—Name of the three-color policer. Reference this namewhen you apply the

policer to an interface.

uid—When you configure a policer at the [edit dynamic-profiles] hierarchy level, youmust

assign a variable UID as the policer name.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

firewall—To view this statement in the configuration.

firewall-control—To add this statement to the configuration.
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Related
Documentation

• Configuring and Applying Tricolor Marking Policers on page 165

• Three-Color Policer Configuration Guidelines

• Basic Single-Rate Three-Color Policers

• Basic Two-Rate Three-Color Policers

• Two-Color and Three-Color Logical Interface Policers

• Two-Color and Three-Color Physical Interface Policers

• Two-Color and Three-Color Policers at Layer 2
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traffic-class-map

Supported Platforms MXSeries, T4000

Syntax traffic-class-map {
dscp traffic-class-map-name{
traffic-class {
real-time code-points value;
network-control code-points value;
best-effort code-points value;

}
}
exp traffic-class-map-name{
traffic-class {
real-time code-points value;
network-control code-points value;
best-effort code-points value;

}
}
ieee-802.1 traffic-class-map-name{
traffic-class {
real-time code-points value;
network-control code-points value;
best-effort code-points value;

}
}
ieee-802.1ad traffic-class-map-name{
traffic-class {
real-time code-points value;
network-control code-points value;
best-effort code-points value;

}
}
inet precedence traffic-class-map-name{
traffic-class {
real-time code-points value;
network-control code-points value;
best-effort code-points value;

}
}

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced in Junos OS Release 14.2 for T4000 routers with Type 5 FPCs.

Statement introduced in Junos OS Release 17.2 for MX Series routers with MPCs.

Description Define the traffic class map for a packet on the basis of the CoS code points.

Traffic classmap is auser-configurable inputprioritymap that helpsprioritize andclassify

traffic entering a Packet Forwarding Engine during ingress oversubscription. You can

define traffic class maps for a packet on the basis of the following CoS code points:
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• Differentiated Services code point (DSCP) for IP DiffServ

• IP precedence bits

• MPLS EXP bits

• IEEE 802.1 bits

• IEEE 802.1ad drop eligible indicator (DEI) bits

You can associate the code point values to one of the following traffic classes:

• Real-time

• Network control

• Best-effort

Options dscp—DSCP traffic class map. Applies to both IPv4 and IPv6 traffic.

exp—MPLS EXP traffic class map.

ieee-802.1—IEEE 802.1 traffic class map.

ieee-802.1ad—IEEE 802.1ad traffic class map.

inet-precedence—IPv4 precedence traffic class map.

traffic-class-map-name—Name of the input priority map.

traffic-class best-effort—Map code points to a best-effort traffic class.

traffic-class network-control—Map code points to a network control traffic class.

traffic-class real-time—Map code points to a real-time traffic class.

code-points [code-point-alias | code-point-value]—Listof codepointaliasesandbit strings.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• show class-of-service forwarding-table traffic-class-map on page 1243

• show class-of-service traffic-class-map on page 1292

• Managing Ingress Oversubscription at the PFE on page 590

• Configuring Traffic Class Maps to Manage Ingress Oversubscription on page 591

• Example: Configuring Traffic Class Maps on page 594
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traffic-class-map (Apply to Interface)

Supported Platforms MXSeries, T4000

Syntax traffic-class-map {
(dscp | inet precedence) traffic-class-map-name;
exp traffic-class-map-name;
(ieee-802.1p | ieee-802.1ad) traffic-class-map-name <vlan-tag (inner | outer)>;

}

Hierarchy Level [edit class-of-service interfaces interface-name ]

Release Information Statement introduced in Junos OS Release 14.2 for T4000 routers with Type 5 FPCs.

Statement introduced in Junos OS Release 17.2 for MX Series routers with MPCs.

Description Associate traffic class maps with an interface.

Options dscp—DSCP traffic class map; applies to both IPv4 and IPv6 traffic.

exp—MPLS EXP traffic class map.

ieee-802.1—IEEE 802.1 traffic class map.

ieee-802.1ad—IEEE 802.1ad traffic class map.

inet-precedence—IPv4 precedence traffic class map.

traffic-class-map-name—Name of the input priority map.

vlan-tag inner—Traffic class map based on the inner VLAN tag to be associated with an

interface. By default, the outer VLAN tag is associated with an interface.

vlan-tag outer—Traffic class map based on the outer VLAN tag to be associated with an

interface.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• show class-of-service forwarding-table traffic-class-map on page 1243

• show class-of-service traffic-class-map on page 1292

• Managing Ingress Oversubscription at the PFE on page 590

• Configuring Traffic Class Maps to Manage Ingress Oversubscription on page 591

• Example: Configuring Traffic Class Maps on page 594
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traffic-control-profiles

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax traffic-control-profiles profile-name {
adjust-minimum rate;
atm-service (cbr | rtvbr | nrtvbr);
delay-buffer-rate (percent percentage | rate);
excess-rate (percent percentage | proportion value );
excess-rate-high (percent percentage | proportion value);
excess-rate-low (percent percentage | proportion value);
guaranteed-rate (percent percentage | rate) <burst-size bytes>;
max-burst-size cells;
overhead-accounting (frame-mode | cell-mode | frame-mode-bytes | cell-mode-bytes)
<bytes (byte-value)>;

peak-rate rate;
scheduler-mapmap-name;
shaping-rate (percent percentage | rate) <burst-size bytes>;
shaping-rate-excess-high rate [ burst-size bytes ];
shaping-rate-excess-low rate [ burst-size bytes ];
shaping-rate-priority-high rate [ burst-size bytes ];
shaping-rate-priority-low rate [ burst-size bytes ];
shaping-rate-priority-medium rate [ burst-size bytes ];
strict-priority-scheduler;
sustained-rate rate;

}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced in Junos OS Release 7.6.

Description ForGigabit Ethernet IQ,Channelized IQPICs, FRF.15andFRF.16LSQ interfaces, Enhanced

Queuing (EQ)DPCs, andPTXSeries routers only, configure traffic shapingandscheduling

profiles. For Enhanced EQ PICs, EQ DPCs, and PTX Series routers only, you can include

the excess-rate statement.

Options profile-name—Name of the traffic-control profile.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Oversubscribing Interface Bandwidth on page 251

• Understanding Scheduling on PTX Series Routers on page 541

• output-traffic-control-profile on page 1115
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traffic-manager

Supported Platforms MSeries,MXSeries, T Series, vSRX

List of Syntax Syntax (MX Series) Configure Queue Monitoring on page 1191

Syntax (MX Series, T Series) on page 1191

Syntax (M Series) on page 1191

Syntax (vSRX) on page 1192

Syntax (MX Series)
Configure Queue

Monitoring

traffic-manager {
egress-shaping-overhead number;
ingress-shaping-overhead number;
mode {
egress-only;
ingress-and-egress;
session-shaping;

}
packet-timestamp {
enable;

}
queue-threshold {
fabric-queue {
priority high/low {
threshold threshold-percentage;

}
}
wan-queue {
priority high/medium-high/medium-low/low {
threshold threshold-percentage;

}
}

}
}

Syntax (MX Series, T
Series)

traffic-manager {
egress-shaping-overhead number;
ingress-shaping-overhead number;
mode {
egress-only;
ingress-and-egress;

}
}

Syntax (M Series) traffic-manager {
egress-shaping-overhead number;
ingress-shaping-overhead number;
mode {
egress-only;
ingress-and-egress;
session-shaping;

}
}
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Syntax (vSRX) traffic-manager {
egress-shaping-overhead number;

}

Hierarchy Level [edit chassis fpc slot-number],
[edit chassis fpc slot-number pic pic-number],
[edit chassis lcc number fpc slot-number pic pic-number] (Routing Matrix)

Release Information Statement introduced in Junos OS Release 8.3.

Description Enable CoS queuing, scheduling, and shaping on an L2TP session.

NOTE: Committing changes to traffic-manager automatically restarts any

necessary components (PICs, DPCs, or FPCs).
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Options queue-threshold—Enablemonitoring of Fabric andWAN queues.When the fabric-queue

statement is configured, an SNMP trap is generated whenever the fabric power

utilization exceeds the configured threshold value.

Whenwan-queue is configured, an SNMP trap is generated whenever theWAN queue

depth exceeds the configured threshold value.

egress-shaping-overheadnumber—When trafficmanagement (queueingandscheduling)

is configured on the egress side, the number of CoS shaping overhead bytes to add

to the packets on the egress interface.

Replace numberwith a value from -63 through 192 bytes.

For vSRX, replace numberwith a value from -62 through 192 bytes.

NOTE: The L2 headers (DA/SA + VLAN tags) are automatically a part of the
shaping calculation.

ingress-shaping-overheadnumber—WhenL2TPsessionshaping is configured, thenumber

of CoS shaping overhead bytes to add to the packets on the ingress side of the L2TP

tunnel to determine the shaped session packet length.

When session shaping is not configured and traffic management (queueing and

scheduling) is configured on the ingress side, the number of CoS shaping overhead

bytes to add to the packets on the ingress interface.

Replace numberwith a value from—63 through 192 bytes.

mode—Configure CoS traffic manager mode of operation. This option has the following

suboptions:

• egress-only—Enable CoS queuing and scheduling on the egress side for the PIC that

houses the interface. This is the default mode for an Enhanced Queueing (EQ) DPC

on MX Series routers.

NOTE: If ingress packet dropsare observedat ahigh rate for an IQ2or IQ2E
PIC, configure the traffic-manager statement to work in the egress-only

mode.

• ingress-and-egress—Enable CoS queueing and scheduling on both the egress and

ingress sides for the PIC. This is the default mode for IQ2 and IQ2E PICs on M Series

and T Series routers.

NOTE:

• For EQ DPCs, youmust configure the traffic-manager statement with

ingress-and-egressmode to enable ingress CoS on the EQ DPC.
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• EQ DPCs have 250ms of buffering, with only egress queueing (default
mode). When ingress-and-egress is configured, the buffer is partitioned

as 50ms for the ingress direction and 200ms for the egress direction.

• session-shaping—(MSeries routersonly)Configure the IQ2PICmode for session-aware

traffic shaping to enable L2TP session shaping.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring CoS for L2TP Tunnels on ATM Interfaces on page 770

• Enabling a Timestamp for Ingress and Egress Queue Packets on page 532

• show interfaces queue on page 1304
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translation-table

Syntax translation-table {
(to-dscp-from-dscp | to-dscp-ipv6-from-dscp-ipv6 | to-exp-from-exp |
to-inet-precedence-from-inet-precedence) table-name {
to-code-point value from-code-points (* | [ values ]);

}
}

Hierarchy Level [edit class-of-service]

Release Information Statement introduced in Junos OS Release 9.3.

Support on Multiservices PIC added in Junos OS Release 9.5.

Description For an Enhanced IQ PIC or Multiservices PIC, specify the input translation tables. You

must also apply the translation table to a logical interface on the Enhanced IQ PIC or

Multiservices PIC.

Default If you do not include this statement, the ToS bit values in received packet headers are

not changed by the PIC.

Options to-dscp-from-dscp—(Optional) Translate incoming IPv4 DSCP values to new values.

Youmust also configure and apply a DSCP classifier.

to-dscp-ipv6-from-dscp-ipv6—(Optional) Translate incoming IPv6 DSCP values to new

values. Youmust also configure and apply an IPv6 DSCP classifier.

to-inet-precedence-from-inet-precedence—(Optional) Translate incoming INET

precedence values to new values.

to-exp-from-exp—(Optional) Translate incoming MPLS EXP values to new values.

table-name—The name of the translation table.

value—The bit string to which to translate the incoming bit value.

value(s)—The bit string(s) fromwhich the incoming bit value(s) are translated.

*—(Optional) This translation matches all bit patterns not explicitly listed.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring ToS Translation Tables on page 672

• Multiservices PIC ToS Translation on page 635
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transmit-rate (Schedulers)

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax transmit-rate (rate | percent percentage | remainder) <exact | rate-limit>;

Hierarchy Level [edit class-of-service schedulers scheduler-name]

Release Information Statement introduced before Junos OS Release 7.4.

rate-limit option introduced in Junos OS Release 8.3. Applied to the Multiservices PICs

in Junos OS Release 9.4.

Statement introduced in Junos OS Release 12.1X48 for PTX Series routers.

Statement introduced in Junos OS Release 12.2 for ACX Series routers.

Description Specify the transmit rate or percentage for a scheduler.

Default If you do not include this statement, the default scheduler transmission rate and buffer

size percentages for queues0 through 7are95, 0, 0, 5, 0, 0, 0, and0percent, respectively.

Options exact—(Optional) Enforce the exact transmission rate. Under sustained congestion, a

rate-controlled queue that goes into negative credit fills up and eventually drops

packets. This value should never exceed the rate-controlled amount. For PTX Series

routers, this option is allowed only on the non-strict-high (high, medium-high,

medium-low, or low) queues.

percent percentage—Percentage of transmission capacity. A percentage of zero drops

all packets in the queue unless additional bandwidth is available fromother queues.

Range: 0 through 100 percent for M, MX and T Series routers and EX Series switches; 1
through 100 percent for PTX Series routers; 0 through 200 percent for the

SONET/SDHOC48/STM16 IQE PIC

NOTE:

OnMSeriesMultiservice Edge Routers, for interfaces configured on 4-port
E1 and 4-port T1 PICs only, you can configure a percentage value only from

•

11 through 100. These twoPICsdonot support transmission rates less than
11 percent.

• The configuration of the transmit-rate percent 0 exact statement at the

[edit class-of-service schedules scheduler-name] hierarchy is ineffective on

T4000 routers with Type 5 FPC.

• OnMIC andMPC interfaces onMX Series routers, when the transmit rate
is configuredasapercentageandexactor rate-limit is enabledonaqueue,
the shaping rate of the parent node is used to compute the transmit rate.
If exact or rate-limit is not configured, the guaranteed rate of the parent
node is used to compute the transmit rate.
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• On PTX Series routers, unconfigured interfaces are equivalent to percent

0. This means the system offers no guaranteed rate on the interface, and

the queue will always be scheduled in the excess priority.

rate—Transmission rate, in bps. You can specify a value in bits per second either as a

complete decimal number or as a decimal number followed by the abbreviation

k (1000),m (1,000,000), or g (1,000,000,000).

Range: 3200 through 6,400,000,000,000 bps

NOTE: For all MX Series interfaces, the rate can be from 65,535
through 6,400,000,000,000 bps.

rate-limit—(Optional) Limit the transmission rate to the rate-controlled amount by

applying a policing action to the queue. Packets are hard-dropped when traffic

exceeds the specified maximum transmission rate.

NOTE: For PTX Series routers, this option is allowed only on the strict-high
queue. We recommend that you configure rate limit on strict-high queues
because the other queuesmay not meet their guaranteed bandwidths. The
rate-limit option cannot rate limit the queue if strict-priority scheduling is

configured with the strict-priority-scheduler statement.

NOTE: The configuration of the rate-limit statement is supported on T4000

routers only with a Type 5 FPC.

remainder—Use the remaining rate available.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Schedulers on page 235

• Configuring Scheduler Transmission Rate on page 260

• Understanding Scheduling on PTX Series Routers on page 541
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transmit-weight

Supported Platforms MSeries, T Series

Syntax transmit-weight (cells number | percent number);

Hierarchy Level [edit interfaces at-fpc/pic/portatm-options scheduler-mapsmap-name forwarding-class)
class-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, assign a transmission weight to a forwarding class.

Default 95 percent for queue 0, 5 percent for queue 3.

Options percent percentage—Transmission weight of the forwarding class as a percentage of the

total bandwidth.

Range: 5 through 100

cells number—Transmission weight of the forwarding class as a number of cells.

Range: 0 through 32,000

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying Scheduler Maps to ATM Interfaces on page 774

transparent

Supported Platforms EX Series,M320,MXSeries

Syntax transparent;

Hierarchy Level [edit class-of-service interfaces interface-nameunit logical-unit-numberclassifiers ieee802.1
vlan-tag]

Release Information Statement introduced in Junos OS Release 11.2

Description Packet classification based on the transparent VLAN tag.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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tri-color

Supported Platforms EX Series

Syntax tri-color;

Hierarchy Level [edit class-of-service]

Release Information Statement introduced in Junos OS Release 7.4.

Description For IPv4 packets on M320, MX Series, T Series routers with Enhanced II Flexible PIC

Concentrators (FPCs), andEXSeries switches, enable tricolormarking (TCM), asdefined

in RFC 2698.

Default If you do not include this statement, tricolor marking is not enabled and themedium

packet loss priority (PLP) is not configurable.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring and Applying Tricolor Marking Policers on page 165
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tunnel-services (Chassis)

Supported Platforms ACX Series,M120,MX240, T1600, T640

Syntax tunnel-services {
bandwidth bandwidth-value;
tunnel-only;

}

Hierarchy Level [edit chassis fpc slot-number pic number]

Release Information Statement introduced in Junos OS Release 8.2.

Statement introduced in Junos OS Release 12.3X54 for ACX Series routers.

Description For MX Series 3D Universal Edge Routers, configure the amount of bandwidth for tunnel

services.

For ACX Series routers, configure the amount of bandwidth for tunnel services. Only

bandwidths of 1 Gbps and 10 Gbps are supported for ACX routers.

For M7i, M10i, M120, M320, T Series and TXMatrix routers with IQ2 PICs and IQ2E PICs,

configure support for per unit scheduling for GRE tunnels. You can specify the IQ2 and

IQ2E PICs towork exclusively in tunnelmode or as a regular PIC. The default setting uses

IQ2 and IQ2E PICs as a regular PIC. If you do not configure the tunnel-only option, the IQ2

and IQ2 PICs operate as regular PICs. For M7i, M10i, M120, M320, T Series and TXMatrix

routers with IQ2 PICs and IQ2E PICs, you can use the tunnel-only option to specify that

an IQ2 or IQ2E PIC work in tunnel mode only.

NOTE: Bandwidth ratesof20gigabitspersecondand40gigabitspersecond
require use of an MX Series router with the 100-Gigabit Ethernet Modular
Port Concentrator (MPC) and the 100-Gigabit CFPMIC.

NOTE: OnMX80 routers andMX Series routers with Trio-based FPCs, when
ingress queuing is enabled for a PIC, tunnel services and inline services are
not supported on the same PIC.

Options tunnel–only (Optional)—For M7i, M10i, M120, M320, T Series and TXMatrix routers with

IQ2 PICs and IQ2E PICs, specify that an IQ2 or IQ2E PIC work in tunnel mode only.

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.
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Related
Documentation

• Example: Configuring Tunnel Interfaces on a Gigabit Ethernet 40-Port DPC

• Example: Configuring Tunnel Interfaces on a 10-Gigabit Ethernet 4-Port DPC

• Example: Configuring Tunnel Interfaces on the MPC3E

• bandwidth (Tunnel Services)
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unit

Supported Platforms EX Series,MSeries,MXSeries, T Series

Syntax unit logical-unit-number {
classifiers {
type (classifier-name | default) family (mpls | all);

}
forwarding-class class-name;
fragmentation-mapmap-name;
input-traffic-control-profile profile-name shared-instance instance-name;
output-traffic-control-profile profile-name shared-instance instance-name;
per-session-scheduler;
rewrite-rules {
dscp (rewrite-name | default);
dscp-ipv6 (rewrite-name | default);
exp (rewrite-name | default)protocol protocol-types;
exp-push-push-push default;
exp-swap-push-push default;
ieee-802.1 (rewrite-name | default) vlan-tag (outer | outer-and-inner);
inet-precedence (rewrite-name | default);

}
scheduler-mapmap-name;
shaping-rate rate;

}

Hierarchy Level [edit class-of-service interfaces interface-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description Configure a logical interfaceon thephysical device. Youmust configure a logical interface

to be able to use the physical device.

Options logical-unit-number—Number of the logical unit.

Range: 0 through 16,384

The remaining statements are explained separately. See CLI Explorer.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• UnderstandingHowBehaviorAggregateClassifiersPrioritizeTrustedTraffic onpage33

• Configuring Rewrite Rules on page 365
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vbr

Supported Platforms M120,MXSeries, T1600, T640

Syntax vbr peak rate sustained rate burst length;

Hierarchy Level [edit interfaces interface-name atm-options vpi vpi-identifier shaping],
[edit interfaces interface-name unit logical-unit-number address address family family
multipoint-destination address shaping ],

[edit interfaces interface-name unit logical-unit-number shaping ],
[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
address address family familymultipoint-destination address shaping ],

[edit logical-systems logical-system-name interfaces interface-nameunit logical-unit-number
shaping ]

Release Information Statement introduced before Junos OS Release 7.4.

Description ForATMencapsulationonly, define thevariablebandwidthutilization in the traffic-shaping

profile.

When you configure the variable bandwidth utilization, youmust specify all threeoptions

(burst, peak, and sustained). You can specify the rate in bits per second either as a

completedecimalnumberorasadecimalnumber followedby theabbreviationk (1000),

m (1,000,000), or g (1,000,000,000). You can also specify the rate in cells per second

by entering a decimal number followed by the abbreviation c; values expressed in cells

per second are converted to bits per second bymeans of the formula 1 cps = 384 bps.

Default If the vbr statement is not specified, bandwidth utilization is unlimited.

Options burst length—Burst length, in cells. If you set the length to 1, the peak traffic rate is used.

Range: 1 through 4000 cells

peak rate—Peak rate, in bits per second or cells per second.

Range: For ATM1 interfaces, 33 Kbps through 135.6 Mbps (ATMOC3); 33 Kbps through

276 Mbps (ATMOC12). For ATM2 IQ OC3 and OC12 interfaces, 33 Kbps through

542,526,792 bps. For ATM2 IQ OC48 interfaces, 33 Kbps through 2,170,107,168 bps.

For ATM2 IQDS3 and E3 interfaces, from 33 Kbps through themaximum rate, which

depends on the ATM encapsulation and framing you configure.

sustained rate—Sustained rate, in bits per second or cells per second.

Range: For ATM1 interfaces, 33 Kbps through 135.6 Mbps (ATMOC3); 33 Kbps through

276 Mbps (ATMOC12). For ATM2 IQ OC3 and OC12 interfaces, 33 Kbps through

542,526,792 bps. For ATM2 IQ OC48 interfaces, 33 Kbps through 2,170,107,168 bps.

For ATM2 IQDS3 and E3 interfaces, from 33 Kbps through themaximum rate, which

depends on the ATM encapsulation and framing you configure.
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Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring ATM CBR

• Applying Scheduler Maps to Logical ATM Interfaces on page 780

• cbr on page 970

• rtvbr on page 1149

• shaping on page 1160

vc-cos-mode

Supported Platforms MSeries, T Series

Syntax vc-cos-mode (alternate | strict);

Hierarchy Level [edit interfaces interface-name atm-options scheduler-mapsmap-name]

Release Information Statement introduced before Junos OS Release 7.4.

Description For ATM2 IQ interfaces only, specify packet-scheduling priority value for ATM2 IQ VC

tunnels.

Options alternate—VC CoS queue has high priority. The scheduling of the queues alternates

between thehigh-priorityqueueand the remainingqueues, soeveryother scheduled

packet is from the high-priority queue.

strict—VC CoS queue has strictly high priority. A queue with strict high priority is always

scheduled before the remaining queues. The remaining queues are scheduled in

round-robin fashion.

Default: alternate

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• ATM2 IQ VC Tunnel CoS Components Overview

• Applying Scheduler Maps to ATM Interfaces on page 774
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vci

Supported Platforms ACX Series,M120,MX240,QFabric System, T1600, T640

Syntax vci vpi-identifier.vci-identifier;

Hierarchy Level [edit interfaces at-fpc/pic/port unit logical-unit-number],
[edit interfaces at-fpc/pic/port unit logical-unit-number family family address address
multipoint-destination address],

[edit logical-systems logical-system-name interfacesat-fpc/pic/portunit logical-unit-number],
[edit logical-systems logical-system-name interfacesat-fpc/pic/portunit logical-unit-number
family family address addressmultipoint-destination address]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 11.1 for the QFX Series.

Statement introduced in Junos OS Release 12.2 for the ACX Series Universal Access

routers.

Description For ATMpoint-to-point logical interfaces only, configure the virtual circuit identifier (VCI)

and virtual path identifier (VPI).

To configure a VPI for a point-to-multipoint interface, specify the VPI in the

multipoint-destination statement.

VCIs 0 through 31 are reserved for specific ATM values designated by the ATM Forum.

Options vci-identifier—ATM virtual circuit identifier. Unless you configure the interface to use

promiscuous mode, this value cannot exceed the highest-numbered VC configured

for the interface with themaximum-vcs option of the vpi statement.

Range: 0 through 4089 or 0 through 65,535 with promiscuous mode, with VCIs
0 through 31 reserved.

vpi-identifier—ATM virtual path identifier.

Range: 0 through 255

Default: 0

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring a Point-to-Point ATM1 or ATM2 IQ Connection

• Applying Scheduler Maps to Logical ATM Interfaces on page 780

• multipoint-destination

• promiscuous-mode

• vpi (ATM CCC Cell-Relay Promiscuous Mode)
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video (Application Profile)

Supported Platforms MSeries,MXSeries, T Series

Syntax video {
dscp (alias | bits);
forwarding-class class-name;

}

Hierarchy Level [edit services cos application-profileprofile-name sip]

Release Information Statement introduced in Junos OS Release 9.3.

Description Set the appropriate dscp and forwarding-class values for SIP video traffic.

Default By default, the systemwill not alter the DSCP or forwarding class for SIP video traffic.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Application Profiles on page 627

• voice (Application Profile) on page 1209
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vlan-tag

Supported Platforms ACX Series, EX Series

Syntax vlan-tag (outer | outer-and-inner);

Hierarchy Level [edit class-of-service interfaces interface-name unit logical-unit-number rewrite-rules
ieee-802.1 (rewrite-name | default)]

Release Information Statement introduced in Junos OS Release 8.1.

Description For Gigabit Ethernet IQ2 PICs only, apply this IEEE-802.1 rewrite rule to the outer or outer

and inner VLAN tags.

Default If you do not include this statement, the rewrite rule applies to the outer VLAN tag only.

Options outer—Apply the rewrite rule to the outer VLAN tag only.

outer-and-inner—Apply the rewrite rule to both the outer and inner VLAN tags.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Applying IEEE 802.1p Rewrite Rules to Dual VLAN Tags on page 367
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vlan-tagging

Supported Platforms ACX Series, EX Series, EX4600,MSeries,MXSeries, PTX Series,QFX Series, SRX Series, T

Series

Syntax vlan-tagging;

Hierarchy Level [edit interfaces interface-name],
[edit logical-systems logical-system-name interfaces interface-name]

Release Information Statement introduced before Junos OS Release 7.4.

Statement introduced in Junos OS Release 9.0 for EX Series switches.

Statement introduced in Junos OS Release 12.2 for ACX Series Universal Access Routers.

Statement introduced in Junos OS Release 13.2 for PTX Series Routers.

Statement introduced in Junos OS Release 14.1X53-D10 for the QFX Series.

Description For Fast Ethernet and Gigabit Ethernet interfaces, aggregated Ethernet interfaces

configured for VPLS, and pseudowire subscriber interfaces, enable the reception and

transmission of 802.1Q VLAN-tagged frames on the interface.

NOTE: On EXSeries switches except for EX4300 and EX9200 switches, the
vlan-tagging and family ethernet-switching statements cannot be configured

on the same interface. Interfaces on EX2200, EX3200, EX3300, EX4200,
and EX4500 switches are set to family ethernet-switching by the default

factory configuration. EX6200 and EX8200 switch interfaces do not have a
default family setting.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• 802.1Q VLANs Overview

• vlan-id

• Configuring a Layer 3 Subinterface (CLI Procedure)

• Configuring Tagged Aggregated Ethernet Interfaces

• Example: Configuring Layer 3 Subinterfaces for a Distribution Switch and an Access

Switch
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voice (Application Profile)

Supported Platforms MSeries,MXSeries, T Series

Syntax voice {
dscp (alias | bits);
forwarding-class class-name;

}

Hierarchy Level [edit services cos application-profileprofile-name sip]

Release Information Statement introduced in Junos OS Release 9.3.

Description Set the appropriate dscp and forwarding-class values for SIP voice traffic.

Default By default, the systemwill not alter the DSCP or forwarding class for SIP voice traffic.

Required Privilege
Level

interface—To view this statement in the configuration.

interface-control—To add this statement to the configuration.

Related
Documentation

• Configuring Application Profiles on page 627

• video (Application Profile) on page 1206
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CHAPTER 30

Operational Commands

• show class-of-service classifier

• show class-of-service code-point-aliases

• show class-of-service drop-profile

• show class-of-service fabric scheduler-map

• show class-of-service fabric statistics

• show class-of-service forwarding-table

• show class-of-service forwarding-table classifier

• show class-of-service forwarding-table classifier mapping

• show class-of-service forwarding-table drop-profile

• show class-of-service forwarding-table fabric scheduler-map

• show class-of-service forwarding-table rewrite-rule

• show class-of-service forwarding-table rewrite-rule mapping

• show class-of-service forwarding-table scheduler-map

• show class-of-service forwarding-table traffic-class-map

• show class-of-service fragmentation-map

• show class-of-service interface

• show class-of-service loss-priority-rewrite

• show class-of-service l2tp-session

• show class-of-service policy-map

• show class-of-service rewrite-rule

• show class-of-service routing-instance

• show class-of-service scheduler-hierarchy interface

• show class-of-service scheduler-map

• show class-of-service traffic-class-map

• show class-of-service translation-table

• show interfaces forwarding-class-counters

• show interfaces queue

• show interfaces voq

1211Copyright © 2017, Juniper Networks, Inc.



show class-of-service classifier

Supported Platforms EXSeries,MSeries,MXSeries,NFXSeries,OCX1100,PTXSeries,QFabricSystem,QFXSeries,

T Series

Syntax show class-of-service classifier
<name name>
<type dscp | type dscp-ipv6 | type exp | type ieee-802.1 | type inet-precedence>

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 9.0 for EX Series switches.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Description For each class-of-service (CoS) classifier, display the mapping of code point value to

forwarding class and loss priority.

Options none—Display all classifiers.

name name—(Optional) Display named classifier.

type dscp—(Optional) Display all classifiers of the Differentiated Services code point
(DSCP) type.

type dscp-ipv6—(Optional) Display all classifiers of the DSCP for IPv6 type.

type exp—(Optional) Display all classifiers of the MPLS experimental (EXP) type.

type ieee-802.1—(Optional) Display all classifiers of the ieee-802.1 type.

type inet-precedence—(Optional) Display all classifiers of the inet-precedence type.

Required Privilege
Level

view

List of Sample Output show class-of-service classifier type ieee-802.1 on page 1213
show class-of-service classifier type ieee-802.1 (QFX Series) on page 1213

Output Fields Table 146 on page 1212 describes the output fields for the show class-of-service classifier

command. Output fields are listed in the approximate order in which they appear.

Table 146: show class-of-service classifier Output Fields

Field DescriptionField Name

Name of the classifier.Classifier

Typeof the classifier: exp (not onEXSeries switch),dscp,dscp-ipv6
(not on EX Series switch), ieee-802.1, or inet-precedence.

Code point type
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Table 146: show class-of-service classifier Output Fields (continued)

Field DescriptionField Name

Internal index of the classifier.Index

Code point value used for classificationCode point

Classification of a packet affecting the forwarding, scheduling, and
marking policies applied as the packet transits the router.

Forwarding class

Loss priority value used for classification. For most platforms, the
value is high or low. For some platforms, the value is high,
medium-high,medium-low, or low.

Loss priority

Sample Output

show class-of-service classifier type ieee-802.1

user@host> show class-of-service classifier type ieee-802.1
Classifier: ieee802.1-default, Code point type: ieee-802.1, Index: 3
Code Point         Forwarding Class                  Loss priority
  000              best-effort                         low         
  001              best-effort                         high        
  010              expedited-forwarding                low         
  011              expedited-forwarding                high        
  100              assured-forwarding                  low         
  101              assured-forwarding                  medium-high 
  110              network-control                     low         
  111              network-control                     high        

Classifier: users-ieee802.1, Code point type: ieee-802.1
  Code point         Forwarding class                    Loss priority
  100                expedited-forwarding                low 

show class-of-service classifier type ieee-802.1 (QFX Series)

user@switch> show class-of-service classifier type ieee-802.1
Classifier: ieee8021p-default, Code point type: ieee-802.1, Index: 11
  Code point         Forwarding class                    Loss priority
  000                best-effort                         low         
  001                best-effort                         low         
  010                best-effort                         low         
  011                fcoe                                low         
  100                no-loss                             low         
  101                best-effort                         low         
  110                network-control                     low         
  111                network-control                     low         

Classifier: ieee8021p-untrust, Code point type: ieee-802.1, Index: 16
  Code point         Forwarding class                    Loss priority
  000                best-effort                         low         
  001                best-effort                         low         
  010                best-effort                         low         
  011                best-effort                         low         
  100                best-effort                         low         
  101                best-effort                         low         
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  110                best-effort                         low         
  111                best-effort                         low         

Classifier: ieee-mcast, Code point type: ieee-802.1, Index: 46
  Code point         Forwarding class                    Loss priority
  000                mcast                               low         
  001                mcast                               low         
  010                mcast                               low         
  011                mcast                               low         
  100                mcast                               low         
  101                mcast                               low         
  110                mcast                               low         
  111                mcast                               low    
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show class-of-service code-point-aliases

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, NFX Series,OCX1100, PTX Series,QFX Series, T

Series

Syntax show class-of-service code-point-aliases
<dscp | dscp-ipv6 | exp | ieee-802.1 | inet-precedence>

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 9.0 for EX Series switches.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Description Display the mapping of class-of-service (CoS) code point aliases to corresponding bit

patterns.

Options none—Display code point aliases of all code point types.

dscp—(Optional) Display Differentiated Services code point (DSCP) aliases.

dscp-ipv6—(Optional) Display IPv6 DSCP aliases.

exp—(Optional) Display MPLS EXP code point aliases.

ieee-802.1—(Optional) Display IEEE-802.1 code point aliases.

inet-precedence—(Optional) Display IPv4 precedence code point aliases.

Required Privilege
Level

view

List of Sample Output show class-of-service code-point-aliases exp on page 1216

Output Fields Table 147 on page 1215 describes the output fields for the show class-of-service

code-point-aliases command. Output fields are listed in the approximate order in which

they appear.

Table 147: show class-of-service code-point-aliases Output Fields

Field DescriptionField Name

Typeof thecodepointsdisplayed:dscp,dscp-ipv6 (notonEXSeries
switch), exp (not on EXSeries switch or theQFXSeries), ieee-802.1,
or inet-precedence (not on the QFX Series).

Code point type

Alias for a bit pattern.Alias

Bit pattern for which the alias is displayed.Bit pattern
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Sample Output

show class-of-service code-point-aliases exp

user@host> show class-of-service code-point-aliases exp
Code point type: exp
  Alias              Bit pattern
  af11               100            
  af12               101            
  be                 000            
  be1                001            
  cs6                110            
  cs7                111            
  ef                 010            
  ef1                011            
  nc1                110            
  nc2                111 
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show class-of-service drop-profile

Supported Platforms EXSeries,MSeries,MXSeries,NFXSeries,OCX1100,PTXSeries,QFabricSystem,QFXSeries,

T Series

Syntax show class-of-service drop-profile
<profile-name profile-name>

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 9.0 for EX Series switches.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Description Display data points for each class-of-service (CoS) random early detection (RED) drop

profile.

Options none—Display all drop profiles.

profile-name profile-name—(Optional) Display the specified profile only.

Required Privilege
Level

view

List of Sample Output show class-of-service drop-profile on page 1218
show class-of-service drop-profile (EX4200 Switch) on page 1218
show class-of-service drop-profile (EX8200 Switch) on page 1218

Output Fields Table 148onpage 1217describes theoutput fields for the showclass-of-servicedrop-profile

command. Output fields are listed in the approximate order in which they appear.

Table 148: show class-of-service drop-profile Output Fields

Field DescriptionField Name

Name of a drop profile.Drop profile

Type of drop profile:

• discrete (default)

• interpolated (EX8200 switches, QFX Series switches, QFabric
systems, EX4600 switches, OCX Series switches only)

Type

Internal index of this drop profile.Index

Percentage fullness of a queue.Fill Level

Drop probability at this fill level.Drop probability
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Sample Output

show class-of-service drop-profile

user@host> show class-of-service drop-profile
Drop profile: <default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: user-drop-profile, Type: interpolated, Index: 2989
  Fill level    Drop probability
           0                   0
           1                   1
           2                   2
           4                   4
           5                   5
           6                   6
           8                   8
          10                  10
          12                  15
          14                  20
          15                  23
        ... 64 entries total
          90                  96
          92                  96
          94                  97
          95                  98
          96                  98
          98                  99
          99                  99
         100                 100

show class-of-service drop-profile (EX4200 Switch)

user@switch> show class-of-service drop-profile
Drop profile: <default-drop-profile>, Type: discrete, Index: 1
  Fill level
         100
Drop profile: dp1, Type: discrete, Index: 40496
  Fill level
          10

show class-of-service drop-profile (EX8200 Switch)

user@switch> show class-of-service drop-profile
Drop profile: <default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: dp1, Type: interpolated, Index: 40496
  Fill level    Drop probability
           0                   0
           1                  80
           2                  90
           4                  90
           5                  90
           6                  90
           8                  90
          10                  90
          12                  91
          14                  91
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          15                  91
          16                  91
          18                  91
          20                  91
          22                  92
          24                  92
          25                  92
          26                  92
          28                  92
          30                  92
          32                  93
          34                  93
          35                  93
          36                  93
          38                  93
          40                  93
          42                  94
          44                  94
          45                  94
          46                  94
          48                  94
          49                  94
          51                  95
          52                  95
          54                  95
          55                  95
          56                  95
          58                  95
          60                  95
          62                  96
          64                  96
          65                  96
          66                  96
          68                  96
          70                  96
          72                  97
          74                  97
          75                  97
          76                  97
          78                  97
          80                  97
          82                  98
          84                  98
          85                  98
          86                  98
          88                  98
          90                  98
          92                  99
          94                  99
          95                  99
          96                  99
          98                  99
          99                  99
         100                 100
Drop profile: dp2, Type: discrete, Index: 40499
  Fill level    Drop probability
          10                   5
          50                  50
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show class-of-service fabric scheduler-map

Supported Platforms EX Series,M320,MXSeries, T Series

Syntax show class-of-service fabric scheduler-map

Release Information Command introduced before Junos OS Release 7.4.

Description (M320 routers, MX Series routers, T Series routers and EX Series switches only) Display

the mapping of class-of-service (CoS) schedulers to switch fabric traffic priorities and

a summary of scheduler parameters for each priority.

Options This command has no options.

Required Privilege
Level

view

List of Sample Output show class-of-service fabric scheduler-map on page 1220

Output Fields Table 149 on page 1220 describes the output fields for the show class-of-service fabric

scheduler-map command.Output fields are listed in the approximate order inwhich they

appear.

Table 149: show class-of-service fabric scheduler-mapOutput Fields

Field DescriptionField Name

Indicates the fabric traffic priority. Currently, two priorities are supported: low and high.Fabric priority

Name of the scheduler.Scheduler

Index of the indicated object. Objects that have indexes in this output include schedulers and drop
profiles.

Index

Display the assignment of drop profile by name and index to a given loss priority and protocol pair:

• Loss priority—Packet loss priority for drop profile assignment.

• Protocol—Transport protocol for drop profile assignment.

• Name—Name of the drop profile.

Drop profiles

Sample Output

show class-of-service fabric scheduler-map

user@host> show class-of-service fabric scheduler-map
Fabric priority: low
  Scheduler: fab-ef-scheduler, Index: 60211
    Drop profiles:
      Loss priority   Protocol    Index    Name
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      Low             non-TCP     44321    fab-ef-profile
      Low             TCP         44321    fab-ef-profile
      High            non-TCP     44321    fab-ef-profile
      High            TCP         44321    fab-ef-profile

Fabric priority: high
  Scheduler: fab-ef-scheduler, Index: 60211
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             non-TCP     44321    fab-ef-profile
      Low             TCP         44321    fab-ef-profile
      High            non-TCP     44321    fab-ef-profile
      High            TCP         44321    fab-ef-profile
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show class-of-service fabric statistics

Supported Platforms EX Series,M320,MXSeries, T Series

Syntax show class-of-service fabric statistics
<destination fpc-number>
<detail>
<source fpc-number>
<summary>

Release Information Command introduced before Junos OS Release 7.4.

Description (M120, M320, MX240, MX480, MX960, MX2010, MX2020, and T Series routers only)

Display class-of-service (CoS) switch fabric queue statistics.

NOTE: OntheSwitchControlBoard(SCB)andtheSCBEonMXSeries routers,
the ratio between high-priority queue and low-priority queue for traffic
scheduled to enter the fabric is 85:15. However, on the SCBE2, this ratio is
97:3.

NOTE: After an FPC restart, executing this command can return an Error =

Operation timed outmessage for up to aminute even though the FPC is back

online. No statistics are lost during this time, however.

Options none—Same as summary.

destination fpc-number—(Optional)Displaydetails for the specifieddestinationFlexible
PIC Concentrator (FPC). The FPC number is a value from 0 through 7.

detail—(Optional) Display detailed statistics at the PFE level.

source fpc-number—(Optional) Display details for the specified source FPC. The FPC
number is a value from 0 through 7.

summary—(Optional) Display all switch fabric statistics.

Required Privilege
Level

view

List of Sample Output show class-of-service fabric statistics on page 1223
show class-of-service fabric statistics detail on page 1224
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Output Fields Table 150 on page 1223 describes the output fields for the show class-of-service fabric

statistics command. Output fields are listed in the approximate order in which they

appear.

Table 150: show class-of-service fabric statistics Output Fields

Field DescriptionField Name

Index number associated with the destination FPCDestination FPC Index

Index number associated with the source FPC.Source PFC Index

Fabric queue statistic totals:

• Packets—Total packet count for high-priority and low-priority queues.

• Bytes—Total byte count for high-priority and low-priority queues.

• pps—Total packets-per-second count for high-priority and low-priority queues.

• bps—Total bits-per-second count for high-priority and low-priority queues.

Total statistics

Fabric queue statistics for transmitted traffic:

• Packets—Transmitted packet count for high-priority and low-priority queues.

• Bytes—Transmitted byte count for high-priority and low-priority queues.

• pps—Transmitted packets-per-second count for high-priority and low-priority queues.

• bps—Transmitted bits-per-second count for high-priority and low-priority queues.

Tx statistics

Fabric queue statistics for dropped traffic:

• Packets—Dropped packet count for high-priority and low-priority queues.

• Bytes—Dropped byte count for high-priority and low-priority queues.

• pps—Dropped packets-per-second count for high-priority and low-priority queues.

• bps—Dropped bits-per-second count for high-priority and low-priority queues.

Drop statistics

Fabric queue depth statistics

• Average—Average queue depth in bytes.

• Current—Current queue depth in bytes.

• Max—Maximum queue depth in bytes.

Qdepth statistics

Sample Output

show class-of-service fabric statistics

user@host> show class-of-service fabric statistics
Destination FPC Index: 0, Source FPC Index: 0
 Total statistics:   High priority           Low priority
    Packets:                     0                      0
    Bytes  :                     0                      0
    Pps    :                     0                      0
    bps    :                     0                      0
 Tx statistics:      High priority           Low priority
    Packets:                     0                      0
    Bytes  :                     0                      0
    Pps    :                     0                      0
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    bps    :                     0                      0
 Drop statistics:    High priority           Low priority
    Packets:                     0                      0
    Bytes  :                     0                      0
    Pps    :                     0                      0
    bps    :                     0                      0

Destination FPC Index: 0, Source FPC Index: 1
 Total statistics:   High priority           Low priority
    Packets:                     0                      0
    Bytes  :                     0                      0
    Pps    :                     0                      0
    bps    :                     0                      0
 Tx statistics:      High priority           Low priority
    Packets:                     0                      0
    Bytes  :                     0                      0
    Pps    :                     0                      0
    bps    :                     0                      0
 Drop statistics:    High priority           Low priority
    Packets:                     0                      0
    Bytes  :                     0                      0
...

show class-of-service fabric statistics detail

user@host> show class-of-service fabric statistics detail
Destination FPC Index: 4, Destination Pfe Index: 0, Source FPC Index: 4, Source 
Pfe Index: 0
 Total statistics:   High priority           Low priority
    Packets:                 28953                      0
    Bytes  :              14823936                      0
    Pps    :                    19                      0
    bps    :                 81024                      0
 Tx statistics:      High priority           Low priority
    Packets:                 28953                      0
    Bytes  :              14823936                      0
    Pps    :                    19                      0
    bps    :                 81024                      0
 Drop statistics:    High priority           Low priority
    Packets:                     0                      0
    Bytes  :                     0                      0
    Pps    :                     0                      0
    bps    :                     0                      0
 Qdepth statistics:    High priority           Low priority
    Average:                     0                      0 b
    Current:                     0                      0 b
    Peak   :                     0                      0 b
    Max    :            1367343104             1367343104 b
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show class-of-service forwarding-table

Supported Platforms EXSeries,MSeries,MXSeries,NFXSeries,OCX1100,PTXSeries,QFabricSystem,QFXSeries,

T Series

List of Syntax Syntax on page 1225

Syntax (TXMatrix and TXMatrix Plus Router) on page 1225

Syntax show class-of-service forwarding-table

Syntax (TXMatrix and
TXMatrix PlusRouter)

show class-of-service forwarding-table
<lcc number> | <sfc number>

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Description Display the entire class-of-service (CoS) configuration as it exists in the forwarding table.

Executing this command is equivalent to executing all show class-of-service

forwarding-table commands in succession.

Options lccnumber—(TXMatrix andTXMatrix Plus router only) (Optional)OnaTXMatrix router,
display the forwarding table configuration for a specific T640 router (or line-card

chassis) configured in a routing matrix. On a TXMatrix Plus router, display the

forwarding table configuration for a specific router (or line-card chassis) configured

in the routing matrix.

Replace numberwith the following values depending on the LCC configuration:

• 0 through 3, when T640 routers are connected to a TXMatrix router in a routing

matrix.

• 0 through 3, when T1600 routers are connected to a TXMatrix Plus router in a

routing matrix.

• 0 through 7, when T1600 routers are connected to a TXMatrix Plus router with 3D

SIBs in a routing matrix.

• 0, 2, 4, or 6, when T4000 routers are connected to a TXMatrix Plus router with

3D SIBs in a routing matrix.

sfc number—(TXMatrix Plus routers only) (Optional) Display the forwarding table
configuration for the TXMatrix Plus router. Replace numberwith 0.

Required Privilege
Level

view

List of Sample Output show class-of-service forwarding-table on page 1226
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show class-of-service forwarding-table lcc (TXMatrix Plus Router) on page 1227

Output Fields See the output field descriptions for show class-of-service forwarding-table commands:

• show class-of-service forwarding-table classifier

• show class-of-service forwarding-table classifier mapping

• show class-of-service forwarding-table drop-profile

• show class-of-service forwarding-table fabric scheduler-map

• show class-of-service forwarding-table rewrite-rule

• show class-of-service forwarding-table rewrite-rulemapping

• show class-of-service forwarding-table scheduler-map

Sample Output

show class-of-service forwarding-table

user@host> show class-of-service forwarding-table
Classifier table index: 9, # entries: 8, Table type: EXP
Entry #   Code point   Forwarding-class #   PLP
   0           000        0                 0
   1           001        0                 1
   2           010        1                 0
   3           011        1                 1
   4           100        2                 0
   5           101        2                 1
   6           110        3                 0
   7           111        3                 1

                       Table Index/
Interface      Index      Q num      Table type
sp-0/0/0.1001     66         11      IPv4 precedence
sp-0/0/0.2001     67         11      IPv4 precedence
sp-0/0/0.16383    68         11      IPv4 precedence
fe-0/0/0.0        69         11      IPv4 precedence

Interface: sp-0/0/0 (Index: 129, Map index: 2, Map type: FINAL, 
 Num of queues: 2):
  Entry 0 (Scheduler index: 16, Forwarding-class #: 0):
    Tx rate: 0 Kb (95%), Buffer size: 95 percent
Priority low
    PLP high: 1, PLP low: 1, PLP medium-high: 1, PLP medium-low: 1
  Entry 1 (Scheduler index: 18, Forwarding-class #: 3):
    Tx rate: 0 Kb (5%), Buffer size: 5 percent
Priority low
    PLP high: 1, PLP low: 1, PLP medium-high: 1, PLP medium-low: 1

Interface: fe-0/0/0 (Index: 137, Map index: 2, Map type: FINAL, 
 Num of queues: 2):
  Entry 0 (Scheduler index: 16, Forwarding-class #: 0):
    Tx rate: 0 Kb (95%), Buffer size: 95 percent
Priority low
    PLP high: 1, PLP low: 1, PLP medium-high: 1, PLP medium-low: 1
  Entry 1 (Scheduler index: 18, Forwarding-class #: 3):
    Tx rate: 0 Kb (5%), Buffer size: 5 percent
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Priority low
    PLP high: 1, PLP low: 1, PLP medium-high: 1, PLP medium-low: 1
Interface: fe-0/0/1 (Index: 138, Map index: 2, Map type: FINAL, 
 Num of queues: 2):
  Entry 0 (Scheduler index: 16, Forwarding-class #: 0):
    Tx rate: 0 Kb (95%), Buffer size: 95 percent
Priority low
    PLP high: 1, PLP low: 1, PLP medium-high: 1, PLP medium-low: 1
  Entry 1 (Scheduler index: 18, Forwarding-class #: 3):
    Tx rate: 0 Kb (5%), Buffer size: 5 percent
Priority low
    PLP high: 1, PLP low: 1, PLP medium-high: 1, PLP medium-low: 1

...

RED drop profile index: 1, # entries: 1
                             Drop
Entry      Fullness(%)   Probability(%)
    0              100              100

show class-of-service forwarding-table lcc (TXMatrix Plus Router)

user@host> show class-of-service forwarding-table lcc 0
lcc0-re0:
--------------------------------------------------------------------------

Classifier table index: 9, # entries: 64, Table type: IPv6 DSCP
Entry #   Code point   Forwarding-class #   PLP
   0        000000        0       0
   1        000001        0       0
   2        000010        0       0
   3        000011        0       0
   4        000100        0       0
   5        000101        0       0
   6        000110        0       0
   7        000111        0       0
   8        001000        0       0
   9        001001        0       0
  10        001010        0       0
  11        001011        0       0
  12        001100        0       0
  13        001101        0       0
  14        001110        0       0
  15        001111        0       0
  16        010000        0       0
  17        010001        0       0
  18        010010        0       0
  19        010011        0       0
  20        010100        0       0
  21        010101        0       0
  22        010110        0       0
  23        010111        0       0
  24        011000        0       0
  25        011001        0       0
  26        011010        0       0
  27        011011        0       0
  28        011100        0       0
  29        011101        0       0
  30        011110        0       0
  31        011111        0       0
  32        100000        0       0
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  33        100001        0       0
  34        100010        0       0
  35        100011        0       0
  36        100100        0       0
  37        100101        0       0
  38        100110        0       0
  39        100111        0       0
  40        101000        0       0
  41        101001        0       0
  42        101010        0       0
  43        101011        0       0
  44        101100        0       0
  45        101101        0       0
  46        101110        0       0
...
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show class-of-service forwarding-table classifier

Supported Platforms EXSeries,MSeries,MXSeries,NFXSeries,OCX1100,PTXSeries,QFabricSystem,QFXSeries,

T Series

Syntax show class-of-service forwarding-table classifier

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Description Display the mapping of code point value to queue number and loss priority for each

classifier as it exists in the forwarding table.

Options This command has no options.

Required Privilege
Level

view

List of Sample Output show class-of-service forwarding-table classifier on page 1230

Output Fields Table 151 on page 1229 describes the output fields for the show class-of-service

forwarding-table classifier command. Output fields are listed in the approximate order

in which they appear.

Table 151: showclass-of-serviceforwarding-tableclassifierOutputFields

Field DescriptionField Name

Index of the classifier table.Classifier table index

Total number of entries.entries

Typeof codepoints in the table:DSCP,EXP (not on theQFXSeries),
IEEE 802.1, IPv4 precedence (not on the QFX Series), or IPv6 DSCP.

Table type

Entry number.Entry #

Code point value used for classification.Code point

Forwarding class to which the code point is assigned.Forwarding-class #

Packet loss priority value set by classification. For most platforms,
the value can be 0 or 1. For some platforms, the value is 0, 1, 2, or 3.
The value 0 represents low PLP. The value 1 represents high PLP.
The value 2 represents medium-low PLP. The value 3 represents
medium-high PLP.

PLP
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Sample Output

show class-of-service forwarding-table classifier

user@host> show class-of-service forwarding-table classifier
Classifier table index: 62436, # entries: 64, Table type: DSCP

Entry #   Code point   Forwarding-class #   PLP
   0        000000       0                  0
   1        000001       0                  0
   2        000010       0                  0
   3        000011       0                  0
   4        000100       0                  0
   5        000101       0                  0
   6        000110       0                  0
   7        000111       0                  0
   8        001000       0                  0
   9        001001       0                  0
  10        001010       1                  1
  11        001011       0                  0
...
  60        111100       0                  0
  61        111101       0                  0
  62        111110       0                  0
  63        111111       0                  0

Copyright © 2017, Juniper Networks, Inc.1230

Class of Service Feature Guide for Routing Devices



show class-of-service forwarding-table classifier mapping

Supported Platforms EXSeries,MSeries,MXSeries,NFXSeries,OCX1100,PTXSeries,QFabricSystem,QFXSeries,

T Series

Syntax show class-of-service forwarding-table classifier mapping

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Description For each logical interface, display either the table index of the classifier for a given code

point type or the queue number (if it is a fixed classification) in the forwarding table.

Options This command has no options.

Required Privilege
Level

view

List of Sample Output show class-of-service forwarding-table classifier mapping on page 1231

Output Fields Table 152 on page 1231 describes the output fields for the show class-of-service

forwarding-tableclassifiermapping command.Output fieldsare listed in theapproximate

order in which they appear.

Table 152: show class-of-service forwarding-table classifier mapping
Output Fields

Field DescriptionField Name

If the table type is Fixed, the number of the queue to which the
interface is mapped. For all other types, this value is the classifier
index number.

Table index/ Q num

Name of the logical interface. This field can also show the physical
interface (QFX Series).

Interface

Logical interface index.Index

Typeof codepoints in the table:DSCP,EXP (not on theQFXSeries),
Fixed, IEEE 802.1, IPv4 precedence (not on the QFX Series),or IPv6
DSCP. none if no-default option set.

Table type

Sample Output

show class-of-service forwarding-table classifier mapping

user@host> show class-of-service forwarding-table classifier mapping
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                       Table index/
Interface      Index     Q num      Table type
so-5/0/0.0        10     62436      DSCP         
so-0/1/0.0        11     62436      DSCP         
so-0/2/0.0        12         1      Fixed        
so-0/2/1.0        13     62436      DSCP         
so-0/2/1.0        13     62437      IEEE 802.1   
so-0/2/2.0        14     62436      DSCP         
so-0/2/2.0        14     62438      IPv4 precedence
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show class-of-service forwarding-table drop-profile

Supported Platforms EXSeries,MSeries,MXSeries,NFXSeries,OCX1100,PTXSeries,QFabricSystem,QFXSeries,

T Series

Syntax show class-of-service forwarding-table drop-profile

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Description Display the data points of all random early detection (RED) drop profiles as they exist in

the forwarding table.

Options This command has no options.

Required Privilege
Level

view

List of Sample Output show class-of-service forwarding-table drop-profile on page 1233

Output Fields Table 153 on page 1233 describes the output fields for the show class-of-service

forwarding-tabledrop-profile command.Output fields are listed in theapproximateorder

in which they appear.

Table 153: show class-of-service forwarding-table drop-profile Output
Fields

Field DescriptionField Name

Index of this drop profile.RED drop profile index

Number of entries in a particular RED drop profile index.# entries

Drop profile entry number.Entry

Percentage fullness of a queue.Fullness(%)

Drop probability at this fill level.Drop probability(%)

Sample Output

show class-of-service forwarding-table drop-profile

user@host> show class-of-service forwarding-table drop-profile
RED drop profile index: 4, # entries: 1
                             Drop
Entry      Fullness(%)   Probability(%)
    0              100              100
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RED drop profile index: 8742, # entries: 3
                             Drop
Entry      Fullness(%)   Probability(%)
    0               10               10
    1               20               20
    2               30               30

RED drop profile index: 24627, # entries: 64
                             Drop
Entry      Fullness(%)   Probability(%)
    0                0                0
    1                1                1
    2                2                2
    3                4                4
 ...
   61               98               99
   62               99               99
   63              100              100

RED drop profile index: 25393, # entries: 64
                             Drop
Entry      Fullness(%)   Probability(%)
    0                0                0
    1                1                1
    2                2                2
    3                4                4
 ...
   61               98               98
   62               99               99
   63              100              100
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show class-of-service forwarding-table fabric scheduler-map

Supported Platforms EX Series,M320,MXSeries, T Series

Syntax show class-of-service forwarding-table fabric scheduler-map

Release Information Command introduced before Junos OS Release 7.4.

Description (M320 routers, MX Series routers, T Series routers and EX Series switches only) Display

the scheduler map information as it exists in the forwarding table for switch fabric.

Options This command has no options.

Additional Information For information about how packet loss priority is assigned to packets, see “Managing

Congestion by Setting Packet Loss Priority for Different Traffic Flows” on page 337.

Required Privilege
Level

view

List of Sample Output show class-of-service forwarding-table fabric scheduler-map on page 1236

Output Fields Table 154 on page 1235 describes the output fields for theshow class-of-service

forwarding-table fabric scheduler-map command. Output fields are listed in the

approximate order in which they appear.

Table 154: show class-of-service forwarding-table fabric scheduler-map
Output Fields

Field DescriptionField Name

Fabric traffic priority: low and high.Fabric priority

Index of the scheduler applied to a fabric traffic priority.Scheduler index

Drop profile index for high-packet-loss-priority (PLP) packets.PLP high

Drop profile index for low-PLP packets.PLP low

Drop profile index for low-PLP and Transmission Control Protocol
(TCP) packets.

TCP PLP high

Drop profile index for high-PLP and TCP packets.TCP PLP low
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Sample Output

show class-of-service forwarding-table fabric scheduler-map

user@host> show class-of-service forwarding-table fabric scheduler-map
Fabric priority: low
  Scheduler index: 60211
    PLP high: 44321, PLP low: 44321, TCP PLP high: 44321, TCP PLP low: 44321

Fabric priority: high
  Scheduler index: 60211
    PLP high: 44321, PLP low: 44321, TCP PLP high: 44321, TCP PLP low: 44321
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show class-of-service forwarding-table rewrite-rule

Supported Platforms EXSeries,MSeries,MXSeries,NFXSeries,OCX1100,PTXSeries,QFabricSystem,QFXSeries,

T Series

Syntax show class-of-service forwarding-table rewrite-rule

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Description Display mapping of queue number and loss priority to code point value for each rewrite

rule as it exists in the forwarding table.

Options This command has no options.

Required Privilege
Level

view

List of Sample Output show class-of-service forwarding-table rewrite-rule on page 1238

Output Fields Table 155 on page 1237 describes the output fields for the show class-of-service

forwarding-table rewrite-rule command.Output fields are listed in the approximate order

in which they appear.

Table 155: show class-of-service forwarding-table rewrite-rule Output
Fields

Field DescriptionField Name

Index for this rewrite rule.Rewrite table index

Number of entries in this rewrite rule.# entries

Typeof table:DSCP,EXP (noton theQFXSeries),EXP-PUSH-3 (not
on the QFX Series), IEEE 802.1,IPv4 precedence (not on the QFX
Series), IPv6 DSCP, or Fixed.

Table type

Queue number to which this entry is assigned.Q#

Code point value for low-priority loss profile.Low bits

State of this code point: enabled, rewritten, or disabled.State

Code point value for high-priority loss profile.High bits
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Sample Output

show class-of-service forwarding-table rewrite-rule

user@host> show class-of-service forwarding-table rewrite-rule
Rewrite table index: 3753, # entries: 4, Table type: DSCP
Q#     Low bits  State      High bits  State
 0      000111  Enabled      001010   Enabled 
 2      000000  Disabled     001100   Enabled 
 1      101110  Enabled      110111   Enabled 
 3      110000  Enabled      111000   Enabled 
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show class-of-service forwarding-table rewrite-rulemapping

Supported Platforms EXSeries,MSeries,MXSeries,NFXSeries,OCX1100,PTXSeries,QFabricSystem,QFXSeries,

T Series

Syntax show class-of-service forwarding-table rewrite-rule mapping

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Description For each logical interface, display the table identifier of the rewrite rule map for each

code point type.

Options This command has no options.

Required Privilege
Level

view

List of Sample Output show class-of-service forwarding-table rewrite-rulemapping on page 1239

Output Fields Table 156 on page 1239 describes the output fields for the show class-of-service

forwarding-table rewrite-rulemapping command. Output fields are listed in the

approximate order in which they appear.

Table 156: show class-of-service forwarding-table rewrite-rulemapping
Output Fields

Field DescriptionField Name

Name of the logical interface. This field can also show the physical
interface (QFX Series).

Interface

Logical interface index.Index

Rewrite table index.Table index

Type of classifier: DSCP, EXP (not on the QFX Series), EXP-PUSH-3
(not on the QFX Series), EXP-SWAP-PUSH-2 (not on the QFX
Series),IEEE 802.1, IPv4 precedence (not on the QFX Series), IPv6
DSCP, or Fixed.

Type

Sample Output

show class-of-service forwarding-table rewrite-rulemapping

user@host> show class-of-service forwarding-table rewrite-rulemapping
Interface      Index   Table index  Type
so-5/0/0.0        10       3753  DSCP         
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so-0/1/0.0        11       3753  DSCP         
so-0/2/0.0        12       3753  DSCP         
so-0/2/1.0        13       3753  DSCP         
so-0/2/2.0        14       3753  DSCP         
so-0/2/3.0        15       3753  DSCP 
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show class-of-service forwarding-table scheduler-map

Supported Platforms EXSeries,MSeries,MXSeries,NFXSeries,OCX1100,PTXSeries,QFabricSystem,QFXSeries,

T Series

Syntax show class-of-service forwarding-table scheduler-map

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Description For each physical interface, display the scheduler map information as it exists in the

forwarding table.

Options This command has no options.

Required Privilege
Level

view

List of Sample Output show class-of-service forwarding-table scheduler-map on page 1242

Output Fields Table 157 on page 1241 describes the output fields for the show class-of-service

forwarding-table scheduler-map command. Output fields are listed in the approximate

order in which they appear.

Table 157: show class-of-service forwarding-table scheduler-mapOutput Fields

Field DescriptionField Name

Name of the physical interface.Interface

Physical interface index.Index

Scheduler map index.Map index

Number of queues defined in this scheduler map.Numof queues

Number of this entry in the scheduler map.Entry

Scheduler policy index.Scheduler index

Forwarding class number to which this entry is applied.Forwarding-class #

Configured transmit rate of the scheduler (in bps). The rate is a percentage of the total interface
bandwidth, or the keyword remainder, which indicates that the scheduler receives the remaining
bandwidth of the interface.

Tx rate
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Table 157: show class-of-service forwarding-table scheduler-mapOutput Fields (continued)

Field DescriptionField Name

Amount of transmit delay (in milliseconds) or buffer size of the queue. This amount is a percentage
of the total interface buffer allocation or the keyword remainder, which indicates that the buffer is
sized according to what remains after other scheduler buffer allocations.

Max buffer delay

• high—Queue priority is high.

• low—Queue priority is low.

Priority

Drop profile index for a high packet loss priority profile.PLP high

Drop profile index for a low packet loss priority profile.PLP low

Drop profile index for a medium-high packet loss priority profile.PLPmedium-high

Drop profile index for a medium-low packet loss priority profile.PLPmedium-low

Drop profile index for a high TCP packet loss priority profile.TCP PLP high

Drop profile index for a low TCP packet loss priority profile.TCP PLP low

If this line appears in the output, exact rate limiting is enabled. Otherwise, no rate limiting is enabled.Policy is exact

Sample Output

show class-of-service forwarding-table scheduler-map

user@host> show class-of-service forwarding-table scheduler-map
Interface: so-5/0/0 (Index: 9, Map index: 17638, Num of queues: 2):
  Entry 0 (Scheduler index: 6090, Forwarding-class #: 0):
    Tx rate: 0 Kb (30%), Max buffer delay: 39 bytes (0%)
    Priority low
    PLP high: 25393, PLP low: 24627, TCP PLP high: 25393, TCP PLP low:8742
    Policy is exact
  Entry 1 (Scheduler index: 38372, Forwarding-class #: 1):
    Traffic chunk: Max = 0 bytes, Min = 0 bytes
    Tx rate: 0 Kb (40%), Max buffer delay: 68 bytes (0%)
    Priority high
    PLP high: 25393, PLP low: 24627, TCP PLP high: 25393, TCP PLP low: 8742

Interface: at-6/1/0 (Index: 10, Map index: 17638, Num of queues: 2):
  Entry 0 (Scheduler index: 6090, Forwarding-class #: 0):
    Traffic chunk: Max = 0 bytes, Min = 0 bytes
    Tx rate: 0 Kb (30%), Max buffer delay: 39 bytes (0%)
    Priority high
    PLP high: 25393, PLP low: 24627, TCP PLP high: 25393, TCP PLP low: 8742
  Entry 1 (Scheduler index: 38372, Forwarding-class #: 1):
    Traffic chunk: Max = 0 bytes, Min = 0 bytes
    Tx rate: 0 Kb (40%), Max buffer delay: 68 bytes (0%)
    Priority low
    PLP high: 25393, PLP low: 24627, TCP PLP high: 25393, TCP PLP low: 8742
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show class-of-service forwarding-table traffic-class-map

Supported Platforms MXSeries, T4000, T4000

Syntax show class-of-service forwarding-table traffic-class-map <mapping>

Release Information Command introduced in Junos OS Release 14.2 for T4000 routers with Type 5 FPCs.

Command introduced in Junos OS Release 17.2 for MX Routers with MPCs.

Description Display the mapping of code point value to the traffic class map as it exists in the

forwarding table.

Options mapping—Display the mapping of interfaces to traffic class maps.

Required Privilege
Level

view

Related
Documentation

traffic-class-map on page 1187•

• Managing Ingress Oversubscription at the PFE on page 590

• Configuring Traffic Class Maps to Manage Ingress Oversubscription on page 591

• Example: Configuring Traffic Class Maps on page 594

• show class-of-service traffic-class-map on page 1292

List of Sample Output show class-of-service forwarding-table traffic-class-map on page 1244
show class-of-service forwarding-table traffic-class-mapmapping on page 1244

Output Fields Table 158 on page 1243 describes the output fields for the show class-of-service

forwarding-table traffic-class-map command.Output fields are listed in the approximate

order in which they appear.

Table 158: show class-of-service forwarding-table traffic-class-map
Output Fields

Field DescriptionField Name

Index of the traffic class map table.Traffic-class-map table
index

Total number of entries.entries

Typeof codepoints in the table:DSCP,EXP , IEEE802.1, IEEE802.1ad,
or INET-precedence

Table type

Entry number.Entry #
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Table 158: show class-of-service forwarding-table traffic-class-map
Output Fields (continued)

Field DescriptionField Name

Code point value used for classification.Code point

Traffic class to which the code point is assigned.Traffic-class

Table 159 on page 1244 describes the output fields for the show class-of-service

forwarding-table traffic-class-mapmapping command. Output fields are listed in the

approximate order in which they appear.

Table 159: show class-of-service forwarding-table traffic-class-map
mapping Output Fields

Field DescriptionField Name

Interface to which the traffic class map is assigned.Interface

Internal index of the traffic class map.Index

Index of the traffic class map table.Table Index

Typeof codepoints in the table:DSCP,EXP , IEEE802.1, IEEE802.1ad,
or INET-precedence

Table type

Sample Output

show class-of-service forwarding-table traffic-class-map

user@host> show class-of-service forwarding-table traffic-class-map
Traffic-class-map table index: 44231, # entries: 6, Table type: INET-Precedence
        Entry #   Code point   Traffic-class
           0           000      real-time
           1           001      real-time
           2           010      network-control
           3           011      network-control
           4           100      best-effort
           5           101      best-effort

Sample Output

show class-of-service forwarding-table traffic-class-mapmapping

user@host> show class-of-service forwarding-table traffic-class-mapmapping
Interface      Index    Table Index   Table type
        xe-4/0/0         210        44231     INET-Precedence
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show class-of-service fragmentation-map

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax show class-of-service fragmentation-map

Release Information Command introduced in Junos OS Release 7.5.

Description For Multiservices and Services PIC link services IQ interfaces (lsq) only, display

fragmentation properties for specific forwarding classes.

Options This command has no options.

Required Privilege
Level

view

List of Sample Output show class-of-service fragmentation-map on page 1245

Output Fields Table 160 on page 1245 describes the output fields for the show class-of-service

fragmentation-map command. Output fields are listed in the approximate order inwhich

they appear.

Table 160: show class-of-service fragmentation-mapOutput Fields

Field DescriptionField Name

Name of the class of service (CoS) fragmentation map.Fragmentationmap

Index number of the CoS fragmentation map.Index

Name of the associated forwarding class.Forwarding class

Maximum size of eachmultilink fragment.Fragmentation threshold

Packets of this class are not fragmented.No Fragmentation

For multilink multiclass PPP only, the multilink class number
corresponding to the forwarding class.

Multilink Class

Sample Output

show class-of-service fragmentation-map

user@host> show class-of-service fragmentation-map
  Fragmentation map: fragmap2, Index: 19801
    Forwarding class: fcDefault
    No Fragmentation

  Forwarding class: fcCopper
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    Fragmentation threshold: 64, Multilink Class: 1

    Forwarding class: fcSilver
    Fragmentation threshold: 100, Multilink Class: 0

    Forwarding class: fcCritical
    Fragmentation threshold: 64, Multilink Class: 0

  Fragmentation map: fragmap, Index: 23147
    Forwarding class: fcDefault
    No Fragmentation

    Forwarding class: fcSilver
    Fragmentation threshold: 100

    Forwarding class: fcCritical
    Fragmentation threshold: 100
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show class-of-service interface

Supported Platforms ACX Series, EX Series,MSeries,MXSeries, NFX Series,OCX1100, PTX Series,QFX Series, T

Series

Syntax show class-of-service interface
<comprehensive | detail> <interface-name>

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 9.0 for EX Series switches.

Forwarding class map information added in Junos OS Release 9.4.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 12.1 for the PTX Series Packet Transport

Routers.

Command introduced in Junos OS Release 12.2 for the ACX Series Universal Access

routers.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Options detail and comprehensive introduced in Junos OS Release 11.4.

Command introduced in Junos OS Release 15.1R3 on MX Series routers for enhanced

subscriber management.

Description Display the logical and physical interface associations for the classifier, rewrite rules, and

scheduler map objects.

NOTE: OnroutingplatformswithdualRoutingEngines, runningthiscommand
on the backup Routing Engine, with or without any of the available options,
is not supported and produces the following error message:

error: the class-of-service subsystem is not running

Options none—Display CoS associations for all physical and logical interfaces.

comprehensive—(M Series, MX Series, and T Series routers) (Optional) Display

comprehensive quality-of-service (QoS) information about all physical and logical

interfaces.

detail—(M Series, MX Series, and T Series routers) (Optional) Display QoS and CoS

information based on the interface.

If the interface interface-name is a physical interface, the output includes:

• Brief QoS information about the physical interface

• Brief QoS information about the logical interface

• CoS information about the physical interface
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• Brief information about filters or policers of the logical interface

• Brief CoS information about the logical interface

If the interface interface-name is a logical interface, the output includes:

• Brief QoS information about the logical interface

• Information about filters or policers for the logical interface

• CoS information about the logical interface

interface-name—(Optional)Display class-of-service (CoS)associations for the specified
interface.

none—Display CoS associations for all physical and logical interfaces.

Required Privilege
Level

view

Related
Documentation

Verifying and Managing Junos OS Enhanced Subscriber Management•

List of Sample Output show class-of-service interface (Physical) on page 1260
show class-of-service interface (Logical) on page 1260
show class-of-service interface (Gigabit Ethernet) on page 1261
show class-of-service interface (ANCP) on page 1261
show class-of-service interface (PPPoE Interface) on page 1261
show class-of-service interface (DHCP Interface) on page 1261
show class-of-service interface (T4000 Routers with Type 5 FPCs) on page 1262
show class-of-service interface detail on page 1262
show class-of-service interface comprehensive on page 1263
show class-of-service interface (ACX Series Routers) on page 1274
showclass-of-service interface(PPPoESubscriber Interface forEnhancedSubscriber
Management) on page 1276

Output Fields Table 161 on page 1248 describes the output fields for the showclass-of-service interface

command. Output fields are listed in the approximate order in which they appear.

Table 161: show class-of-service interface Output Fields

Field DescriptionField Name

Name of a physical interface.Physical interface

Index of this interface or the internal index of this object.

(Enhancedsubscribermanagement forMXSeries routers) Indexvalues fordynamicCoS traffic control
profiles and dynamic scheduler maps are larger for enhanced subscriber management than they are
for legacy subscriber management.

Index
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

Status of dedicated queues configured on an interface. Supported only on Trio MPC/MIC interfaces
on MX Series routers.

(Enhanced subscriber management for MX-Series routers) This field is not displayed for enhanced
subscriber management.

Dedicated Queues

Number of queues you can configure on the interface.Maximum usable
queues

Maximum number of queues you can use.Maximum usable
queues

Number of queues created in addition to the default queues. Supported only on Trio MPC/MIC
interfaces on MX Series routers.

(Enhanced subscriber management for MX Series routers) This field is not displayed for enhanced
subscriber management.

Total non-default
queues created

(QFX3500 switches only) IEEE 802.1p code point (priority) rewrite value. Incoming traffic from the
Fibre Channel (FC) SAN is classified into the forwarding class specified in the native FC interface
(NP_Port) fixed classifier and uses the priority specified as the IEEE 802.1p rewrite value.

Rewrite Input IEEE
Code-point

Maximum transmission rate on the physical interface. You can configure the shaping rate on the
physical interface, or on the logical interface, but not on both. Therefore, the Shaping rate field is
displayed for either the physical interface or the logical interface.

Shaping rate

Name of the output scheduler map associated with this interface.

(Enhanced subscriber management for MX Series routers) The name of the dynamic scheduler map
object is associatedwith ageneratedUID (for example,SMAP-1_UID1002) insteadofwith a subscriber
interface.

Scheduler map

(QFX Series only) Name of the output fabric scheduler map associated with a QFabric system
Interconnect device interface.

Scheduler map
forwarding class sets

For Gigabit Ethernet IQ2 PICs, maximum transmission rate on the input interface.Input shaping rate

For Gigabit Ethernet IQ2 PICs, name of the input scheduler map associated with this interface.Input scheduler map

Name of the scheduler map associated with the packet forwarding component queues.Chassis scheduler map

Name and type of the rewrite rules associated with this interface.Rewrite

Name of the associated traffic control profile.

(Enhanced subscriber management for MX Series routers) The name of the dynamic traffic control
profile object is associated with a generated UID (for example, TC_PROF_100_199_SERIES_UID1006)
instead of with a subscriber interface.

Traffic-control-profile

Name and type of classifiers associated with this interface.Classifier
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

Name of the forwarding map associated with this interface.Forwarding-class-map

(QFX Series and EX4600 switches only) Congestion notification state, enabled or disabled.Congestion-notification

Name of a logical interface.Logical interface

Categoryof anobject:Classifier,Fragmentation-map (for LSQ interfacesonly),Scheduler-map,Rewrite,
Translation Table (for IQE PICs only), or traffic-class-map (for T4000 routers with Type 5 FPCs).

Object

Name of an object.Name

Type of an object: dscp, dscp-ipv6, exp, ieee-802.1, ip, inet-precedence, or ieee-802.1ad (for traffic class
map on T4000 routers with Type 5 FPCs)..

Type

Encapsulation on the physical interface.Link-level type

MTU size on the physical interface.MTU

Speed at which the interface is running.Speed

Whether loopback is enabled and the type of loopback.Loopback

Whether source filtering is enabled or disabled.Source filtering

Whether flow control is enabled or disabled.Flow control

(Gigabit Ethernet interfaces)Whether autonegotiation is enabled or disabled.Auto-negotiation

(Gigabit Ethernet interfaces) Remote fault status.

• Online—Autonegotiation is manually configured as online.

• Offline—Autonegotiation is manually configured as offline.

Remote-fault
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

The Device flags field provides information about the physical device and displays one or more of the
following values:

• Down—Device has been administratively disabled.

• Hear-Own-Xmit—Device receives its own transmissions.

• Link-Layer-Down—The link-layer protocol has failed to connect with the remote endpoint.

• Loopback—Device is in physical loopback.

• Loop-Detected—The link layerhas received frames that it sent, therebydetectingaphysical loopback.

• No-Carrier—Onmedia that support carrier recognition, no carrier is currently detected.

• No-Multicast—Device does not support multicast traffic.

• Present—Device is physically present and recognized.

• Promiscuous—Device is in promiscuous mode and recognizes frames addressed to all physical
addresses on themedia.

• Quench—Transmission on the device is quenched because the output buffer is overflowing.

• Recv-All-Multicasts—Device is inmulticast promiscuousmode and therefore provides nomulticast
filtering.

• Running—Device is active and enabled.

Device flags

The Interface flags field provides information about the physical interface and displays one or more
of the following values:

• Admin-Test—Interface is in testmodeandsomesanity checking, suchas loopdetection, is disabled.

• Disabled—Interface is administratively disabled.

• Down—A hardware failure has occurred.

• Hardware-Down—Interface is nonfunctional or incorrectly connected.

• Link-Layer-Down—Interface keepalives have indicated that the link is incomplete.

• No-Multicast—Interface does not support multicast traffic.

• No-receive No-transmit—Passive monitor mode is configured on the interface.

• Point-To-Point—Interface is point-to-point.

• Pop all MPLS labels from packets of depth—MPLS labels are removed as packets arrive on an
interface that has the pop-all-labels statement configured. The depth value can be one of the
following:

• 1—Takes effect for incoming packets with one label only.

• 2—Takes effect for incoming packets with two labels only.

• [ 1 2 ]—Takes effect for incoming packets with either one or two labels.

• Promiscuous—Interface is in promiscuous mode and recognizes frames addressed to all physical
addresses.

• Recv-All-Multicasts—Interface is inmulticast promiscuousmodeandprovidesnomulticast filtering.

• SNMP-Traps—SNMP trap notifications are enabled.

• Up—Interface is enabled and operational.

Interface flags
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

The Logical interface flags field provides information about the logical interface and displays one or
more of the following values:

• ACFC Encapsulation—Address control field Compression (ACFC) encapsulation is enabled
(negotiated successfully with a peer).

• Device-down—Device has been administratively disabled.

• Disabled—Interface is administratively disabled.

• Down—A hardware failure has occurred.

• Clear-DF-Bit—GRE tunnel or IPsec tunnel is configured to clear the Don't Fragment (DF) bit.

• Hardware-Down—Interface protocol initialization failed to complete successfully.

• PFC—Protocol field compression is enabled for the PPP session.

• Point-To-Point—Interface is point-to-point.

• SNMP-Traps—SNMP trap notifications are enabled.

• Up—Interface is enabled and operational.

Flags

Encapsulation on the logical interface.Encapsulation

Administrative state of the interface (Up or Down)Admin

Status of physical link (Up or Down).Link

Protocol configured on the interface.Proto

Names of any firewall filters to be evaluated when packets are received on the interface, including
any filters attached through activation of dynamic service.

Input Filter

Names of any firewall filters to be evaluatedwhen packets are transmitted on the interface, including
any filters attached through activation of dynamic service.

Output Filter

Provides information about the physical link and displays one or more of the following values:

• ACFC—Address control field compression is configured. ThePoint-to-Point Protocol (PPP) session
negotiates the ACFC option.

• Give-Up—Link protocol does not continue connection attempts after repeated failures.

• Loose-LCP—PPPdoes not use the Link Control Protocol (LCP) to indicatewhether the link protocol
is operational.

• Loose-LMI—Frame Relay does not use the Local Management Interface (LMI) to indicate whether
the link protocol is operational.

• Loose-NCP—PPP does not use the Network Control Protocol (NCP) to indicatewhether the device
is operational.

• Keepalives—Link protocol keepalives are enabled.

• No-Keepalives—Link protocol keepalives are disabled.

• PFC—Protocol field compression is configured. The PPP session negotiates the PFC option.

Link flags

Current interface hold-time up and hold-time down, in milliseconds.Hold-times

Number of CoS queues configured.CoS queues
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

Date, time, and how long ago the interface went from down to up. The format is Last flapped:
year-month-day hour:minute:second:timezone (hour:minute:second ago). For example, Last flapped:
2002-04-26 10:52:40 PDT (04:33:20 ago).

Last flapped

Number and rate of bytes and packets received and transmitted on the physical interface.

• Input bytes—Number of bytes received on the interface.

• Output bytes—Number of bytes transmitted on the interface.

• Input packets—Number of packets received on the interface.

• Output packets—Number of packets transmitted on the interface.

Statistics last cleared

Number of IPv6 transit bytes and packets received and transmitted on the logical interface if IPv6
statistics tracking is enabled.

IPv6 transit statistics

Input errors on the interface. The labels are explained in the following list:

• Errors—Sum of the incoming frame aborts and FCS errors.

• Drops—Number of packets dropped by the input queue of the I/O Manager ASIC. If the interface is
saturated, this number increments once for every packet that is dropped by the ASIC's RED
mechanism.

• Framing errors—Number of packets received with an invalid frame checksum (FCS).

• Runts—Number of frames received that are smaller than the runt threshold.

• Giants—Number of frames received that are larger than the giant threshold.

• Bucket Drops—Drops resulting from the traffic load exceeding the interface transmit or receive
leaky bucket configuration.

• Policeddiscards—Number of frames that the incoming packetmatch code discarded because they
were not recognized or not of interest. Usually, this field reports protocols that Junos OS does not
handle.

• L3 incompletes—Number of incoming packets discarded because they failed Layer 3 (usually IPv4)
sanity checks of the header. For example, a frame with less than 20 bytes of available IP header is
discarded. Layer 3 incomplete errors can be ignored by configuring the ignore-l3-incompletes
statement.

• L2channelerrors—Numberof times the softwaredidnot findavalid logical interface for an incoming
frame.

• L2mismatch timeouts—Number of malformed or short packets that caused the incoming packet
handler to discard the frame as unreadable.

• HS link CRC errors—Number of errors on the high-speed links between the ASICs responsible for
handling the router interfaces.

• HS link FIFO overflows—Number of FIFO overflows on the high-speed links between the ASICs
responsible for handling the router interfaces.

Input errors
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

Output errors on the interface. The labels are explained in the following list:

• Carrier transitions—Number of times the interface has gone from down to up. This number does not
normally increment quickly, increasing only when the cable is unplugged, the far-end system is
powered down and up, or another problem occurs. If the number of carrier transitions increments
quickly (perhapsonceevery 10 seconds), the cable, the far-endsystem,or thePIC ismalfunctioning.

• Errors—Sum of the outgoing frame aborts and FCS errors.

• Drops—Number of packets dropped by the output queue of the I/O Manager ASIC. If the interface
is saturated, this number increments once for every packet that is dropped by the ASIC's RED
mechanism.

NOTE: Due to accounting space limitations on certain Type 3 FPCs (which are supported in M320
and T640 routers), the Drops field does not always use the correct value for queue 6 or queue 7
for interfaces on 10-port 1-Gigabit Ethernet PICs.

• Aged packets—Number of packets that remained in shared packet SDRAM so long that the system
automatically purged them. The value in this field should never increment. If it does, it ismost likely
a software bug or possibly malfunctioning hardware.

• HS link FIFO underflows—Number of FIFO underflows on the high-speed links between the ASICs
responsible for handling the router interfaces.

• MTU errors—Number of packets whose size exceeds the MTU of the interface.

Output errors

Total number of egress Maximum usable queues on the specified interface.Egress queues

CoS queue number and its associated user-configured forwarding class name.

• Queued packets—Number of queued packets.

• Transmitted packets—Number of transmitted packets.

• Dropped packets—Number of packets dropped by the ASIC's REDmechanism.

NOTE: Due to accounting space limitations on certain Type 3 FPCs (which are supported in M320
and T640 routers), theDroppedpackets field does not always display the correct value for queue 6
or queue 7 for interfaces on 10-port 1-Gigabit Ethernet PICs.

Queue counters

(SONET)SONETmedia-specific alarmsanddefects that prevent the interface frompassing packets.
When a defect persists for a certain period, it is promoted to an alarm. Based on the router
configuration, an alarm can ring the red or yellow alarm bell on the router or light the red or yellow
alarm LED on the craft interface. See these fields for possible alarms and defects: SONET PHY,
SONET section, SONET line, and SONET path.

SONET alarms

SONET defects

Counts of specific SONET errors with detailed information.

• Seconds—Number of seconds the defect has been active.

• Count—Number of times that the defect has gone from inactive to active.

• State—State of the error. A state other thanOK indicates a problem.

The SONET PHY field has the following subfields:

• PLL Lock—Phase-locked loop

• PHY Light—Loss of optical signal

SONET PHY
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

Counts of specific SONET errors with detailed information.

• Seconds—Number of seconds the defect has been active.

• Count—Number of times that the defect has gone from inactive to active.

• State—State of the error. A state other thanOK indicates a problem.

The SONET section field has the following subfields:

• BIP-B1—Bit interleaved parity for SONET section overhead

• SEF—Severely errored framing

• LOS—Loss of signal

• LOF—Loss of frame

• ES-S—Errored seconds (section)

• SES-S—Severely errored seconds (section)

• SEFS-S—Severely errored framing seconds (section)

SONET section

Active alarms and defects, plus counts of specific SONET errors with detailed information.

• Seconds—Number of seconds the defect has been active.

• Count—Number of times that the defect has gone from inactive to active.

• State—State of the error. A state other thanOK indicates a problem.

The SONET line field has the following subfields:

• BIP-B2—Bit interleaved parity for SONET line overhead

• REI-L—Remote error indication (near-end line)

• RDI-L—Remote defect indication (near-end line)

• AIS-L—Alarm indication signal (near-end line)

• BERR-SF—Bit error rate fault (signal failure)

• BERR-SD—Bit error rate defect (signal degradation)

• ES-L—Errored seconds (near-end line)

• SES-L—Severely errored seconds (near-end line)

• UAS-L—Unavailable seconds (near-end line)

• ES-LFE—Errored seconds (far-end line)

• SES-LFE—Severely errored seconds (far-end line)

• UAS-LFE—Unavailable seconds (far-end line)

SONET line
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

Active alarms and defects, plus counts of specific SONET errors with detailed information.

• Seconds—Number of seconds the defect has been active.

• Count—Number of times that the defect has gone from inactive to active.

• State—State of the error. A state other thanOK indicates a problem.

The SONET path field has the following subfields:

• BIP-B3—Bit interleaved parity for SONET section overhead

• REI-P—Remote error indication

• LOP-P—Loss of pointer (path)

• AIS-P—Path alarm indication signal

• RDI-P—Path remote defect indication

• UNEQ-P—Path unequipped

• PLM-P—Path payload (signal) label mismatch

• ES-P—Errored seconds (near-end STS path)

• SES-P—Severely errored seconds (near-end STS path)

• UAS-P—Unavailable seconds (near-end STS path)

• ES-PFE—Errored seconds (far-end STS path)

• SES-PFE—Severely errored seconds (far-end STS path)

• UAS-PFE—Unavailable seconds (far-end STS path)

SONET path

Values of the received and transmitted SONET overhead:

• C2—Signal label. Allocated to identify the construction and content of the STS-level SPE and for
PDI-P.

• F1—Section user channel byte. This byte is set aside for the purposes of users.

• K1 and K2—These bytes are allocated for APS signaling for the protection of the multiplex section.

• J0—Section trace. This byte is defined for STS-1 number 1 of an STS-N signal. Used to transmit a
1-byte fixed-length string or a 16-byte message so that a receiving terminal in a section can verify
its continued connection to the intended transmitter.

• S1—Synchronization status. The S1 byte is located in the first STS-1 number of an STS-N signal.

• Z3 and Z4—Allocated for future use.

Received SONET
overhead

Transmitted SONET
overhead

SONET/SDH interfaces allow path trace bytes to be sent inband across the SONET/SDH link. Juniper
Networks and other router manufacturers use these bytes to help diagnosemisconfigurations and
networkerrorsby setting the transmittedpath tracemessageso that it contains the systemhostname
and name of the physical interface. The received path trace value is the message received from the
router at the other end of the fiber. The transmitted path trace value is the message that this router
transmits.

Received path trace

Transmitted path trace

Information about the HDLC configuration.

• Policing bucket—Configured state of the receiving policer.

• Shaping bucket—Configured state of the transmitting shaper.

• Giant threshold—Giant threshold programmed into the hardware.

• Runt threshold—Runt threshold programmed into the hardware.

HDLC configuration
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

Information about the configuration of the Packet Forwarding Engine:

• Destination slot—FPC slot number.

• PLP byte—Packet Level Protocol byte.

Packet Forwarding
Engine configuration

Information about the CoS queue for the physical interface.

• CoS transmit queue—Queue number and its associated user-configured forwarding class name.

• Bandwidth%—Percentage of bandwidth allocated to the queue.

• Bandwidth bps—Bandwidth allocated to the queue (in bps).

• Buffer%—Percentage of buffer space allocated to the queue.

• Buffer usec—Amount of buffer space allocated to the queue, inmicroseconds. This value is nonzero
only if the buffer size is configured in terms of time.

• Priority—Queue priority: low or high.

• Limit—Displayed if rate limiting is configured for the queue. Possible values are none and exact. If
exact is configured, the queue transmits only up to the configured bandwidth, even if excess
bandwidth is available. Ifnone is configured, thequeue transmits beyond the configuredbandwidth
if bandwidth is available.

CoS information

Total number of forwarding classes supported on the specified interface.Forwarding classes

Total number of egress Maximum usable queues on the specified interface.Egress queues

Queue number.Queue

Forwarding class name.Forwarding classes

Number of packets queued to this queue.Queued Packets

Number of bytes queued to this queue. The byte counts vary by PIC type.Queued Bytes

Number of packets transmitted by this queue. When fragmentation occurs on the egress interface,
the first setofpacket counters shows thepostfragmentationvalues. Thesecondsetofpacket counters
(displayed under the Packet Forwarding Engine Chassis Queues field) shows the prefragmentation
values.

Transmitted Packets

Number of bytes transmitted by this queue. The byte counts vary by PIC type.Transmitted Bytes

Number of packets dropped because of tail drop.Tail-dropped packets
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

Number of packets dropped because of random early detection (RED).

• (M Series and T Series routers only) On M320 and M120 routers and the T Series routers, the total
numberofdroppedpackets isdisplayed.Onall otherMSeries routers, theoutput classifiesdropped
packets into the following categories:

• Low, non-TCP—Number of low-loss priority non-TCP packets dropped because of RED.

• Low, TCP—Number of low-loss priority TCP packets dropped because of RED.

• High, non-TCP—Number of high-loss priority non-TCP packets dropped because of RED.

• High, TCP—Number of high-loss priority TCP packets dropped because of RED.

• (MXSeries routerswith enhancedDPCs, andTSeries routerswith enhancedFPCsonly)Theoutput
classifies dropped packets into the following categories:

• Low—Number of low-loss priority packets dropped because of RED.

• Medium-low—Number of medium-low loss priority packets dropped because of RED.

• Medium-high—Number of medium-high loss priority packets dropped because of RED.

• High—Number of high-loss priority packets dropped because of RED.

NOTE: Due to accounting space limitations on certain Type 3 FPCs (which are supported in M320
and T640 routers), this field does not always display the correct value for queue 6 or queue 7 for
interfaces on 10-port 1-Gigabit Ethernet PICs.

RED-dropped packets

Number of bytes dropped because of RED. The byte counts vary by PIC type.

• (M Series and T Series routers only) On M320 and M120 routers and the T Series routers, only the
total number of dropped bytes is displayed. On all other M Series routers, the output classifies
dropped bytes into the following categories:

• Low, non-TCP—Number of low-loss priority non-TCP bytes dropped because of RED.

• Low, TCP—Number of low-loss priority TCP bytes dropped because of RED.

• High, non-TCP—Number of high-loss priority non-TCP bytes dropped because of RED.

• High, TCP—Number of high-loss priority TCP bytes dropped because of RED.

NOTE: Due to accounting space limitations on certain Type 3 FPCs (which are supported in M320
and T640 routers), this field does not always display the correct value for queue 6 or queue 7 for
interfaces on 10-port 1-Gigabit Ethernet PICs.

RED-dropped bytes

Configured transmit rate of the scheduler. The rate is a percentage of the total interface bandwidth.Transmit rate

Rate limiting configuration of the queue. Possible values are :

• None—No rate limit.

• exact—Queue transmits at the configured rate.

Rate Limit

Delay buffer size in the queue.Buffer size

Scheduling priority configured as low or high.Priority

Priority of the excess bandwidth traffic on a scheduler: low,medium-low,medium-high, high, or none.Excess Priority
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

Display the assignment of drop profiles.

• Loss priority—Packet loss priority for drop profile assignment.

• Protocol—Transport protocol for drop profile assignment.

• Index—Index of the indicated object. Objects that have indexes in this output include schedulers
and drop profiles.

• Name—Name of the drop profile.

• Type—Type of the drop profile: discrete or interpolated.

• Fill Level—Percentage fullness of a queue.

• Drop probability—Drop probability at this fill level.

Drop profiles

Priority of the excess bandwidth traffic on a scheduler.Excess Priority

Display the assignment of drop profiles.

• Loss priority—Packet loss priority for drop profile assignment.

• Protocol—Transport protocol for drop profile assignment.

• Index—Index of the indicated object. Objects that have indexes in this output include schedulers
and drop profiles.

• Name—Name of the drop profile.

• Type—Type of the drop profile: discrete or interpolated.

• Fill Level—Percentage fullness of a queue.

• Drop probability—Drop probability at this fill level.

Drop profiles
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Table 161: show class-of-service interface Output Fields (continued)

Field DescriptionField Name

Display the assignment of shaping-rate adjustments on a scheduler node or queue.

• Adjusting application—Application that is performing the shaping-rate adjustment.

• The adjusting application can appear as ancp LS-0, which is the Junos OS Access Node Control
Profile process (ancpd) that performs shaping-rate adjustments on schedule nodes.

• The adjusting application can appear as DHCP, which adjusts the shaping-rate and
overhead-accountingclass-of-serviceattributesbasedonDHCPoption82, suboption9(Vendor
Specific Information). The shaping rate is based on the actual-data-rate-downstream attribute.
Theoverheadaccountingvalue isbasedon theaccess-loop-encapsulationattributeandspecifies
whether the access loop uses Ethernet (framemode) or ATM (cell mode).

• The adjusting application can also appear as pppoe, which adjusts the shaping-rate and
overhead-accountingclass-of-serviceattributesondynamic subscriber interfaces inabroadband
access network based on access line parameters in Point-to-Point Protocol over Ethernet
(PPPoE) Tags [TR-101]. This feature is supported on MPC/MIC interfaces on MX Series routers.
The shaping rate is based on the actual-data-rate-downstream attribute. The overhead
accounting value is based on the access-loop-encapsulation attribute and specifies whether
the access loop uses Ethernet (framemode) or ATM (cell mode).

• Adjustment type—Type of adjustment: absolute or delta.

• Configured shaping rate—Shaping rate configured for the scheduler node or queue.

• Adjustment value—Value of adjusted shaping rate.

• Adjustment target—Level of shaping-rate adjustment performed: node or queue.

• Adjustment overhead-accountingmode—Configured shaping mode: frame or cell.

• Adjustment overhead bytes—Number of bytes that the ANCP agent adds to or subtracts from the
actual downstream frame overhead before reporting the adjusted values to CoS.

• Adjustment target—Level of shaping-rate adjustment performed: node or queue.

• Adjustmentmulticast index—

Adjustment information

Sample Output

show class-of-service interface (Physical)

user@host> show class-of-service interface so-0/2/3
Physical interface: so-0/2/3, Index: 135
Maximum usable queues: 8, Queues in use: 4
Total non—default queues created: 4
  Scheduler map: <default>, Index: 2032638653

  Logical interface: fe-0/0/1.0, Index: 68, Dedicated Queues: no
    Shaping rate: 32000
    Object                   Name                   Type           Index
    Scheduler-map            <default>                              27
    Rewrite                  exp-default            exp             21
    Classifier               exp-default            exp             5
    Classifier               ipprec-compatibility   ip              8
    Forwarding—class—map     exp-default            exp             5

show class-of-service interface (Logical)

user@host> show class-of-service interface so-0/2/3.0
Logical interface: so-0/2/3.0, Index: 68, Dedicated Queues: no
    Shaping rate: 32000
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    Object                   Name                   Type             Index
    Scheduler-map            <default>                                27
    Rewrite                  exp-default            exp               21
    Classifier               exp-default            exp               5
    Classifier               ipprec-compatibility   ip                8
    Forwarding—class—map     exp-default            exp               5

show class-of-service interface (Gigabit Ethernet)

user@host> show class-of-service interface ge-6/2/0
Physical interface: ge-6/2/0, Index: 175
Maximum usable queues: 4, Queues in use: 4
  Scheduler map: <default>, Index: 2
  Input scheduler map: <default>, Index: 3
  Chassis scheduler map: <default-chassis>, Index: 4

show class-of-service interface (ANCP)

user@host> show class-of-service interface pp0.1073741842
  Logical interface: pp0.1073741842, Index: 341
Object                  Name                   Type                    Index
Traffic-control-profile TCP-CVLAN              Output                  12408
Classifier              dscp-ipv6-compatibility dscp-ipv6                  9
Classifier              ipprec-compatibility   ip                         13

    Adjusting application: ancp LS-0
      Adjustment type: absolute
      Configured shaping rate: 4000000
      Adjustment value: 11228000
      Adjustment overhead-accounting mode: Frame Mode
      Adjustment overhead bytes: 50
      Adjustment target: node 

show class-of-service interface (PPPoE Interface)

user@host> show class-of-service interface pp0.1
Logical interface: pp0.1, Index: 85
    Object                  Name                   Type           Index
    Traffic-control-profile tcp-pppoe.o.pp0.1      Output         2726446535
    Classifier              ipprec-compatibility   ip             13

    Adjusting application: PPPoE
      Adjustment type: absolute
      Adjustment value: 5000000
      Adjustment overhead-accounting mode: cell
      Adjustment target: node

show class-of-service interface (DHCP Interface)

user@host> show class-of-service interface demux0.1
Logical interface: pp0.1, Index: 85
    Object                  Name                   Type           Index
    Traffic-control-profile tcp-dhcp.o.demux0.1    Output         2726446535
    Classifier              ipprec-compatibility   ip             13

    Adjusting application: DHCP
      Adjustment type: absolute
      Adjustment value: 5000000
      Adjustment overhead-accounting mode: cell
      Adjustment target: node
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show class-of-service interface (T4000 Routers with Type 5 FPCs)

user@host> show class-of-service interface xe-4/0/0
Physical interface: xe-4/0/0, Index: 153
    Maximum usable queues: 8, Queues in use: 4
      Shaping rate: 5000000000 bps
      Scheduler map: <default>, Index: 2
      Congestion-notification: Disabled

      Logical interface: xe-4/0/0.0, Index: 77
        Object                  Name                   Type                    
Index
        Classifier              ipprec-compatibility   ip                       
  13

show class-of-service interface detail

user@host> show class-of-service interface ge-0/3/0 detail

Physical interface: ge-0/3/0, Enabled, Physical link is Up
  Link-level type: Ethernet, MTU: 1518, Speed: 1000mbps, Loopback: Disabled, 
Source filtering: Disabled, Flow control: Enabled, Auto-negotiation: Enabled, 
Remote fault: Online
  Device flags   : Present Running
  Interface flags: SNMP-Traps Internal: 0x4000          

  Physical interface: ge-0/3/0, Index: 138             
  Maximum usable queues: 4, Queues in use: 5
  Shaping rate: 50000 bps
  Scheduler map: interface-schedular-map, Index: 58414
  Input shaping rate: 10000 bps
  Input scheduler map: schedular-map, Index: 15103
  Chassis scheduler map: <default-chassis>, Index: 4
  Congestion-notification: Disabled

  Logical interface ge-0/3/0.0                                       
    Flags: SNMP-Traps 0x4000 VLAN-Tag [ 0x8100.1 ]  Encapsulation: ENET2
    inet
    mpls
Interface       Admin Link Proto Input Filter         Output Filter  
ge-0/3/0.0      up    up   inet
                           mpls
Interface       Admin Link Proto Input Policer         Output Policer
ge-0/3/0.0      up    up   inet
                           mpls

  Logical interface: ge-0/3/0.0, Index: 68                             
    Object                  Name                   Type               Index 
    Rewrite                 exp-default            exp (mpls-any)       33
    Classifier              exp-default            exp                  10
    Classifier              ipprec-compatibility   ip                   13

  Logical interface ge-0/3/0.1
    Flags: SNMP-Traps 0x4000 VLAN-Tag [ 0x8100.2 ]  Encapsulation: ENET2
    inet
Interface       Admin Link Proto Input Filter         Output Filter
ge-0/3/0.1      up    up   inet
Interface       Admin Link Proto Input Policer         Output Policer
ge-0/3/0.1      up    up   inet
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  Logical interface: ge-0/3/0.1, Index: 69
    Object                  Name                   Type            Index
    Classifier              ipprec-compatibility   ip               13

show class-of-service interface comprehensive

user@host> show class-of-service interface ge-0/3/0 comprehensive
Physical interface: ge-0/3/0, Enabled, Physical link is Up
  Interface index: 138, SNMP ifIndex: 601, Generation: 141
  Link-level type: Ethernet, MTU: 1518, Speed: 1000mbps, BPDU Error: None, 
MAC-REWRITE Error: None, Loopback: Disabled, Source filtering: Disabled, Flow 
control: Enabled,
  Auto-negotiation: Enabled, Remote fault: Online
  Device flags   : Present Running
  Interface flags: SNMP-Traps Internal: 0x4000
  CoS queues     : 4 supported, 4 maximum usable queues
  Schedulers     : 256
  Hold-times     : Up 0 ms, Down 0 ms
  Current address: 00:14:f6:f4:b4:5d, Hardware address: 00:14:f6:f4:b4:5d
  Last flapped   : 2010-09-07 06:35:22 PDT (15:14:42 ago)
  Statistics last cleared: Never
  Traffic statistics:
   Input  bytes  :                    0                    0 bps
   Output bytes  :                    0                    0 bps
   Input  packets:                    0                    0 pps
   Output packets:                    0                    0 pps
   IPv6 total statistics:
    Input  bytes  :                   0
    Output bytes  :                   0
    Input  packets:                   0
    Output packets:                   0
  Ingress traffic statistics at Packet Forwarding Engine:
   Input  bytes  :                    0                    0 bps
   Input  packets:                    0                    0 pps
   Drop   bytes  :                    0                    0 bps
   Drop   packets:                    0                    0 pps
  Label-switched interface (LSI) traffic statistics:
   Input  bytes  :                    0                    0 bps
   Input  packets:                    0                    0 pps
  Input errors:
    Errors: 0, Drops: 0, Framing errors: 0, Runts: 0, Policed discards: 0, L3 
incompletes: 0, L2 channel errors: 0, L2 mismatch timeouts: 0, FIFO errors: 0, 
Resource errors: 0
  Output errors:
    Carrier transitions: 5, Errors: 0, Drops: 0, Collisions: 0, Aged packets: 0,
 FIFO errors: 0, HS link CRC errors: 0, MTU errors: 0, Resource errors: 0
  Ingress queues: 4 supported, 5 in use
  Queue counters:       Queued packets  Transmitted packets      Dropped packets

    0 af3                            0                    0                    0

    1 af2                            0                    0                    0

    2 ef2                            0                    0                    0

    3 ef1                            0                    0                    0

  Egress queues: 4 supported, 5 in use
  Queue counters:       Queued packets  Transmitted packets      Dropped packets
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    0 af3                            0                    0                    0

    1 af2                            0                    0                    0

    2 ef2                            0                    0                    0

    3 ef1                            0                    0                    0

  Active alarms  : None
  Active defects : None
  MAC statistics:                      Receive         Transmit
    Total octets                             0                0
    Total packets                            0                0
    Unicast packets                          0                0
    Broadcast packets                        0                0
    Multicast packets                        0                0
    CRC/Align errors                         0                0
    FIFO errors                              0                0
    MAC control frames                       0                0
    MAC pause frames                         0                0
    Oversized frames                         0
    Jabber frames                            0
    Fragment frames                          0
    VLAN tagged frames                       0
    Code violations                          0
  Filter statistics:
    Input packet count                       0
    Input packet rejects                     0
    Input DA rejects                         0
    Input SA rejects                         0
    Output packet count                                       0
    Output packet pad count                                   0
    Output packet error count                                 0
    CAM destination filters: 0, CAM source filters: 0
  Autonegotiation information:
    Negotiation status: Complete
    Link partner:
        Link mode: Full-duplex, Flow control: Symmetric/Asymmetric, Remote fault:
 OK
    Local resolution:
      Flow control: Symmetric, Remote fault: Link OK
  Packet Forwarding Engine configuration:
    Destination slot: 0
  CoS information:
    Direction : Output
    CoS transmit queue               Bandwidth               Buffer Priority   
Limit
                              %            bps     %           usec
    2 ef2                    39          19500     0            120     high    
none
    Direction : Input
    CoS transmit queue               Bandwidth               Buffer Priority   
Limit
                              %            bps     %           usec
    0 af3                    30           3000    45              0      low    
none

Physical interface: ge-0/3/0, Enabled, Physical link is Up
  Interface index: 138, SNMP ifIndex: 601
Forwarding classes: 16 supported, 5 in use
Ingress queues: 4 supported, 5 in use
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Queue: 0, Forwarding classes: af3
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: af2
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: ef2
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: ef1
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Forwarding classes: 16 supported, 5 in use
Egress queues: 4 supported, 5 in use
Queue: 0, Forwarding classes: af3
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: af2
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
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    Tail-dropped packets : Not Available
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: ef2
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: ef1
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps

Packet Forwarding Engine Chassis Queues:
Queues: 4 supported, 5 in use
Queue: 0, Forwarding classes: af3
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  : Not Available
    RED-dropped bytes    : Not Available
Queue: 1, Forwarding classes: af2
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  : Not Available
    RED-dropped bytes    : Not Available
Queue: 2, Forwarding classes: ef2
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  : Not Available
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    RED-dropped bytes    : Not Available
Queue: 3, Forwarding classes: ef1
  Queued:
    Packets              :                108546                     0 pps
    Bytes                :              12754752                   376 bps
  Transmitted:
    Packets              :                108546                      0 pps
    Bytes                :              12754752                   376 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  : Not Available
    RED-dropped bytes    : Not Available

Physical interface: ge-0/3/0, Index: 138
Maximum usable queues: 4, Queues in use: 5
  Shaping rate: 50000 bps

Scheduler map: interface-schedular-map, Index: 58414

  Scheduler: ef2, Forwarding class: ef2, Index: 39155
    Transmit rate: 39 percent, Rate Limit: none, Buffer size: 120 us, Buffer 
Limit: none, Priority: high
    Excess Priority: unspecified
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             any             1    < default-drop-profile> 
      Medium low      any             1    < default-drop-profile>
      Medium high     any             1    < default-drop-profile>
      High            any             1    < default-drop-profile>
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
  Input shaping rate: 10000 bps
  Input scheduler map: schedular-map

Scheduler map: schedular-map, Index: 15103

  Scheduler: af3, Forwarding class: af3, Index: 35058
    Transmit rate: 30 percent, Rate Limit: none, Buffer size: 45 percent, Buffer
 Limit: none, Priority: low
    Excess Priority: unspecified
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             any         40582    green
      Medium low      any             1    < default-drop-profile>
      Medium high     any             1    < default-drop-profile>
      High            any         18928    yellow
Drop profile: green, Type: discrete, Index: 40582
  Fill level    Drop probability
          50                   0
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
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         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: yellow, Type: discrete, Index: 18928
  Fill level    Drop probability
          50                   0
         100                 100
  Chassis scheduler map: < default-drop-profile>
Scheduler map: < default-drop-profile>, Index: 4

  Scheduler: < default-drop-profile>, Forwarding class: af3, Index: 25
    Transmit rate: 25 percent, Rate Limit: none, Buffer size: 25 percent, Buffer
 Limit: none, Priority: low
    Excess Priority: low
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             any             1    < default-drop-profile>
      Medium low      any             1    < default-drop-profile>
      Medium high     any             1    < default-drop-profile>
      High            any             1    < default-drop-profile>
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100

  Scheduler: < default-drop-profile>, Forwarding class: af2, Index: 25
    Transmit rate: 25 percent, Rate Limit: none, Buffer size: 25 percent, Buffer
 Limit: none, Priority: low
    Excess Priority: low
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             any             1    < default-drop-profile>     
      Medium low      any             1    < default-drop-profile>      
      Medium high     any             1    < default-drop-profile>
      High            any             1    < default-drop-profile>
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100

  Scheduler: < default-drop-profile>, Forwarding class: ef2, Index: 25
    Transmit rate: 25 percent, Rate Limit: none, Buffer size: 25 percent, Buffer
 Limit: none, Priority: low
    Excess Priority: low

Copyright © 2017, Juniper Networks, Inc.1268

Class of Service Feature Guide for Routing Devices



    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             any             1    < default-drop-profile>
      Medium low      any             1    < default-drop-profile>
      Medium high     any             1    < default-drop-profile>
      High            any             1    < default-drop-profile>
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100

  Scheduler: < default-drop-profile>, Forwarding class: ef1, Index: 25
    Transmit rate: 25 percent, Rate Limit: none, Buffer size: 25 percent, Buffer
 Limit: none, Priority: low
    Excess Priority: low
    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             any             1    < default-drop-profile>
      Medium low      any             1    < default-drop-profile>
      Medium high     any             1    < default-drop-profile>     
      High            any             1    < default-drop-profile>
Drop profile: , Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
Drop profile: < default-drop-profile>, Type: discrete, Index: 1
  Fill level    Drop probability
         100                 100
  Congestion-notification: Disabled
Forwarding class                       ID      Queue  Restricted queue  Fabric 
priority  Policing priority
  af3                                   0       0          0             low    
            normal
  af2                                   1       1          1             low    
            normal
  ef2                                   2       2          2             high   
            normal
  ef1                                   3       3          3             high   
            normal
  af1                                   4       4          0             low    
            normal

  Logical interface ge-0/3/0.0 (Index 68) (SNMP ifIndex 152) (Generation 159)
    Flags: SNMP-Traps 0x4000 VLAN-Tag [ 0x8100.1 ]  Encapsulation: ENET2
    Traffic statistics:
     Input  bytes  :                    0
     Output bytes  :                    0
     Input  packets:                    0
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     Output packets:                    0
    Local statistics:
     Input  bytes  :                    0
     Output bytes  :                    0
     Input  packets:                    0
     Output packets:                    0
    Transit statistics:
     Input  bytes  :                    0                    0 bps
     Output bytes  :                    0                    0 bps
     Input  packets:                    0                    0 pps
     Output packets:                    0                    0 pps
    Protocol inet, MTU: 1500, Generation: 172, Route table: 0
      Flags: Sendbcast-pkt-to-re
      Input Filters: filter-in-ge-0/3/0.0-i,
      Policer: Input: p1-ge-0/3/0.0-inet-i
    Protocol mpls, MTU: 1488, Maximum labels: 3, Generation: 173, Route table: 0

      Flags: Is-Primary
      Output Filters: exp-filter,,,,,

Logical interface ge-1/2/0.0 (Index 347) (SNMP ifIndex 638) (Generation 156)    

Forwarding class ID  Queue  Restricted queue  Fabric priority  Policing priority
   SPU priority
best-effort      0   0      0                 low              normal           
    low

Aggregate Forwarding-class statistics per forwarding-class 
  Aggregate Forwarding-class statistics:
   Forwarding-class statistics:

Forwarding-class best-effort statistics:
    Input unicast bytes:      0
    Output unicast bytes:     0
    Input unicast packets:    0
    Output unicast packets:   0

    Input multicast bytes:    0
    Output multicast bytes:   0
    Input multicast packets:  0
    Output multicast packets: 0

Forwarding-class expedited-forwarding statistics:
    Input unicast bytes:      0
    Output unicast bytes:     0
    Input unicast packets:    0
    Output unicast packets:   0

    Input multicast bytes:    0
    Output multicast bytes:   0
    Input multicast packets:  0
    Output multicast packets: 0

IPv4 protocol forwarding-class statistics:
  Forwarding-class statistics:
  Forwarding-class best-effort statistics:

    Input unicast bytes:      0
    Output unicast bytes:     0
    Input unicast packets:    0
    Output unicast packets:   0
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    Input multicast bytes:    0
    Output multicast bytes:   0
    Input multicast packets:  0
    Output multicast packets: 0

Forwarding-class expedited-forwarding statistics:
    Input unicast bytes:      0
    Output unicast bytes:     0
    Input unicast packets:    0
    Output unicast packets:   0

    Input multicast bytes:    0
    Output multicast bytes:   0
    Input multicast packets:  0
    Output multicast packets: 0

    IPv6  protocol forwarding-class statistics:
    Forwarding-class statistics:
     Forwarding-class best-effort statistics:

    Input unicast bytes:      0
    Output unicast bytes:     0
    Input unicast packets:    0
    Output unicast packets:   0

    Input multicast bytes:    0
    Output multicast bytes:   0
    Input multicast packets:  0
    Output multicast packets: 0

Forwarding-class expedited-forwarding statistics:
    Input unicast bytes:      0
    Output unicast bytes:     0
    Input unicast packets:    0
    Output unicast packets:   0

    Input multicast bytes:    0
    Output multicast bytes:   0
    Input multicast packets:  0
    Output multicast packets: 0

Logical interface ge-0/3/0.0 (Index 68) (SNMP ifIndex 152)
    Flags: SNMP-Traps 0x4000 VLAN-Tag [ 0x8100.1 ]  Encapsulation: ENET2
    Input packets : 0
    Output packets: 0

Interface       Admin Link Proto Input Filter         Output Filter
ge-0/3/0.0      up    up   inet  filter-in-ge-0/3/0.0-i
                           mpls                       exp-filter
Interface       Admin Link Proto Input Policer         Output Policer
ge-0/3/0.0      up    up
                           inet  p1-ge-0/3/0.0-inet-i
                           mpls

Filter: filter-in-ge-0/3/0.0-i
Counters:
Name                                                Bytes              Packets
count-filter-in-ge-0/3/0.0-i                            0                    0

Filter: exp-filter
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Counters:
Name                                                Bytes              Packets
count-exp-seven-match                                   0                    0
count-exp-zero-match                                    0                    0
Policers:
Name                                              Packets
p1-ge-0/3/0.0-inet-i                                    0

  Logical interface: ge-0/3/0.0, Index: 68
    Object                  Name                   Type                    Index

    Rewrite                 exp-default            exp (mpls-any)             33

Rewrite rule: exp-default, Code point type: exp, Index: 33
  Forwarding class                    Loss priority       Code point
  af3                                 low                 000
  af3                                 high                001
  af2                                 low                 010
  af2                                 high                011
  ef2                                 low                 100
  ef2                                 high                101
  ef1                                 low                 110
  ef1                                 high                111
    Object                  Name                   Type                    Index

    Classifier              exp-default            exp                        10

Classifier: exp-default, Code point type: exp, Index: 10
  Code point         Forwarding class                    Loss priority
  000                af3                                 low
  001                af3                                 high
  010                af2                                 low
  011                af2                                 high
  100                ef2                                 low
  101                ef2                                 high
  110                ef1                                 low
  111                ef1                                 high
    Object                  Name                   Type                    Index

    Classifier              ipprec-compatibility   ip                         13

Classifier: ipprec-compatibility, Code point type: inet-precedence, Index: 13
  Code point         Forwarding class                    Loss priority
  000                af3                                 low
  001                af3                                 high
  010                af3                                 low
  011                af3                                 high
  100                af3                                 low
  101                af3                                 high
  110                ef1                                 low
  111                ef1                                 high
Forwarding class                       ID      Queue  Restricted queue  Fabric 
priority  Policing priority
  af3                                   0       0          0             low    
            normal
  af2                                   1       1          1             low    
            normal
  ef2                                   2       2          2             high   
            normal
  ef1                                   3       3          3             high   
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            normal
  af1                                   4       4          0             low    
            normal

  Logical interface ge-0/3/0.1 (Index 69) (SNMP ifIndex 154) (Generation 160)
    Flags: SNMP-Traps 0x4000 VLAN-Tag [ 0x8100.2 ]  Encapsulation: ENET2
    Traffic statistics:
     Input  bytes  :                    0
     Output bytes  :                    0
     Input  packets:                    0
     Output packets:                    0
    Local statistics:
     Input  bytes  :                    0
     Output bytes  :                    0
     Input  packets:                    0
     Output packets:                    0
    Transit statistics:
     Input  bytes  :                    0                    0 bps
     Output bytes  :                    0                    0 bps
     Input  packets:                    0                    0 pps
     Output packets:                    0                    0 pps
    Protocol inet, MTU: 1500, Generation: 174, Route table: 0
      Flags: Sendbcast-pkt-to-re

  Logical interface ge-0/3/0.1 (Index 69) (SNMP ifIndex 154)
    Flags: SNMP-Traps 0x4000 VLAN-Tag [ 0x8100.2 ]  Encapsulation: ENET2
    Input packets : 0
    Output packets: 0

Interface       Admin Link Proto Input Filter         Output Filter
ge-0/3/0.1      up    up   mpls  
Interface       Admin Link Proto Input Policer         Output Policer
ge-0/3/0.1      up    up
                           mpls

  Logical interface: ge-0/3/0.1, Index: 69
    Object                  Name                   Type                    Index

    Classifier              ipprec-compatibility   ip                         13

Classifier: ipprec-compatibility, Code point type: inet-precedence, Index: 13
  Code point         Forwarding class                    Loss priority
  000                af3                                 low
  001                af3                                 high
  010                af3                                 low
  011                af3                                 high
  100                af3                                 low
  101                af3                                 high
  110                ef1                                 low
  111                ef1                                 high
Forwarding class                       ID      Queue  Restricted queue  Fabric 
priority  Policing priority
  af3                                   0       0          0             low    
            normal
  af2                                   1       1          1             low    
            normal
  ef2                                   2       2          2             high   
            normal
  ef1                                   3       3          3             high   
            normal
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  af1                                   4       4          0             low    
            normal

show class-of-service interface (ACX Series Routers)

user@host-g11# show class-of-service interface
Physical interface: at-0/0/0, Index: 130
Maximum usable queues: 4, Queues in use: 4
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled

  Logical interface: at-0/0/0.0, Index: 69

  Logical interface: at-0/0/0.32767, Index: 70

Physical interface: at-0/0/1, Index: 133
Maximum usable queues: 4, Queues in use: 4
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled

  Logical interface: at-0/0/1.0, Index: 71

  Logical interface: at-0/0/1.32767, Index: 72

Physical interface: ge-0/1/0, Index: 146
Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
Rewrite                 dscp-default           dscp                       31
Classifier              d1                     dscp                    11331
Classifier              ci                     ieee8021p                 583

  Logical interface: ge-0/1/0.0, Index: 73
Object                  Name                   Type                    Index
Rewrite                 custom-exp             exp (mpls-any)          46413

  Logical interface: ge-0/1/0.1, Index: 74

  Logical interface: ge-0/1/0.32767, Index: 75

Physical interface: ge-0/1/1, Index: 147
Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
Classifier              ipprec-compatibility   ip                         13

  Logical interface: ge-0/1/1.0, Index: 76

Physical interface: ge-0/1/2, Index: 148
Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
Rewrite                 ri                     ieee8021p (outer)       35392
Classifier              ci                     ieee8021p                 583

Physical interface: ge-0/1/3, Index: 149

Copyright © 2017, Juniper Networks, Inc.1274

Class of Service Feature Guide for Routing Devices



Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
Classifier              ipprec-compatibility   ip                         13

  Logical interface: ge-0/1/3.0, Index: 77
Object                  Name                   Type                    Index
Rewrite                 custom-exp2            exp (mpls-any)          53581

Physical interface: ge-0/1/4, Index: 150
Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
Classifier              ipprec-compatibility   ip                         13

Physical interface: ge-0/1/5, Index: 151
Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
Classifier              ipprec-compatibility   ip                         13

Physical interface: ge-0/1/6, Index: 152
Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
Classifier              ipprec-compatibility   ip                         13

Physical interface: ge-0/1/7, Index: 153
Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
Classifier              d1                     dscp                    11331

Physical interface: ge-0/2/0, Index: 154
Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
Classifier              ipprec-compatibility   ip                         13

Physical interface: ge-0/2/1, Index: 155
Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
Classifier              ipprec-compatibility   ip                         13

  Logical interface: ge-0/2/1.0, Index: 78

  Logical interface: ge-0/2/1.32767, Index: 79

Physical interface: xe-0/3/0, Index: 156
Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
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Classifier              ipprec-compatibility   ip                         13

  Logical interface: xe-0/3/0.0, Index: 80

Physical interface: xe-0/3/1, Index: 157
Maximum usable queues: 8, Queues in use: 5
  Scheduler map: <default>, Index: 2
  Congestion-notification: Disabled
Object                  Name                   Type                    Index
Classifier              ipprec-compatibility   ip                         13

  Logical interface: xe-0/3/1.0, Index: 81

[edit]
user@host-g11#

show class-of-service interface (PPPoE Subscriber Interface for Enhanced Subscriber Management)

user@host> show class-of-service interface pp0.3221225474
  Logical interface: pp0.3221225475, Index: 3221225475
Object                  Name                   Type                    Index
Traffic-control-profile TC_PROF_100_199_SERIES_UID1006 Output      4294967312
Scheduler-map           SMAP-1_UID1002         Output              4294967327
Rewrite-Output          ieee-rewrite           ieee8021p               60432
Rewrite-Output          rule1                  ip                      50463

    Adjusting application: PPPoE IA tags
      Adjustment type: absolute
      Configured shaping rate: 11000000
      Adjustment value: 5000000
      Adjustment target: node

    Adjusting application: ucac
      Adjustment type: delta
      Configured shaping rate: 5000000
      Adjustment value: 100000
      Adjustment target: node
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show class-of-service loss-priority-rewrite

Supported Platforms M10i, M120, M320, M40e, M7i,MXSeries, T Series

Syntax show class-of-service loss-priority-rewrite
<name name>
<type frame-relay-de>

Release Information Command introduced in Junos OS Release 11.4.

Description Display the mapping of the code-point value to the loss priority rewrite rule.

Options none—Display all loss priority rewrite maps.

name—(Optional) Display the specified loss priority rewrite.

frame-relay-de—(Optional) Display the Frame Relay discard eligibility code-point
information.

Required Privilege
Level

view

Related
Documentation

frame-relay-de on page 1049•

List of Sample Output show class-of-service loss-priority-rewrite on page 1278

Output Fields This table describes the output fields for the show class-of-service loss-priority-rewrite

command. Output fields are listed in the approximate order in which they appear.

Table 162: show class-of-service loss-priority-rewrite Output Fields

Field DescriptionField Name

Name of the loss priority rewrite.Loss-priority-rewrite

Type: frame-relay-de.Code point type

Internal index.Index

Loss priority of low,medium-low,medium-high, or high.Loss priority

Code-point value.Code point
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Sample Output

show class-of-service loss-priority-rewrite

user@host> show class-of-service loss-priority-rewrite
Loss-priority-rewrite: frame-relay-de-default, Code point type: frame-relay-de, 
Index: 38
  Loss priority      Code point
  low                 0         
  high                1  
  medium-low          0  
  medium-high         1
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show class-of-service l2tp-session

Supported Platforms M10i, M120, M7i

Syntax show class-of-service l2tp-session session-id

Release Information Command introduced in Junos OS Release 8.2.

Description Display CoS objects associated with an L2TP session on M7i, M10i, and M120 routers.

Options session-id—L2TP session number for which you want to display a summary of CoS
attributes.

Required Privilege
Level

view

List of Sample Output show class-of-service l2tp-session on page 1280

Output Fields Table 163 on page 1279 lists the output fields for the show class-of-service l2tp-session

command. Output fields are listed in the approximate order in which they appear.

Table 163: show class-of-service l2tp-session Output Fields

Field DescriptionField Name

Username associated with the L2TP session.L2TP Session Username

Session index identification number.Index

Physical interface on which the tunnel session is established.Physical interface

Index ID associated with the physical interface onwhich the tunnel
session is established.

Index

Number of scheduler queues supported for the L2TP session.Queues supported

Number of scheduler queues active on the L2TP session.Queues in use

Scheduler map name associated with the session.Scheduler map

Scheduler map index number associated with the session.Index

Maximumbandwidth configured for the session. Each active queue
on the session receives a maximum of the configured amount of
absolute bandwidth or the configured percentage of bandwidth,
even if more bandwidth is available.

Shaping rate
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Sample Output

show class-of-service l2tp-session

user@host> show class-of-service l2tp-session 123
L2TP Session Username: user1@example.com, Index: 12553
Physical interface: ge-2/0/0, Index: 130
Queues supported: 8, Queues in use: 4
  Scheduler map: GEN-SCHED-MAP-EF-65%, Index: 5212
  Shaping rate: 200000 bps
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show class-of-service policy-map

Supported Platforms MXSeries

Syntax show class-of-service policy-map
<policy-map-name>
<type (configured | reserved)>

Release Information Command introduced in Junos OS Release 16.1.

Description (MPCsonMXSeriesdevicesonly)Display class-of-service (CoS)policymap information.

Options policy-map-name—(Optional) Enter the name of a policy map to show only the

information for that policy map. Otherwise, information for all policy maps is

displayed.

type—(Optional) Display information on different types of policy maps.

configured—Display user configured policy maps.

reserved—Display reserved policy map name-to-ID mapping.

Required Privilege
Level

view

Related
Documentation

policy-map on page 1127•

• Assigning Rewrite Rules on a Per-Customer Basis Using Policy Maps Overview on

page 436

• Configuring PolicyMaps toAssignRewrite Rules on aPer-Customer Basis on page438

List of Sample Output show class-of-service policy-map on page 1282

Output Fields Table 164onpage 1281describes theoutput fields for the showclass-of-servicepolicy-map

command. Output fields are listed in the approximate order in which they appear.

Table 164: show class-of-service policy-mapOutput Fields

Field DescriptionField Name

The type of packet marking to rewrite.Type

The code point the packet marking should be rewritten to.Code Point

The type of the traffic the packet marking should be rewritten for.Option
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Sample Output

show class-of-service policy-map

user@host> show class-of-service policy-map
Policy-map: P-1, Index: 1
  Type              Code Point  Option
  inet-precedence        110    (proto-ip)
  inet-precedence        110    (proto-mpls)
  dscp-ipv6           101010    (proto-ip)
  dscp-ipv6           101010    (proto-mpls)
  exp                    110    (all-label)
  exp                    111    (outer-label)
  ieee-802.1ad          0110    (outer-and-inner)
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show class-of-service rewrite-rule

Supported Platforms NFX Series, SRX Series, vSRX

Syntax show class-of-service rewrite-rule
<name name>
<type type>

Release Information Command introduced before Junos OS Release 7.4.

Description Display the mapping of forwarding classes and loss priority to code point values.

Options none—Display all rewrite rules.

name name—(Optional) Display the specified rewrite rule.

type type—(Optional) Display the rewrite rule of the specified type. The rewrite rule type
can be one of the following:

• dscp—For IPv4 traffic.

• dscp-ipv6—For IPv6 traffic.

• exp—For MPLS traffic.

• frame-relay-de— For Frame Relay traffic.

• ieee-802.1—For Layer 2 traffic.

• inet-precedence—For IPv4 traffic.

Required Privilege
Level

view

Related
Documentation

Rewrite Rules Overview•

List of Sample Output show class-of-service rewrite-rule type dscp on page 1284

Output Fields Table 165onpage 1283describes theoutput fields for theshowclass-of-service rewrite-rule

command. Output fields are listed in the approximate order in which they appear.

Table 165: show class-of-service rewrite-rule Output Fields

Field DescriptionField Name

Name of the rewrite rule.Rewrite rule

Type of rewrite rule: dscp, dscp-ipv6, exp, frame-relay-de, or
inet-precedence.

Code point type
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Table 165: show class-of-service rewrite-rule Output Fields (continued)

Field DescriptionField Name

Classification of a packet affecting the forwarding, scheduling, and
marking policies applied as the packet transits the router or switch.

Forwarding class

Internal index for this particular rewrite rule.Index

Loss priority for rewriting.Loss priority

Code point value to rewrite.Code point

Sample Output

show class-of-service rewrite-rule type dscp

user@host> show class-of-service rewrite-rule type dscp
Rewrite rule: dscp-default, Code point type: dscp
  Forwarding class                    Loss priority       Code point
  gold                                high                000000         
  silver                              low                 110000         
  silver                              high                111000         
  bronze                              low                 001010         
  bronze                              high                001100         
  lead                                high                101110         

Rewrite rule: abc-dscp-rewrite, Code point type: dscp, Index: 3245
Forwarding class                    Loss priority       Code point
  gold                                low                 000111         
  gold                                high                001010         
  silver                              low                 110000         
  silver                              high                111000         
  bronze                              high                001100         
  lead                                low                 101110         
  lead                                high                110111
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show class-of-service routing-instance

Supported Platforms MSeries,MXSeries, T Series

Syntax show class-of-service routing-instance
<routing-instance-name>

Release Information Command introduced before Junos OS Release 7.4.

Description (MSeries,MXSeries, andTSeries routers only)Displaymappingof class of service (CoS)

objects to routing instances.

Options routing-instance-name—(Optional) Name of a routing instance.

Required Privilege
Level

view

List of Sample Output show class-of-service routing-instance on page 1285

Output Fields Table 166 on page 1285 describes the output fields for the show class-of-service

routing-instance command. Output fields are listed in the approximate order in which

they appear.

Table 166: show class-of-service routing-instance Output Fields

Field DescriptionField Name

Internal index.Index

Name of an object.Name

Category of an object: Classifier.Object

Name of a routing instance.Routing instance

Type: exp.Type

Sample Output

show class-of-service routing-instance

user@host> show class-of-service routing-instance
  Routing Instance : vpn1
    Object            Name                   Type                    Index
    Classifier        exp-default            exp                         8

  Routing Instance : vpn2
    Object            Name                   Type                    Index
    Classifier        test2                  exp                     57507
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show class-of-service scheduler-hierarchy interface

Supported Platforms MXSeries

Syntax show class-of-service scheduler-hierarchy interface interface-name <detail>

Release Information Command introduced in Junos OS Release 13.3 for MX Series Routers.

Support for up to four hierarchy levels added in Junos OS Release 16.1.

Description For MPC/MIC interfaces only, display the scheduler hierarchy as well as the shaping rate,

guaranteed rate, priorities, and queue weight information for each forwarding class at

each hierarchy level.

Options detail—(Optional) Display scheduler hierarchies based on the interface set.

interface-name—Display information about a specific interface.

Required Privilege
Level

view

Related
Documentation

hierarchical-scheduler (Subscriber Interfaces onMX Series Routers) on page 1057•

List of Sample Output show class-of-service scheduler-hierarchy interface on page 1288

Output Fields Table 167 on page 1287 describes the output fields for the show class-of-service

scheduler-hierarchy interface command.Output fields are listed in the approximate order

in which they appear.

Table 167: show class-of-service scheduler-hierarchy interface Output Fields

Field DescriptionField Name

Interface nameinterface

Traffic resource associated with the logical interfaceresource

Actual shaping rate in bits per secondshaping-rate

Actual guaranteed rate in bits per secondguaranteed rate

Actual queue priority in the guaranteed region (high, low, or none)guaranteed priority

Actual queue priority in the excess region (high, low, or none)excess priority

Actual queue weight for excess CoS weighted round-robinqueueweight

Actual interface unit per priority weights for excess weighted round-robinexcess weight
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Sample Output

show class-of-service scheduler-hierarchy interface

user@host> show class-of-service scheduler-hierarchy interface xe-1/0/0
--------------------------------------------------------------------------------
Interface/                    shaping guaranteed  guaranteed/  queue   excess
resource name                    rate      rate       excess  weight   weight
                                kbits     kbits     priority          high/low 
--------------------------------------------------------------------------------
xe-1/0/0                        12000                                           
  <<< L1
  xe-1/0/0 RTP                  12000         0                          1    1 

    best-effort                 12000         0     Low  Low     950
    network-control             12000         0     Low  Low      50
  ifset1                        12000         0                        500  500 
  <<< L2
    ifset1 RTP                  12000         0                          1    1
      be1                         720         0     Low  Low     250
      nc1                       12000         0     Low  Low     250
    demux0.96                    3000         0                          1    1 
  <<< L3
      demux0.96 RTP              3000         0                        500  500
        be1                      1000         0     Low  Low     250
        nc1                      3000         0     Low  Low     250
      pp0.81                     2000         0                          1    1 
  <<< L4
         be1                     1000         0     Low  Low     250
         nc1                     2000         0     Low  Low     250
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show class-of-service scheduler-map

Supported Platforms EX Series,MSeries,MXSeries, NFX Series, PTX Series,QFX Series, T Series

Syntax show class-of-service scheduler-map
<name>

Release Information Command introduced before Junos OS Release 7.4.

Command introduced in Junos OS Release 11.1 for the QFX Series.

Command introduced in Junos OS Release 15.1R3 on MX Series routers for enhanced

subscriber management.

Description Display the mapping of schedulers to forwarding classes and a summary of scheduler

parameters for each entry.

Options none—Display all scheduler maps.

name—(Optional)Displaya summaryof scheduler parameters for each forwarding class
to which the named scheduler is assigned.

Required Privilege
Level

view

Related
Documentation

Verifying and Managing Junos OS Enhanced Subscriber Management•

List of Sample Output show class-of-service scheduler-map on page 1290
show class-of-service scheduler-map (QFX Series) on page 1291

Output Fields Table 168 on page 1289 describes the output fields for the show class-of-service

scheduler-map command.Output fields are listed in the approximate order inwhich they

appear.

Table 168: show class-of-service scheduler-mapOutput Fields

Field DescriptionField Name

Name of the scheduler map.

(Enhanced subscriber management for MX Series routers) The name of the dynamic scheduler map
object is associatedwith ageneratedUID (for example,SMAP-1_UID1002) insteadofwith a subscriber
interface.

Scheduler map

Indexof the indicatedobject.Objectshaving indexes in this output includeschedulermaps, schedulers,
and drop profiles.

(Enhancedsubscribermanagement forMXSeries routers) Indexvalues fordynamicCoS traffic control
profiles are larger for enhanced subscriber management than they are for legacy subscriber
management.

Index

1289Copyright © 2017, Juniper Networks, Inc.

Chapter 30: Operational Commands

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ex-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/m-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/nfx-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/ptx-series/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/qfx-series/product/index.html
http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/t-series/index.html


Table 168: show class-of-service scheduler-mapOutput Fields (continued)

Field DescriptionField Name

Name of the scheduler.Scheduler

Classification of a packet affecting the forwarding, scheduling, andmarking policies applied as the
packet transits the router.

Forwarding class

Configured transmit rate of the scheduler (in bps). The rate is a percentage of the total interface
bandwidth, or the keyword remainder, which indicates that the scheduler receives the remaining
bandwidth of the interface.

Transmit rate

Rate limiting configuration of the queue. Possible values are none, meaning no rate limiting, and exact,
meaning the queue only transmits at the configured rate.

Rate Limit

Amount of transmit delay (in milliseconds) or the buffer size of the queue. The buffer size is shown
as a percentage of the total interface buffer allocation, or by the keyword remainder to indicate that
the buffer is sized according to what remains after other scheduler buffer allocations.

Maximumbuffer delay

Scheduling priority: low or high.Priority

Priority of excess bandwidth: low,medium-low,medium-high, high, or none.Excess priority

(QFX Series, OCX Series, and EX4600 switches only) Explicit congestion notification (ECN) state:

• Disable—ECN is disabled on the specified scheduler

• Enable—ECN is enabled on the specified scheduler

ECN is disabled by default.

Explicit Congestion
Notification

Minimum shaping rate for an adjusted queue, in bps.Adjustminimum

Bandwidth adjustment applied to a queue, in percent.Adjust percent

Tabledisplaying theassignmentofdropprofilesbynameand index toagiven losspriority andprotocol
pair.

Drop profiles

Packet loss priority for drop profile assignment.Loss priority

Transport protocol for drop profile assignment.Protocol

Name of the drop profile.Name

Sample Output

show class-of-service scheduler-map

user@host> show class-of-service scheduler-map
Scheduler map: dd-scheduler-map, Index: 84

  Scheduler: aa-scheduler, Index: 8721, Forwarding class: aa-forwarding-class
   Transmit rate: 30 percent, Rate Limit: none, Maximum buffer delay: 39 ms,
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   Priority: high
   Drop profiles:
    Loss priority   Protocol    Index    Name
     Low            non-TCP     8724     aa-drop-profile
     Low            TCP         9874     bb-drop-profile
     High           non-TCP     8833     cc-drop-profile
     High           TCP         8484     dd-drop-profile

  Scheduler: bb-scheduler, Forwarding class: aa-forwarding-class
   Transmit rate: 40 percent, Rate limit: none, Maximum buffer delay: 68 ms,
   Priority: high
   Drop profiles:
    Loss priority   Protocol    Index    Name
     Low            non-TCP     8724     aa-drop-profile
     Low            TCP         9874     bb-drop-profile
     High           non-TCP     8833     cc-drop-profile
     High           TCP         8484     dd-drop-profile

show class-of-service scheduler-map (QFX Series)

user@switch# show class-of-service scheduler-map
Scheduler map: be-map, Index: 12240

  Scheduler:be-sched, Forwarding class: best-effort, Index: 115
    Transmit rate: 30 percent, Rate Limit: none, Buffer size: remainder,
    Buffer Limit: none, Priority: low
    Excess Priority: unspecified, Explicit Congestion Notification: disable

    Drop profiles:
      Loss priority   Protocol    Index    Name
      Low             any          3312    lan-dp           
      Medium-high     any          2714    be-dp1
      High            any          3178    be-dp2
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show class-of-service traffic-class-map

Supported Platforms

Syntax show class-of-service traffic-class-map
<name traffic-class-map-name>
<type (dscp | exp | ieee-802.1 | ieee-802.1ad |inet-precedence)>

Release Information Command introduced in Junos OS Release 14.2 for T4000 routers with Type 5 FPCs.

Command introduced in Junos OS Release 17.2 for MX Routers with MPCs.

Description For each traffic classmap, display themappingof the codepoint value to the input traffic

class.

Options none—Display all the mappings.

name name—(Optional) Display the named traffic class map.

type dscp—(Optional) Display all traffic class maps of the Differentiated Services code
point (DSCP) type.

type exp—(Optional) Display all traffic class maps of the MPLS EXP type.

type ieee-802.1—(Optional) Display all traffic class maps of the IEEE 802.1 type.

type ieee-802.1ad—(Optional) Display all traffic class maps of the IEEE 802.1ad type.

type inet-precedence—(Optional) Display all traffic class maps of the IPv4 precedence
type.

Required Privilege
Level

view

Related
Documentation

traffic-class-map on page 1187•

• Managing Ingress Oversubscription at the PFE on page 590

• Configuring Traffic Class Maps to Manage Ingress Oversubscription on page 591

• Example: Configuring Traffic Class Maps on page 594

• show class-of-service forwarding-table traffic-class-map on page 1243

List of Sample Output show class-of-service traffic-class-map on page 1293

Output Fields Table 146 on page 1212 describes the output fields for the show class-of-service

traffic-class-map command. Output fields are listed in the approximate order in which

they appear.
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Table 169: show class-of-service traffic-class-mapOutput Fields

Field DescriptionField Name

Name of the traffic class map.Traffic-class-map

Type of the traffic class map: exp, dscp, ieee-802.1, ieee-802.1ad, or
inet-precedence.

Code point type

Internal index of the traffic class map.Index

Code point value used for classification.Code point

Classification of a packet affecting the forwarding, scheduling, and
marking policies applied as the packet transits the router.

Traffic class

Sample Output

show class-of-service traffic-class-map

user@host> show class-of-service traffic-class-map
Traffic-class-map: inet-precedence, Code-point type: inet-precedence, Index: 44231

          Code point         Traffic class
          000                real-time
          001                real-time
          010                network-control
          011                network-control
          100                best-effort
          101                best-effort
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show class-of-service translation-table

Supported Platforms EX Series,MSeries,MXSeries, PTX Series, T Series

Syntax show class-of-service translation–table
<name translation-table-name> |
<type (to-dscp–from–dscp | to-dscp-ipv6–from–dscp–ipv6 | to-exp–from–exp |
to-inet-precedence-from-inet-precedence)>

Release Information Command introduced in Junos OS Release 9.3 for IQE PICs.

Description Display the mapping of class-of-service (CoS) translation table code points to

corresponding bit patterns.

Options none—Display translation table code points for all translation tables.

name—(Optional) Display information for the named translation table.

type—(Optional) Display information for a certain translation table type:

to-dscp-from-dscp—Display DSCP translation table information.

to-dscp-ipv6-from-dscp-ipv6—Display DSCP IPv6 translation table information.

to-exp-from-exp—Display MPLS EXP translation table information.

to-inet-precedence-from-intet-precedence—Display Internetprecedencetranslation
table information.

Required Privilege
Level

view

List of Sample Output show class-of-service translation-table on page 1296
show class-of-service translation-table name exp-trans-table on page 1297
showclass-of-servicetranslation-tabletypeto-dscp-ipv6-from-dscp-ipv6onpage1297

Output Fields Table 170 on page 1294 describes the output fields for the show class-of-service

translation-table command. Output fields are listed in the approximate order in which

they appear.

Table 170: show class-of-service translation-table Output Fields

Field DescriptionField Name

Name of the translation table.Translation Table

Type of the translation table.Translation table type

Internal index number of the translation table.Index
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Table 170: show class-of-service translation-table Output
Fields (continued)

Field DescriptionField Name

Value of code point received.FromCode Point

Value of translated code point.To Code Point
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Sample Output

show class-of-service translation-table

user@host> show class-of-service translation-table
Translation Table: inet-trans-table, Translation table type: inet-to-inet, Index:
 61075
  From Code point    To Code Point
  000                            101
  001                            111
  010                            101
  011                            111
  100                            101
  101                            101
  110                            001
  111                            000

Translation Table: dscp-trans-table, Translation table type: dscp-to-dscp, Index:
 6761
  From Code point    To Code Point
  000000                      000111
  000001                      000111
  000010                      000111
  000011                      000111
  000100                      000111
  000101                      000111
  000110                      000111
  000111                      111000
  001000                      000111
  001001                      000111
  001010                      000111
  001011                      000111
  001100                      000111
  001101                      000111
  001110                      000111
  001111                      000111
  010000                      000111
  010001                      000111
  010010                      000111
  010011                      000111
  010100                      000111
  010101                      000111
  010110                      000111
  010111                      000111
  011000                      000111
  011001                      000111
  011010                      000111
  011011                      000111
  011100                      000111
  011101                      000111
  011110                      000111
  011111                      000111
  100000                      000111
  100001                      000111
  100010                      000111
  100011                      000111
  100100                      000111
  100101                      000111
  100110                      000111
  100111                      111000
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  101000                      000111
  101001                      000111
  101010                      000111
  101011                      000111
  101100                      000111
  101101                      000111
  101110                      000111
  101111                      000111
  110000                      000111
  110001                      000111
  110010                      000111
  110011                      000111
  110100                      000111
  110101                      000111
  110110                      000111
  110111                      000111
  111000                      000111
  111001                      000111
  111010                      000111
  111011                      000111
  111100                      000111
  111101                      000111
  111110                      000001
  111111                      000000

show class-of-service translation-table name exp-trans-table

user@host> show class-of-service translation-table name exp-trans-table
Translation Table: exp-trans-table, Translation table type: exp-to-exp, Index: 
9048
  From Code point    To Code Point
  000                            101
  001                            111
  010                            101
  011                            111
  100                            101
  101                            101
  110                            001
  111                            000

show class-of-service translation-table type to-dscp-ipv6-from-dscp-ipv6

user@host> show class-of-service translation-table type to-dscp-ipv6-from-dscp-ipv6
Translation Table: dscp-ipv6-trans-table, Translation table type: 
dscp-ipv6-to-dscp-ipv6, Index: 64704
  From Code point    To Code Point
  000000                      000111
  000001                      000111
  000010                      000111
  000011                      000111
  000100                      000111
  000101                      000111
  000110                      000111
  000111                      111000
  001000                      000111
  001001                      000111
  001010                      000111
  001011                      000111
  001100                      000111
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  001101                      000111
  001110                      000111
  001111                      000111
  010000                      000111
  010001                      000111
  010010                      000111
  010011                      000111
  010100                      000111
  010101                      000111
  010110                      000111
  010111                      000111
  011000                      000111
  011001                      000111
  011010                      000111
  011011                      000111
  011100                      000111
  011101                      000111
  011110                      000111
  011111                      000111
  100000                      000111
  100001                      000111
  100010                      000111
  100011                      000111
  100100                      000111
  100101                      000111
  100110                      000111
  100111                      111000
  101000                      000111
  101001                      000111
  101010                      000111
  101011                      000111
  101100                      000111
  101101                      000111
  101110                      000111
  101111                      000111
  110000                      000111
  110001                      000111
  110010                      000111
  110011                      000111
  110100                      000111
  110101                      000111
  110110                      000111
  110111                      000111
  111000                      000111
  111001                      000111
  111010                      000111
  111011                      000111
  111100                      000111
  111101                      000111
  111110                      000001
  111111                      000000
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show interfaces forwarding-class-counters

Supported Platforms MXSeries

Syntax show interfaces forwarding-class-counters interface-name <comprehensive>

Release Information Command introduced in Junos OS 14.1 for MX Series routers.

Description Display interface accounting information by forwarding class for IPv4, IPv6, MPLS, Layer

2, and Other traffic.

Options comprehensive—(Optional) Display forwarding-class-counters per traffic family for all
logical interfaces under the physical interface along with other quality-of-service

information.

Additional Information For physical interface-level statistics, if none of the logical interfaces have any of the

traffic families configured on them, the forwarding class statistics for that family are still

displayed with a value of 0.

For physical interface-level statistics, in case of Layer 2 families such as ccc, tcc, or vpls,
the Layer2 keyword is displayed because it is possible that different Layer 2 families are
configured on the logical interface.

For logical interface-level statistics, the output displays statistics only for families that

are configuredon that logical interface. ThestatisticsunderOther family are still displayed
because these are packets that are not classified as belonging to any family.

In the case of Layer 2 families such as ccc, tcc, or vpls configured on the logical interface,
the actual family name is displayed in the output.

Statistics include input and output byte and packets and corresponding rates.

Required Privilege
Level

view

Related
Documentation

forwarding-class-accounting on page 1039•

• Class of Service Feature Guide for Routing Devices

List of Sample Output show interfaces forwarding-class-counters interface-name on page 1300

Output Fields Table 171 on page 1300 lists the output fields for the show interfaces

forwarding-class-counters command. Output fields are listed in the approximate order

in which they appear.

1299Copyright © 2017, Juniper Networks, Inc.

Chapter 30: Operational Commands

http://www.juniper.net/techpubs/en_US/release-independent/junos/information-products/pathway-pages/mx-series/index.html


Table 171: show interfaces forwarding-class-counters Output Fields

Field DescriptionField Name

A count of received bytes that match the forwarding class.Input bytes

A count of transmitted bytes that match the forwarding class.Output bytes

A count of received packets that match the forwarding class.Input packets

A count of transmitted packets that match the forwarding class.Output packets

Sample Output

show interfaces forwarding-class-counters interface-name

user@host> show interfaces forwarding-class-counters ge-4/2/1

user@host> show interfaces forwarding-class-counters ge-4/2/1        
Physical interface ge-4/2/1 (Index 228) (SNMP ifIndex 870)   
    Aggregate Forwarding-class statistics :
       Forwarding-class statistics : best-effort
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : network-control
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps

    IPv4 Forwarding-class statistics :
       Forwarding-class statistics : best-effort
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : expedited-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : assured-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : network-control
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps

   IPv6 Forwarding-class statistics :
       Forwarding-class statistics : best-effort
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
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        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : expedited-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : assured-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : network-control
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps

   MPLS Forwarding-class statistics :
       Forwarding-class statistics : best-effort
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : expedited-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : assured-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : network-control
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps

   Layer2 Forwarding-class statistics 
       Forwarding-class statistics : best-effort
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : expedited-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : assured-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : network-control
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
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   Other Forwarding-class statistics :
       Forwarding-class statistics : best-effort
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : expedited-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : assured-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : network-control
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps

  Logical interface ge-4/2/1.0 (Index 347) (SNMP ifIndex 1032)
     Forwarding-class accounting parameters :
   Aggregate Forwarding-class statistics :
              Forwarding-class statistics : best-effort
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : expedited-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : assured-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : network-control
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps

   ccc Forwarding-class statistics :       
       Forwarding-class statistics : best-effort
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : expedited-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : assured-forwarding
        Input   bytes   :                     0  0 bps
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        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : network-control
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps

   Other Forwarding-class statistics :
       Forwarding-class statistics : best-effort
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : expedited-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : assured-forwarding
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
       Forwarding-class statistics : network-control
        Input   bytes   :                     0  0 bps
        output  bytes   :                     0  0 bps
        Input   packets :                     0  0 pps
        output  packets :                     0  0 pps
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show interfaces queue

Supported Platforms EXSeries,MXSeries,NFXSeries,OCX1100,PTXSeries,QFabricSystem,QFXSeries,TSeries

Syntax show interfaces queue
<aggregate | remaining-traffic>
<both-ingress-egress>
<egress>
<forwarding-class forwarding-class>
<ingress>
<interface-name interface-name>
<l2-statistics>

Release Information Command introduced before Junos OS Release 7.4.

both-ingress-egress, egress, and ingress options introduced in Junos OS Release 7.6.

Command introduced in Junos OS Release 11.1 for the QFX Series.

l2-statistics option introduced in Junos OS Release 12.1.

Command introduced in Junos OS Release 14.1X53-D20 for the OCX Series.

Description Display class-of-service (CoS) queue information for physical interfaces.

Options none—Show detailed CoS queue statistics for all physical interfaces.

aggregate—(Optional) Display the aggregated queuing statistics of all logical interfaces
that have traffic-control profiles configured. (Not on the QFX Series.)

both-ingress-egress—(Optional) On Gigabit Ethernet Intelligent Queuing 2 (IQ2) PICs,
display both ingress and egress queue statistics. (Not on the QFX Series.)

egress—(Optional) Display egress queue statistics.

forwarding-class forwarding-class—(Optional) Forwarding class name for this queue.
ShowsdetailedCoSstatistics for thequeueassociatedwith thespecified forwarding

class.

ingress—(Optional) On Gigabit Ethernet IQ2 PICs, display ingress queue statistics. (Not
on the QFX Series.)

interface-name interface-name—(Optional) Showdetailed CoSqueue statistics for the

specified interface.

l2-statistics—(Optional)Display Layer 2 statistics forMLPPP, FRF.15, andFRF.16bundles

remaining-traffic—(Optional)Display the remaining-traffic queue statistics of all logical
interfaces that have traffic-control profiles configured.

Overhead for Layer 2
Statistics

Transmitted packets and transmitted byte counts are displayed for the Layer 2 level

with the addition of encapsulation overheads applied for fragmentation, as shown
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inTable 172onpage 1305.Others counters, suchaspacketsandbytesqueued (input)

anddropcounters, aredisplayedat theLayer 3 level. In thecaseof link fragmentation

and interleaving (LFI) for which fragmentation is not applied, corresponding Layer

2 overheads are added, as shown in Table 172 on page 1305.

Table 172: Layer 2 Overhead and Transmitted Packets or Byte Counts

LFIFragmentationProtocol

Second to n fragmentationsFirst fragmentation

BytesBytes

81213MLPPP (Long)

81011MLPPP (short)

81012MLFR (FRF15)

-810MFR (FRF16)

-1213MCMLPPP(Long)

-1011MCMLPPP(Short)

Layer 2 Statistics—Fragmentation Overhead Calculation

MLPPP/MC-MLPPP Overhead details:
   ===============================
   Fragment 1:

    Outer PPP header                         : 4 bytes
    Long or short sequence MLPPP header      : 4 bytes or 2 bytes 
    Inner PPP header                         : 1 byte
    HDLC flag and FCS bytes                  : 4 bytes

   Fragments 2 .. n :

    Outer PPP header                         : 4 bytes
    Long or short sequence MLPPP header      : 4 bytes or 2 bytes
    HDLC flag and FCS bytes                  : 4 bytes

   MLFR (FRF15) Overhead details:
   =============================
   Fragment 1:
       Framerelay header     :  2 bytes
       Control,NLPID         :  2 bytes
       Fragmentaion header   :  2 bytes
       Inner proto           :  2 bytes
       HDLC flag and  FCS    :  4 bytes

   Fragments 2 ...n :

       Framerelay header     :  2 bytes
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       Control,NLPID         :  2 bytes
       Fragmentaion header   :  2 bytes
       HDLC flag and  FCS    :  4 bytes

   MFR (FRF16) Overhead details:
   ==============================
   Fragment 1:
      Fragmentaion header   :  2 bytes
      Framerelay header     :  2 bytes
      Inner proto           :  2 bytes
      HDLC flag and  FCS    :  4 bytes

   Fragments 2 ...n :
      Fragmentaion header   :  2 bytes
      Framerelay header     :  2 bytes
      HDLC flag and  FCS    :  4 bytes

Overheadwith LFI

MLPPP(Long & short sequence):
   ============================
       Outer PPP header      :  4 bytes
       HDLC flag and  FCS    :  4 bytes

  MLFR (FRF15):
  =============
       Framerelay header     :  2 bytes
       Control,NLPID         :  2 bytes
       HDLC flag and  FCS    :  4 bytes

The following examples show overhead for different cases:

• A 1000-byte packet is sent to amlppp bundle without any fragmentation. At the

Layer 2 level, bytes transmitted is 1013 in 1 packet. This overhead is forMLPPP long

sequence encap.

• A 1000-byte packet is sent to amlppp bundle with a fragment threshold of

250byte. At the Layer 2 level, bytes transmitted is 1061 bytes in 5 packets.

• A 1000-byte LFI packet is sent to anmlppp bundle. At the Layer 2 level, bytes

transmitted is 1008 in 1 packet.

remaining-traffic—(Optional) Display the queuing statistics of all logical interfaces that
do not have traffic-control profiles configured. (Not on the QFX Series.)

Additional Information For rate-limited interfaces hosted on Modular Interface Cards (MICs), Modular Port

Concentrators (MPCs), or Enhanced Queuing DPCs, rate-limit packet-drop operations

occur before packets are queued for transmission scheduling. For such interfaces, the

statistics for queued traffic do not include the packets that have already been dropped

due to rate limiting, and consequently the displayed statistics for queued traffic are the

same as the displayed statistics for transmitted traffic.
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NOTE: For rate-limited interfaces hosted on other types of hardware,
rate-limit packet-drop operations occur after packets are queued for
transmission scheduling. For these other interface types, the statistics for
queued traffic include the packets that are later dropped due to rate limiting,
and consequently the displayed statistics for queued traffic equals the sum
of the statistics for transmitted and rate-limited traffic.

OnMSeries routers (except for the M320 andM120 routers), this command is valid only

for a PIC installed on an enhanced Flexible PIC Concentrator (FPC).

Queue statistics for aggregated interfaces are supported on the M Series and T Series

routers only. Statistics for an aggregated interface are the summation of the queue

statistics of the child links of that aggregated interface. You can view the statistics for a

child interface by using the show interfaces statistics command for that child interface.

When you configure tricolor marking on a 10-port 1-Gigabit Ethernet PIC, for queues 6

and 7 only, the output does not display the number of queued bytes and packets, or the

number of bytes and packets dropped because of RED. If you do not configure tricolor

marking on the interface, these statistics are available for all queues.

For the 4-port Channelized OC12 IQE PIC and 1-port Channelized OC48 IQE PIC, the

Packet Forwarding Engine Chassis Queues field represents traffic bound for a particular

physical interface on the PIC. For all other PICs, the Packet Forwarding Engine Chassis

Queues field represents the total traffic bound for the PIC.

For Gigabit Ethernet IQ2 PICs, the show interfaces queue command output does not

display the number of tail-dropped packets. This limitation does not apply to Packet

Forwarding Engine chassis queues.

When fragmentationoccurson theegress interface, the first set ofpacket counters shows

the postfragmentation values. The second set of packet counters (under the Packet

Forwarding Engine Chassis Queues field) shows the prefragmentation values.

The behavior of the egress queues for the Routing Engine-Generated Traffic is not same

as the configured queue for MLPPP and MFR configurations.

For information about how to configure CoS, see the Junos OS Network Interfaces Library

for Routing Devices. For related CoS operational mode commands, see the CLI Explorer.

Required Privilege
Level

view

List of Sample Output show interfaces queue (Rate-Limited Interface on a Gigabit Ethernet MIC in an
MPC) on page 1313
show interfaces queue (Aggregated Ethernet on a T320 Router) on page 1314
show interfaces queue (Gigabit Ethernet on a T640 Router) on page 1315
show interfaces queue aggregate (Gigabit Ethernet Enhanced DPC) on page 1316
show interfaces queue (Gigabit Ethernet IQ2 PIC) on page 1320
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show interfaces queue both-ingress-egress (Gigabit Ethernet IQ2 PIC) on page 1323
show interfaces queue ingress (Gigabit Ethernet IQ2 PIC) on page 1325
show interfaces queue egress (Gigabit Ethernet IQ2 PIC) on page 1326
showinterfacesqueueremaining-traffic(GigabitEthernetEnhancedDPC)onpage1327
showinterfacesqueue(ChannelizedOC12 IQEType3PIC inSONETMode)onpage1330
show interfaces queue (QFX Series) on page 1340
show interfaces queue l2-statistics (lsq interface) on page 1341
show interfaces queue lsq (lsq-ifd) on page 1341
show interfaces queue (Aggregated Ethernet on aMX series Router) on page 1343

Output Fields Table 173 on page 1308 lists the output fields for the show interfaces queue command.

Output fields are listed in the approximate order in which they appear.

Table 173: show interfaces queue Output Fields

Field DescriptionField Name

Name of the physical interface.Physical interface

State of the interface. Possible values are described in the “Enabled Field” section under Common
Output Fields Description.

Enabled

Physical interface's index number, which reflects its initialization sequence.Interface index

SNMP index number for the interface.SNMP ifIndex

Total number of forwarding classes supported on the specified interface.Forwarding classes
supported

Total number of forwarding classes in use on the specified interface.Forwarding classes in
use

OnGigabit Ethernet IQ2PICsonly, total numberof ingressqueues supportedon the specified interface.Ingress queues
supported

On Gigabit Ethernet IQ2 PICs only, total number of ingress queues in use on the specified interface.Ingress queues in use

Total number of output queues supported on the specified interface.Output queues
supported

Total number of output queues in use on the specified interface.Output queues in use

Total number of egress queues supported on the specified interface.Egress queues
supported

Total number of egress queues in use on the specified interface.Egress queues in use
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Table 173: show interfaces queue Output Fields (continued)

Field DescriptionField Name

CoS queue number and its associated user-configured forwarding class name. Displayed on IQ2
interfaces.

• Queued packets—Number of queued packets.

• Transmitted packets—Number of transmitted packets.

• Dropped packets—Number of packets dropped by the ASIC's REDmechanism.

Queue counters
(Ingress)

(Logical interfaces on IQ PICs only) Maximum number of bytes up to which the logical interface can
burst. The burst size is based on the shaping rate applied to the interface.

Burst size

The followingoutput fieldsareapplicable toboth interfacecomponentandPacket Forwardingcomponent in the showinterfaces
queue command:

Queue number.Queue

Forwarding class name.Forwarding classes

Number of packets queued to this queue.

NOTE: For Gigabit Ethernet IQ2 interfaces, the Queued Packets count is calculated by the Junos OS
interpreting one frame buffer as one packet. If the queued packets are very large or very small, the
calculation might not be completely accurate for transit traffic. The count is completely accurate for
traffic terminated on the router.

For rate-limited interfaces hosted onMICs orMPCs only, this statistic does not include traffic dropped
due to rate limiting. For more information, see “Additional Information” on page 1306.

Queued Packets

Number of bytes queued to this queue. The byte counts vary by interface hardware. For more
information, see Table 174 on page 1311.

For rate-limited interfaces hosted onMICs orMPCs only, this statistic does not include traffic dropped
due to rate limiting. For more information, see “Additional Information” on page 1306.

Queued Bytes

Number of packets transmitted by this queue. When fragmentation occurs on the egress interface,
the first setofpacket counters shows thepostfragmentationvalues. Thesecondsetofpacket counters
(displayed under the Packet Forwarding Engine Chassis Queues field) shows the prefragmentation
values.

NOTE: For Layer 2 statistics, see “Overhead for Layer 2 Statistics” on page 1304

Transmitted Packets

Number of bytes transmitted by this queue. The byte counts vary by interface hardware. For more
information, see Table 174 on page 1311.

NOTE: On MX Series routers, this number can be inaccurate when you issue the command for a
physical interface repeatedly and in quick succession, because the statistics for the child nodes are
collected infrequently. Wait ten seconds between successive iterations to avoid this situation.

NOTE: For Layer 2 statistics, see “Overhead for Layer 2 Statistics” on page 1304

Transmitted Bytes

Number of packets dropped because of tail drop.

NOTE: TheTail-droppedpacketscounter is not supportedon thePTXSeriesPacketTransportRouters.

Tail-dropped packets
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Table 173: show interfaces queue Output Fields (continued)

Field DescriptionField Name

Number of packets dropped due to rate limiting.

For rate-limited interfaces hosted on MICs, MPCs, and Enhanced Queuing DPCs only, this statistic
is not included in the queued traffic statistics. For more information, see “Additional Information” on
page 1306.

NOTE: TheRL-droppedpackets counter is not supportedon thePTXSeriesPacket Transport Routers,
and is omitted from the output.

RL-dropped packets

Number of bytes dropped due to rate limiting.

For rate-limited interfaces hosted on MICs, MPCs, and Enhanced Queuing DPCs only, this statistic
is not included in the queued traffic statistics. For more information, see “Additional Information” on
page 1306.

RL-dropped bytes

Number of packets dropped because of random early detection (RED).

• (M Series and T Series routers only) On M320 and M120 routers and the T Series routers, the total
numberofdroppedpackets isdisplayed.Onall otherMSeries routers, theoutput classifiesdropped
packets into the following categories:

• Low, non-TCP—Number of low-loss priority non-TCP packets dropped because of RED.

• Low, TCP—Number of low-loss priority TCP packets dropped because of RED.

• High, non-TCP—Number of high-loss priority non-TCP packets dropped because of RED.

• High, TCP—Number of high-loss priority TCP packets dropped because of RED.

• (MXSeries routerswith enhancedDPCs, andTSeries routerswith enhancedFPCsonly)Theoutput
classifies dropped packets into the following categories:

• Low—Number of low-loss priority packets dropped because of RED.

• Medium-low—Number of medium-low loss priority packets dropped because of RED.

• Medium-high—Number of medium-high loss priority packets dropped because of RED.

• High—Number of high-loss priority packets dropped because of RED.

NOTE: Due to accounting space limitations on certain Type 3 FPCs (which are supported in M320
and T640 routers), this field does not always display the correct value for queue 6 or queue 7 for
interfaces on 10-port 1-Gigabit Ethernet PICs.

RED-dropped packets

Number of bytes dropped because of RED. The byte counts vary by interface hardware. For more
information, see Table 174 on page 1311.

• (M Series and T Series routers only) On M320 and M120 routers and the T Series routers, only the
total number of dropped bytes is displayed. On all other M Series routers, the output classifies
dropped bytes into the following categories:

• Low, non-TCP—Number of low-loss priority non-TCP bytes dropped because of RED.

• Low, TCP—Number of low-loss priority TCP bytes dropped because of RED.

• High, non-TCP—Number of high-loss priority non-TCP bytes dropped because of RED.

• High, TCP—Number of high-loss priority TCP bytes dropped because of RED.

NOTE: Due to accounting space limitations on certain Type 3 FPCs (which are supported in M320
and T640 routers), this field does not always display the correct value for queue 6 or queue 7 for
interfaces on 10-port 1-Gigabit Ethernet PICs.

RED-dropped bytes
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Table 173: show interfaces queue Output Fields (continued)

Field DescriptionField Name

Displays queue-depth average, current, peak, andmaximum values for RTP queues. Because
queue-depth values cannot be aggregated, displays the values for RTP queues regardless of whether
aggregate, remaining-traffic, or neither option is selected.

Queue-depth bytes

Displays queue-depth average, current, peak, andmaximum values for RTP queues. Because
queue-depth values cannot be aggregated, displays the values for RTP queues regardless of whether
aggregate, remaining-traffic, or neither option is selected.

Queue-depth bytes

Starting with Junos OS Release 16.1, Last-packet enqueued output field is introduced. If
packet-timestamp is enabled for an FPC, shows the day, date, time, and year in the format
day-of-the-week month day-date hh:mm:ss yyyywhen a packet was enqueued in the CoS queue.
When the timestamp is aggregatedacrossall activePacket ForwardingEngines, the latest timestamp
for each CoS queue is reported.

Last-packet enqueued

Byte counts varyby interfacehardware. Table 174onpage 1311 showshowthebyte counts

on the outbound interfaces vary depending on the interface hardware.

Table 174 on page 1311 is based on the assumption that outbound interfaces are sending

IP traffic with 478 bytes per packet.

Table 174: Byte Count by Interface Hardware

CommentsByte Count Includes
Output
Level

Interface
Hardware

The 12 additional bytes
include 6 bytes for the
destination MAC address +
4bytes for theVLAN+2bytes
for the Ethernet type.

For RED dropped, 6 bytes are
added for the source MAC
address.

Queued: 490 bytes per packet, representing 478 bytes of
Layer 3 packet + 12 bytes

Transmitted: 490 bytes per packet, representing 478 bytes
of Layer 3 packet + 12 bytes

RED dropped: 496 bytes per packet representing 478 bytes
of Layer 3 packet + 18 bytes

InterfaceGigabit
Ethernet IQand
IQE PICs

–Queued: 478 bytes per packet, representing 478 bytes of
Layer 3 packet

Transmitted: 478 bytes per packet, representing 478 bytes
of Layer 3 packet

Packet
forwarding
component
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Table 174: Byte Count by Interface Hardware (continued)

CommentsByte Count Includes
Output
Level

Interface
Hardware

The Layer 2 overhead is 14
bytes for non-VLAN traffic
and 18 bytes for VLAN traffic.

T Series, TX Series, T1600, and MX Series routers:

• Queued: 478 bytes of Layer 3 packet.

• Transmitted: 478 bytes of Layer 3 packet.

T4000 routers with Type 5 FPCs :

• Queued: 478 bytes of Layer 3 packet + the full Layer 2
overhead including 4bytesCRC+ the full Layer 1 overhead
8 bytes preamble + 12 bytes Inter frame Gap.

• Transmitted: 478 bytes of Layer 3 packet + the full Layer
2 overhead including 4 bytes CRC + the full Layer 1
overhead 8 bytes preamble + 12 bytes Interframe Gap.

M Series routers:

• Queued: 478 bytes of Layer 3 packet.

• Transmitted: 478 bytes of Layer 3 packet + the full Layer
2 overhead.

PTX Series Packet Transport Routers:

• Queued: The sum of the transmitted bytes and the RED
dropped bytes.

• Transmitted: Full Layer 2 overhead (including all L2
encapsulation and CRC) + 12 inter-packet gap + 8 for the
preamble.

• RED dropped: Full Layer 2 overhead (including all L2
encapsulation and CRC) + 12 inter-packet gap + 8 for the
preamble (does not include the VLAN header or MPLS
pushed bytes).

InterfaceNon-IQ PIC

The additional 4 bytes are for
the Layer 2 Point-to-Point
Protocol (PPP) header.

Queued: 482 bytes per packet, representing 478 bytes of
Layer 3 packet + 4 bytes

Transmitted: 482 bytes per packet, representing 478 bytes
of Layer 3 packet + 4 bytes

RED dropped: 482 bytes per packet, representing 478 bytes
of Layer 3 packet + 4 bytes

InterfaceIQand IQEPICs
with a
SONET/SDH
interface

For transmitted packets, the
additional 8 bytes includes 4
bytes for the PPP header and
4 bytes for a cookie.

Queued: 478 bytes per packet, representing 478 bytes of
Layer 3 packet

Transmitted: 486 bytes per packet, representing 478 bytes
of Layer 3 packet + 8 bytes

Packet
forwarding
component
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Table 174: Byte Count by Interface Hardware (continued)

CommentsByte Count Includes
Output
Level

Interface
Hardware

For transmitted packets, the
additional 5 bytes includes 4
bytes for the PPP header and
1 byte for the packet loss
priority (PLP).

T Series, TX Series, T1600, and MX Series routers:

• Queued: 478 bytes of Layer 3 packet.

• Transmitted: 478 bytes of Layer 3 packet.

M Series routers:

• Queued: 478 bytes of Layer 3 packet.

• Transmitted:483bytesperpacket, representing478bytes
of Layer 3 packet + 5 bytes

• REDdropped:478bytesperpacket, representing478bytes
of Layer 3 packet

InterfaceNon-IQ PIC
with a
SONET/SDH
interface

The default FrameRelay overhead is 7 bytes. If you configure
the Frame Check Sequence (FCS) to 4 bytes, then the
overhead increases to 10 bytes.

InterfaceInterfaces
configuredwith
Frame Relay
Encapsulation

The Layer 2 overhead is 18
bytes for non-VLAN traffic
and 22 bytes for VLAN traffic.

Queued: 478 bytes of Layer 3 packet + the full Layer 2
overhead including CRC.

Transmitted: 478 bytes of Layer 3 packet + the full Layer 2
overhead including CRC.

Interface1-port
10-Gigabit
Ethernet IQ2
and IQ2–EPICs

4-port 1G IQ2
and IQ2-E PICs

8-port 1G IQ2
and IQ2-E PICs

–Queued: 478 bytes of Layer 3 packet.

Transmitted: 478 bytes of Layer 3 packet.

Packet
forwarding
component

Sample Output

show interfaces queue (Rate-Limited Interface on a Gigabit Ethernet MIC in anMPC)

The following example shows queue information for the rate-limited interface ge-4/2/0

on a Gigabit Ethernet MIC in an MPC. For rate-limited queues for interfaces hosted on

MICs or MPCs, rate-limit packet drops occur prior to packet output queuing. In the

command output, the nonzero statistics displayed in the RL-dropped packets and

RL-dropped bytes fields quantify the traffic dropped to rate-limit queue 0 output to

10 percent of 1 gigabyte (100megabits) per second. Because the RL-dropped traffic

is not included in theQueued statistics, the statistics displayed for queued traffic are the

same as the statistics for transmitted traffic.

user@host> show interfaces queue ge-4/2/0
Physical interface: ge-4/2/0, Enabled, Physical link is Up
  Interface index: 203, SNMP ifIndex: 1054
Forwarding classes: 16 supported, 4 in use
Egress queues: 8 supported, 4 in use
Queue: 0, Forwarding classes: best-effort
  Queued:
    Packets              :             131300649                141751 pps
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    Bytes                :           11287964840              99793248 bps
  Transmitted:
    Packets              :             131300649                141751 pps
    Bytes                :           11287964840              99793248 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :             205050862                602295 pps
    RL-dropped bytes     :           13595326612             327648832 bps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps

show interfaces queue (Aggregated Ethernet on a T320 Router)

The following example shows that the aggregated Ethernet interface, ae1, has traffic on

queues af1 and af12:

user@host> show interfaces queue ae1
Physical interface: ae1, Enabled, Physical link is Up
Interface index: 158, SNMP ifIndex: 33 Forwarding classes: 8 supported, 8 in use
Output queues: 8 supported, 8 in use
Queue: 0, Forwarding classes: be
  Queued:
    Packets              :                     5                     0 pps
    Bytes                :                   242                     0 bps
  Transmitted:
    Packets              :                     5                     0 pps
    Bytes                :                   242                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: af1
  Queued:
    Packets              :              42603765                595484 pps
    Bytes                :            5453281920             609776496 bps
  Transmitted:
    Packets              :              42603765                595484 pps
    Bytes                :            5453281920             609776496 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: ef1
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
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    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: nc
  Queued:
    Packets              :                    45                     0 pps
    Bytes                :                  3930                     0 bps
  Transmitted:
    Packets              :                    45                     0 pps
    Bytes                :                  3930                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 4, Forwarding classes: af11
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 5, Forwarding classes: ef11
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 6, Forwarding classes: af12
  Queued:
    Packets              :              31296413                437436 pps
    Bytes                :            4005940864             447935200 bps
  Transmitted:
    Packets              :              31296413                437436 pps
    Bytes                :            4005940864             447935200 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 7, Forwarding classes: nc2
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps

show interfaces queue (Gigabit Ethernet on a T640 Router)

user@host> show interfaces queue
Physical interface: ge-7/0/1, Enabled, Physical link is Up
   Interface index: 150, SNMP ifIndex: 42
 Forwarding classes: 8 supported, 8 in use
 Output queues: 8 supported, 8 in use
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 Queue: 0, Forwarding classes: be
   Queued:
     Packets              :                    13                     0 pps
     Bytes                :                   622                     0 bps
   Transmitted:
     Packets              :                    13                     0 pps
     Bytes                :                   622                     0 bps
     Tail-dropped packets :                     0                     0 pps
     RED-dropped packets  :                     0                     0 pps
     RED-dropped bytes    :                     0                     0 bps
 Queue: 1, Forwarding classes: af1
   Queued:
     Packets              :            1725947945                372178 pps
     Bytes                :          220921336960             381110432 bps
   Transmitted:
     Packets              :            1725947945                372178 pps
     Bytes                :          220921336960             381110432 bps
     Tail-dropped packets :                     0                     0 pps
     RED-dropped packets  :                     0                     0 pps
     RED-dropped bytes    :                     0                     0 bps
 Queue: 2, Forwarding classes: ef1
   Queued:
     Packets              :                     0                     0 pps
     Bytes                :                     0                     0 bps
   Transmitted:
     Packets              :                     0                     0 pps
     Bytes                :                     0                     0 bps
     Tail-dropped packets :                     0                     0 pps
     RED-dropped packets  :                     0                     0 pps
     RED-dropped bytes    :                     0                     0 bps
 Queue: 3, Forwarding classes: nc
   Queued:
     Packets              :                   571                     0 pps
     Bytes                :                 49318                   336 bps
   Transmitted:
     Packets              :                   571                     0 pps
     Bytes                :                 49318                   336 bps
     Tail-dropped packets :                     0                     0 pps
     RED-dropped packets  :                     0                     0 pps
     RED-dropped bytes    :                     0                     0 bps

show interfaces queue aggregate (Gigabit Ethernet Enhanced DPC)

user@host> show interfaces queue ge-2/2/9 aggregate
Physical interface: ge-2/2/9, Enabled, Physical link is Up
  Interface index: 238, SNMP ifIndex: 71
Forwarding classes: 16 supported, 4 in use
Ingress queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort 
  Queued:
    Packets              :             148450735                947295 pps
    Bytes                :            8016344944             409228848 bps
  Transmitted:
    Packets              :              76397439                487512 pps
    Bytes                :            4125461868             210602376 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :              72053285                459783 pps
     Low                 :              72053285                459783 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
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     High                :                     0                     0 pps
    RED-dropped bytes    :            3890877444             198626472 bps
     Low                 :            3890877444             198626472 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding 
  Queued:
    Packets              :             410278257                473940 pps
    Bytes                :           22156199518             204742296 bps
  Transmitted:
    Packets              :               4850003                  4033 pps
    Bytes                :             261900162               1742256 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :             405425693                469907 pps
     Low                 :             405425693                469907 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :           21892988124             203000040 bps
     Low                 :           21892988124             203000040 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 3, Forwarding classes: network-control 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Forwarding classes: 16 supported, 4 in use
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Egress queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort 
  Queued:
    Packets              :              76605230                485376 pps
    Bytes                :            5209211400             264044560 bps
  Transmitted:
    Packets              :              76444631                484336 pps
    Bytes                :            5198235612             263478800 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                160475                  1040 pps
     Low                 :                160475                  1040 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :              10912300                565760 bps
     Low                 :              10912300                565760 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding 
  Queued:
    Packets              :               4836136                  3912 pps
    Bytes                :             333402032               2139056 bps
  Transmitted:
    Packets              :               3600866                  1459 pps
    Bytes                :             244858888                793696 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :               1225034                  2450 pps
     Low                 :               1225034                  2450 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :              83302312               1333072 bps
     Low                 :              83302312               1333072 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 3, Forwarding classes: network-control 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
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    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps

Packet Forwarding Engine Chassis Queues:
Queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort 
  Queued:
    Packets              :              77059796                486384 pps
    Bytes                :            3544750624             178989576 bps
  Transmitted:
    Packets              :              77059797                486381 pps
    Bytes                :            3544750670             178988248 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding 
  Queued:
    Packets              :               4846580                  3934 pps
    Bytes                :             222942680               1447768 bps
  Transmitted:
    Packets              :               4846580                  3934 pps
    Bytes                :             222942680               1447768 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
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     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 3, Forwarding classes: network-control 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps

show interfaces queue (Gigabit Ethernet IQ2 PIC)

user@host> show interfaces queue ge-7/1/3
Physical interface: ge-7/1/3, Enabled, Physical link is Up
  Interface index: 170, SNMP ifIndex: 70 Forwarding classes: 16 supported, 4 in 
use Ingress queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort
  Queued:
    Packets              :             418390039                    10 pps
    Bytes                :           38910269752                  7440 bps
  Transmitted:
    Packets              :             418390039                    10 pps
    Bytes                :           38910269752                  7440 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
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    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: network-control
  Queued:
    Packets              :                  7055                     1 pps
    Bytes                :                451552                   512 bps
  Transmitted:
    Packets              :                  7055                     1 pps
    Bytes                :                451552                   512 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Forwarding classes: 16 supported, 4 in use Egress queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort
  Queued:
    Packets              :                  1031                     0 pps
    Bytes                :                143292                     0 bps
  Transmitted:
    Packets              :                  1031                     0 pps
    Bytes                :                143292                     0 bps
    Tail-dropped packets : Not Available  
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: network-control
  Queued:
    Packets              :                 77009                    11 pps
    Bytes                :               6894286                  7888 bps
  Transmitted:
    Packets              :                 77009                    11 pps
    Bytes                :               6894286                  7888 bps
    Tail-dropped packets : Not Available  
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
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    RED-dropped bytes    :                     0                     0 bps

Packet Forwarding Engine Chassis Queues:
Queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort
  Queued:
    Packets              :                  1031                     0 pps
    Bytes                :                147328                     0 bps
  Transmitted:
    Packets              :                  1031                     0 pps
    Bytes                :                147328                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
     Low, non-TCP        :                     0                     0 pps
     Low, TCP            :                     0                     0 pps
     High, non-TCP       :                     0                     0 pps
     High, TCP           :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low, non-TCP        :                     0                     0 bps
     Low, TCP            :                     0                     0 bps
     High, non-TCP       :                     0                     0 bps
     High, TCP           :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
     Low, non-TCP        :                     0                     0 pps
     Low, TCP            :                     0                     0 pps
     High, non-TCP       :                     0                     0 pps
     High, TCP           :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low, non-TCP        :                     0                     0 bps
     Low, TCP            :                     0                     0 bps
     High, non-TCP       :                     0                     0 bps
     High, TCP           :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
     Low, non-TCP        :                     0                     0 pps
     Low, TCP            :                     0                     0 pps
     High, non-TCP       :                     0                     0 pps
     High, TCP           :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low, non-TCP        :                     0                     0 bps
     Low, TCP            :                     0                     0 bps
     High, non-TCP       :                     0                     0 bps
     High, TCP           :                     0                     0 bps
Queue: 3, Forwarding classes: network-control
  Queued:
    Packets              :                 94386                    12 pps
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    Bytes                :              13756799                  9568 bps
  Transmitted:
    Packets              :                 94386                    12 pps
    Bytes                :              13756799                  9568 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
     Low, non-TCP        :                     0                     0 pps
     Low, TCP            :                     0                     0 pps
     High, non-TCP       :                     0                     0 pps
     High, TCP           :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low, non-TCP        :                     0                     0 bps
     Low, TCP            :                     0                     0 bps
     High, non-TCP       :                     0                     0 bps
     High, TCP           :                     0                     0 bps

show interfaces queue both-ingress-egress (Gigabit Ethernet IQ2 PIC)

user@host> show interfaces queue ge-6/2/0 both-ingress-egress
Physical interface: ge-6/2/0, Enabled, Physical link is Up
  Interface index: 175, SNMP ifIndex: 121
Forwarding classes: 8 supported, 4 in use
Ingress queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                   254                     0 pps
    Bytes                :                 16274                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: network-control 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
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    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Forwarding classes: 8 supported, 4 in use
Egress queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     3                     0 pps
    Bytes                :                   126                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: network-control 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Packet Forwarding Engine Chassis Queues:
Queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort 
  Queued:
    Packets              :              80564692                     0 pps
    Bytes                :            3383717100                     0 bps
  Transmitted:
    Packets              :              80564692                     0 pps
    Bytes                :            3383717100                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding 
  Queued:
    Packets              :              80564685                     0 pps
    Bytes                :            3383716770                     0 bps
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  Transmitted:
    Packets              :              80564685                     0 pps
    Bytes                :            3383716770                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: network-control 
  Queued:
    Packets              :                  9397                     0 pps
    Bytes                :               3809052                   232 bps
  Transmitted:
    Packets              :                  9397                     0 pps
    Bytes                :               3809052                   232 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps

show interfaces queue ingress (Gigabit Ethernet IQ2 PIC)

user@host> show interfaces queue ge-6/2/0 ingress
Physical interface: ge-6/2/0, Enabled, Physical link is Up
  Interface index: 175, SNMP ifIndex: 121
Forwarding classes: 8 supported, 4 in use
Ingress queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                   288                     0 pps
    Bytes                :                 18450                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
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    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: network-control 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps

show interfaces queue egress (Gigabit Ethernet IQ2 PIC)

user@host> show interfaces queue ge-6/2/0 egress
Physical interface: ge-6/2/0, Enabled, Physical link is Up
  Interface index: 175, SNMP ifIndex: 121
Forwarding classes: 8 supported, 4 in use
Egress queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     3                     0 pps
    Bytes                :                   126                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: network-control 
  Queued:
    Packets              : Not Available
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available
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    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Packet Forwarding Engine Chassis Queues:
Queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort 
  Queued:
    Packets              :              80564692                     0 pps
    Bytes                :            3383717100                     0 bps
  Transmitted:
    Packets              :              80564692                     0 pps
    Bytes                :            3383717100                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding 
  Queued:
    Packets              :              80564685                     0 pps
    Bytes                :            3383716770                     0 bps
  Transmitted:
    Packets              :              80564685                     0 pps
    Bytes                :            3383716770                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: network-control 
  Queued:
    Packets              :                  9538                     0 pps
    Bytes                :               3819840                     0 bps
  Transmitted:
    Packets              :                  9538                     0 pps
    Bytes                :               3819840                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps

show interfaces queue remaining-traffic (Gigabit Ethernet Enhanced DPC)

user@host> show interfaces queue ge-2/2/9 remaining-traffic
Physical interface: ge-2/2/9, Enabled, Physical link is Up
  Interface index: 238, SNMP ifIndex: 71
Forwarding classes: 16 supported, 4 in use
Ingress queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort 
  Queued:
    Packets              :             110208969                472875 pps
    Bytes                :            5951284434             204282000 bps
  Transmitted:
    Packets              :             110208969                472875 pps
    Bytes                :            5951284434             204282000 bps
    Tail-dropped packets : Not Available  
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    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 3, Forwarding classes: network-control 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
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     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Forwarding classes: 16 supported, 4 in use
Egress queues: 4 supported, 4 in use
Queue: 0, Forwarding classes: best-effort 
  Queued:
    Packets              :             109355853                471736 pps
    Bytes                :            7436199152             256627968 bps
  Transmitted:
    Packets              :             109355852                471736 pps
    Bytes                :            7436198640             256627968 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 1, Forwarding classes: expedited-forwarding 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 2, Forwarding classes: assured-forwarding 
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 3, Forwarding classes: network-control 
  Queued:
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    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets : Not Available  
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps

show interfaces queue (Channelized OC12 IQE Type 3 PIC in SONETMode)

user@host> show interfaces queue t3-1/1/0:7
 Physical interface: t3-1/1/0:7, Enabled, Physical link is Up

   Interface index: 192, SNMP ifIndex: 1948

   Description: full T3 interface connect to 6ce13 t3-3/1/0:7 for FR testing - 
Lam

 Forwarding classes: 16 supported, 9 in use

 Egress queues: 8 supported, 8 in use

 Queue: 0, Forwarding classes: DEFAULT

   Queued:

     Packets              :                214886                 13449 pps

     Bytes                :               9884756               5164536 bps

   Transmitted:

     Packets              :                214886                 13449 pps

     Bytes                :               9884756               5164536 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps
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      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 1, Forwarding classes: REALTIME

   Queued:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 2, Forwarding classes: PRIVATE

   Queued:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps
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      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 3, Forwarding classes: CONTROL

   Queued:

     Packets              :                    60                     0 pps

     Bytes                :                  4560                     0 bps

   Transmitted:

     Packets              :                    60                     0 pps

     Bytes                :                  4560                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 4, Forwarding classes: CLASS_B_OUTPUT

   Queued:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps
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   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 5, Forwarding classes: CLASS_C_OUTPUT

   Queued:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps
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      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 6, Forwarding classes: CLASS_V_OUTPUT

   Queued:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 7, Forwarding classes: CLASS_S_OUTPUT, GETS

   Queued:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps
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      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Packet Forwarding Engine Chassis Queues:

 Queues: 8 supported, 8 in use

 Queue: 0, Forwarding classes: DEFAULT

   Queued:

     Packets              :                371365                 23620 pps

     Bytes                :              15597330               7936368 bps

   Transmitted:

     Packets              :                371365                 23620 pps

     Bytes                :              15597330               7936368 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 1, Forwarding classes: REALTIME

   Queued:
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     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 2, Forwarding classes: PRIVATE

   Queued:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps
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      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 3, Forwarding classes: CONTROL

   Queued:

     Packets              :                 32843                     0 pps

     Bytes                :               2641754                    56 bps

   Transmitted:

     Packets              :                 32843                     0 pps

     Bytes                :               2641754                    56 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 4, Forwarding classes: CLASS_B_OUTPUT

   Queued:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps
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      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 5, Forwarding classes: CLASS_C_OUTPUT

   Queued:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 6, Forwarding classes: CLASS_V_OUTPUT

   Queued:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps
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   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps

      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

 Queue: 7, Forwarding classes: CLASS_S_OUTPUT, GETS

   Queued:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

   Transmitted:

     Packets              :                     0                     0 pps

     Bytes                :                     0                     0 bps

     Tail-dropped packets :                     0                     0 pps

     RED-dropped packets  :                     0                     0 pps

      Low                 :                     0                     0 pps

      Medium-low          :                     0                     0 pps

      Medium-high         :                     0                     0 pps

      High                :                     0                     0 pps

     RED-dropped bytes    :                     0                     0 bps

      Low                 :                     0                     0 bps

      Medium-low          :                     0                     0 bps
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      Medium-high         :                     0                     0 bps

      High                :                     0                     0 bps

show interfaces queue (QFX Series)

user@switch> show interfaces queue xe-0/0/15
   Physical interface: xe-0/0/15, Enabled, Physical link is Up
     Interface index: 49165, SNMP ifIndex: 539
   Forwarding classes: 12 supported, 8 in use
   Egress queues: 12 supported, 8 in use
   Queue: 0, Forwarding classes: best-effort 
     Queued:
       Packets              :                     0                     0 pps
       Bytes                :                     0                     0 bps
     Transmitted:
       Packets              :                     0                     0 pps
       Bytes                :                     0                     0 bps
       Tail-dropped packets : Not Available  
       Total-dropped packets:                     0                     0 pps
       Total-dropped bytes  :                     0                     0 bps
   Queue: 3, Forwarding classes: fcoe 
     Queued:
       Packets              :                     0                     0 pps
       Bytes                :                     0                     0 bps
     Transmitted:
       Packets              :                     0                     0 pps
       Bytes                :                     0                     0 bps
       Tail-dropped packets : Not Available  
       Total-dropped packets:                     0                     0 pps
       Total-dropped bytes  :                     0                     0 bps
0 bps
   Queue: 4, Forwarding classes: no-loss 
     Queued:
       Packets              :                     0                     0 pps
       Bytes                :                     0                     0 bps
     Transmitted:
       Packets              :                     0                     0 pps
       Bytes                :                     0                     0 bps
       Tail-dropped packets : Not Available  
       Total-dropped packets:                     0                     0 pps
       Total-dropped bytes  :                     0                     0 bps
   Queue: 7, Forwarding classes: network-control 
     Queued:
       Packets              :                     0                     0 pps
       Bytes                :                     0                     0 bps
     Transmitted:
       Packets              :                     0                     0 pps
       Bytes                :                     0                     0 bps
       Tail-dropped packets : Not Available  
       Total-dropped packets:                     0                     0 pps
       Total-dropped bytes  :                     0                     0 bps
   Queue: 8, Forwarding classes: mcast
     Queued:
       Packets              :                     0                     0 pps
       Bytes                :                     0                     0 bps
     Transmitted:
       Packets              :                     0                     0 pps
       Bytes                :                     0                     0 bps
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       Tail-dropped packets : Not Available  
       Total-dropped packets:                     0                     0 pps
       Total-dropped bytes  :                     0                     0 bps

show interfaces queue l2-statistics (lsq interface)

user@switch> show interfaces queue lsq-2/2/0.2 l2-statistics
Logical interface lsq-2/2/0.2 (Index 69) (SNMP ifIndex 1598)
Forwarding classes: 16 supported, 4 in use
Egress queues: 8 supported, 4 in use
Burst size: 0
Queue: 0, Forwarding classes: be
  Queued:
    Packets              :                     1                     0 pps
    Bytes                :                  1001                     0 bps
  Transmitted:
    Packets              :                     5                      0 pps
    Bytes                :                  1062                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 1, Forwarding classes: ef
  Queued:
    Packets              :                     1                     0 pps
    Bytes                :                  1500                     0 bps
  Transmitted:
    Packets              :                     6                      0 pps
    Bytes                :                  1573                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 2, Forwarding classes: af
  Queued:
    Packets              :                     1                     0 pps
    Bytes                :                   512                     0 bps
  Transmitted:
    Packets              :                     3                      0 pps
    Bytes                :                   549                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
Queue: 3, Forwarding classes: nc
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                      0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RED-dropped packets  :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
=========

show interfaces queue lsq (lsq-ifd)

user@switch> show interfaces queue lsq-1/0/0
Logical interface lsq-1/0/0 (Index 348) (SNMP ifIndex 660)
Forwarding classes: 16 supported, 4 in use
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Egress queues: 8 supported, 4 in use
Burst size: 0
Queue: 0, Forwarding classes: be
  Queued:
    Packets              :                 55576                  1206 pps
    Bytes                :              29622008               5145472 bps
  Transmitted:
    Packets              :                 55576                  1206 pps
    Bytes                :              29622008               5145472 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 1, Forwarding classes: ef
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
Queue: 2, Forwarding classes: af
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
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     High                :                     0                     0 bps
Queue: 3, Forwarding classes: nc
  Queued:
    Packets              :                 22231                   482 pps
    Bytes                :              11849123               2057600 bps
  Transmitted:                          
    Packets              :                 22231                   482 pps
    Bytes                :              11849123               2057600 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps

Sample Output

show interfaces queue (Aggregated Ethernet on aMX series Router)

user@host> show interfaces queue ae0 remaining-traffic

Physical interface: ae0    , Enabled, Physical link is Up
  Interface index: 128, SNMP ifIndex: 543
Forwarding classes: 16 supported, 4 in use
Egress queues: 8 supported, 4 in use
Queue: 0, Forwarding classes: best-effort
  Queued:
    Packets              :                    16                     0 pps
    Bytes                :                  1896                     0 bps
  Transmitted:
    Packets              :                    16                     0 pps
    Bytes                :                  1896                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
  Queue-depth bytes      : 
    Average              :                     0
    Current              :                     0
    Peak                 :                     0
    Maximum              :             119013376
Queue: 1, Forwarding classes: expedited-forwarding
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps

1343Copyright © 2017, Juniper Networks, Inc.

Chapter 30: Operational Commands



  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
  Queue-depth bytes      : 
    Average              :                     0
    Current              :                     0
    Peak                 :                     0
    Maximum              :                 32768
Queue: 2, Forwarding classes: assured-forwarding
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:                          
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
  Queue-depth bytes      : 
    Average              :                     0
    Current              :                     0
    Peak                 :                     0
    Maximum              :                 32768
Queue: 3, Forwarding classes: network-control
  Queued:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
  Transmitted:
    Packets              :                     0                     0 pps
    Bytes                :                     0                     0 bps
    Tail-dropped packets :                     0                     0 pps
    RL-dropped packets   :                     0                     0 pps
    RL-dropped bytes     :                     0                     0 bps
    RED-dropped packets  :                     0                     0 pps
     Low                 :                     0                     0 pps
     Medium-low          :                     0                     0 pps
     Medium-high         :                     0                     0 pps
     High                :                     0                     0 pps
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    RED-dropped bytes    :                     0                     0 bps
     Low                 :                     0                     0 bps
     Medium-low          :                     0                     0 bps
     Medium-high         :                     0                     0 bps
     High                :                     0                     0 bps
  Queue-depth bytes      : 
    Average              :                     0
    Current              :                     0
    Peak                 :                     0
    Maximum              :               6258688
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show interfaces voq

Supported Platforms NFX Series, PTX Series,QFX Series

Syntax show interfaces voq interface-name
<forwarding-class forwarding-class-name>
<non-zero>
<source-fpc source-fpc-number>

Release Information Command introduced in Junos OS Release 14.1 for the PTX Series Routers

Command introduced in Junos OS Release 15.1X53-D20 for QFX10000 switches.

Description Display the random early detection (RED) drop statistics from all ingress Packet

Forwarding Engines associated with the specified physical egress interface. In the VOQ

architecture, egress output queues (shallow buffers) buffer data in virtual queues on

ingress Packet Forwarding Engines. In cases of congestion, you can use this command

to identifywhich ingressPacket ForwardingEngine is the sourceofRED-droppedpackets

contributing to congestion.

NOTE: On the PTX Series routers and QFX10000 switches, these statistics
include tail-dropped packets.

Options interface interface-name—Display the ingress VOQRED drop statistics for the specified

egress interface.

forwarding-class forwarding-class-name—DisplayVOQREDdropstatistics foraspecified
forwarding class.

non-zero—Display only non-zero VOQ RED drop statistics counters.

source-fpcsource-fpc-number—DisplayVOQREDdropstatistics for the specified source
FPC.

Additional Information On PTX Series routers, you can display VOQ statistics for only theWAN physical

interface.

•

• VOQ statistics for aggregated physical interfaces are not supported. Statistics for an

aggregated interface are the summation of the queue statistics of the child links of

that aggregated interface. You can use the show interfacesqueue command to identify

the child linkwhich is experiencing congestion and then view the VOQ statistics on the

respective child link using the show interfaces voq command.

For information on virtual output queuing on PTX routers, see “Understanding Virtual

Output Queues on PTX Series Packet Transport Routers” on page 544. For information

onvirtual outputqueueingonQFX10000switches, seeUnderstandingCoSVirtualOutput

Queues (VOQs) on QFX10000 Switches.
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Required Privilege
Level

view

Related
Documentation

Understanding Virtual Output Queues on PTX Series Packet Transport Routers on

page 544

•

• Understanding CoS Virtual Output Queues (VOQs) on QFX10000 Switches

List of Sample Output showinterfacesvoq(ForaSpecificPhysical Interface)(PTXSeriesRouters)onpage1348
show interfaces voq (For a Specific Physical Interface) (QFX10000
Switches) on page 1353
show interfaces voq et-7/0/0 (For a Specific Forwarding Class) on page 1354
show interfaces voq et-5/0/12 (For a Specific Source FPC) on page 1356
show interfaces voq et-5/0/12 (For a Specific Forwarding Class and Source
FPC) on page 1357
show interfaces voq et-7/0/0 (Non-Zero) on page 1357
show interfaces voq et-7/0/0 (For a Specific Forwarding Class and
Non-Zero) on page 1358

Output Fields Table 175 on page 1347 lists the output fields for the show interfaces queue command.

Output fields are listed in the approximate order in which they appear.

Table 175: show interfaces voq Output Fields

Field DescriptionField Name

Name of the physical interface.Physical interface

State of the interface. Possible values are described in the “Enabled
Field” section under Common Output Fields Description.

Enabled

Physical interface's index number, which reflects its initialization
sequence.

Interface index

SNMP index number for the interface.SNMP ifIndex

Egress queue number.Queue

Forwarding class name.Forwarding classes

Number of the Flexible PIC Concentrator (FPC) located on ingress.FPC number

Number of the Packet Forwarding Engine providing virtual output
queues on the ingress.

PFE

Number of packets per second (pps) dropped because of random
early detection (RED).

NOTE: On thePTXSeries routers, these statistics include tail-dropped
packets.

RED-dropped packets

1347Copyright © 2017, Juniper Networks, Inc.

Chapter 30: Operational Commands



Table 175: show interfaces voq Output Fields (continued)

Field DescriptionField Name

Numberofbytesper seconddroppedbecauseofRED.Thebytecounts
vary by interface hardware.

NOTE: On thePTXSeries routers, these statistics include tail-dropped
packets.

RED-dropped bytes

Sample Output

show interfaces voq (For a Specific Physical Interface) (PTX Series Routers)

The following example shows ingress RED-dropped statistics for the egress Ethernet

interface configured on port 0 of Physical Interface Card (PIC) 0, located on the FPC in

slot 7.

The sample output below shows that the cause of the congestion is ingress Packet

Forwarding Engine PFE 0, which resides on FPC number 4, as denoted by the count of

RED-dropped packets and RED-dropped bytes for egress queue 0, forwarding classes

best-effort and egress queue 3, forwarding class network control.

user@host> show interfaces voq et-7/0/0
Physical interface: et-7/0/0, Enabled, Physical link is Up
  Interface index: 155, SNMP ifIndex: 699

Queue: 0, Forwarding classes: best-effort

FPC number: 1
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 4
    PFE: 0
      RED-dropped packets  :              19969426               2323178 pps
      RED-dropped bytes    :            2196636860            2044397464 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
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  FPC number: 6
    PFE: 0
      RED-dropped packets  :              19969424               2321205 pps
      RED-dropped bytes    :            2196636640            2042660808 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 4
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 5
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 6
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 7
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 7
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

Queue: 1, Forwarding classes: expedited-forwarding

  FPC number: 1
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 4
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
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      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 6
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 4
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 5
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 6
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 7
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 7
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

Queue: 2, Forwarding classes: assured-forwarding

  FPC number: 1
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
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    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 4
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 6
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 4
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 5
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 6
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 7
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 7
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

Queue: 3, Forwarding classes: network-control

  FPC number: 1
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    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 4
    PFE: 0
      RED-dropped packets  :              16338670               1900314 pps
      RED-dropped bytes    :            1797253700            1672276976 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 6
    PFE: 0
      RED-dropped packets  :              16338698               1899163 pps
      RED-dropped bytes    :            1797256780            1671263512 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 4
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 5
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 6
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 7
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 7
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
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      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

show interfaces voq (For a Specific Physical Interface) (QFX10000 Switches)

The sample output below shows congestion on ingress PFE 1 on FPC number 0, and on

ingress PFE 2 on FPC number 1, as denoted by the count of RED-dropped packets and

RED-dropped bytes for best-effort egress queue 0.

user@host> show interfaces voq et-1/0/0
Physical interface: et-1/0/0, Enabled, Physical link is Up
  Interface index: 659, SNMP ifIndex: 539

Queue: 0, Forwarding classes: best-effort

  FPC number: 0
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :             411063248              16891870 pps
      RED-dropped bytes    :           52616095744           17297275600 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 1
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2                              
      RED-dropped packets  :             411063012              16891870 pps
      RED-dropped bytes    :           52616065536           17297275376 bps

Queue: 3, Forwarding classes: fcoe

  FPC number: 0
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 1
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
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    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

Queue: 4, Forwarding classes: no-loss

  FPC number: 0
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 1
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

Queue: 7, Forwarding classes: network-control

  FPC number: 0
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 1
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1                              
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

show interfaces voq et-7/0/0 (For a Specific Forwarding Class)

user@host> show interfaces voq et-7/0/0 forwarding-class best-effort
Physical interface: et-7/0/0, Enabled, Physical link is Up
  Interface index: 155, SNMP ifIndex: 699

Queue: 0, Forwarding classes: best-effort

  FPC number: 1
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    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 4
    PFE: 0
      RED-dropped packets  :              66604786               2321519 pps
      RED-dropped bytes    :            7326526460            2042936776 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 6
    PFE: 0
      RED-dropped packets  :              66604794                371200 pps
      RED-dropped bytes    :            7326527340             326656000 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 4
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 5
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 6
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 7
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

  FPC number: 7
    PFE: 0
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 1
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 2
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      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps
    PFE: 3
      RED-dropped packets  :                     0                     0 pps
      RED-dropped bytes    :                     0                     0 bps

show interfaces voq et-5/0/12 (For a Specific Source FPC)

user@host> show interfaces voq et-5/0/12 source-fpc 0
Physical interface: et-5/0/12, Enabled, Physical link is Up
    Interface index: 166, SNMP ifIndex: 1104

  Queue: 0, Forwarding classes: best-effort

    FPC number: 0
      PFE: 0
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 1
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 2
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 3
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps

  Queue: 1, Forwarding classes: expedited-forwarding

    FPC number: 0
      PFE: 0
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 1
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 2
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 3
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps

  Queue: 2, Forwarding classes: assured-forwarding

    FPC number: 0
      PFE: 0
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 1
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 2
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 3
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps

  Queue: 3, Forwarding classes: network-control
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    FPC number: 0
      PFE: 0
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 1
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 2
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 3
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps

show interfaces voq et-5/0/12 (For a Specific Forwarding Class and Source FPC)

user@host> show interfaces voq et-5/0/12 forwarding-class best-effort source-fpc 5
Physical interface: et-5/0/12, Enabled, Physical link is Up
    Interface index: 166, SNMP ifIndex: 1104

  Queue: 0, Forwarding classes: best-effort

    FPC number: 5
      PFE: 0
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 1
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 2
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 3
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 4
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 5
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 6
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps
      PFE: 7
        RED-dropped packets  :                     0                     0 pps
        RED-dropped bytes    :                     0                     0 bps

show interfaces voq et-7/0/0 (Non-Zero)

user@host> show interfaces voq et-7/0/0 non-zero

Physical interface: et-7/0/0, Enabled, Physical link is Up
  Interface index: 155, SNMP ifIndex: 699

Queue: 0, Forwarding classes: best-effort

  FPC number: 4

1357Copyright © 2017, Juniper Networks, Inc.

Chapter 30: Operational Commands



    PFE: 0
      RED-dropped packets  :              95862238               2301586 pps
      RED-dropped bytes    :           10544846180            2025396264 bps

  FPC number: 6
    PFE: 0
      RED-dropped packets  :              95866639               2322569 pps
      RED-dropped bytes    :           10545330290            2043860728 bps

Queue: 3, Forwarding classes: network-control

  FPC number: 4
    PFE: 0
      RED-dropped packets  :              78433066               1899727 pps
      RED-dropped bytes    :            8627637260            1671760384 bps

  FPC number: 6
    PFE: 0
      RED-dropped packets  :              78436704               1900628 pps
      RED-dropped bytes    :            8628037440            1672553432 bps

show interfaces voq et-7/0/0 (For a Specific Forwarding Class and Non-Zero)

user@host show interfaces voq et-7/0/0 forwarding-class best-effort non-zero
Physical interface: et-7/0/0, Enabled, Physical link is Up
  Interface index: 155, SNMP ifIndex: 699

Queue: 0, Forwarding classes: best-effort

  FPC number: 4
    PFE: 0
      RED-dropped packets  :             119540012               2322319 pps
      RED-dropped bytes    :           13149401320            2043640784 bps

  FPC number: 6
    PFE: 0
      RED-dropped packets  :             119540049               2322988 pps
      RED-dropped bytes    :           13149405390            2044229744 bps
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